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ABSTRACT
Humanitarian organizations need population information for efficient crisis response planning. However, obtaining up-to-

date population data in countries in the Global South is difficult due to infrequent censuses and high urban growth rates. The
granularity of the available population data is another major issue, as censuses typically provide coarse population data (e.g,
at the level of provinces or counties) in developing countries. However, these countries are typically also the regions where
humanitarian organizations operate and require fine-grained population maps for applications such as disaster response.

In order to generate fine-grained population maps (e.g., 100m x 100m resolution), available coarse census data are often
spatially disaggregated, typically using building maps and assuming direct proportionality between the two1. Other approaches
make use of several other useful features, such as night light image bands and estimations of distances to the closest road2.
These features are aggregated for each coarse administrative region, with known population census data, and then used to train
a model for performing fine-grained population mapping, therefore assuming that a model predicting at regional scale could be
used as such to provide fine-grained predictions. This assumption has the disadvantage that, when the original regions used
for training are very coarsely mapped, the difference in resolution in the prediction domain makes the domain shift between
predictors increase, thus reducing the model’s performance.

In this work, we aim to produce fine-grained population maps using multiple available features and avoiding the aforemen-
tioned problem of feature aggregation. We propose a method based on Markov Random Field (MRF) that iteratively improves
the initial estimations of a dasymetric disaggregation method. During the iterations, the MRF-based method minimizes an
energy function that encourages locations (e.g., regions of 100m x 100m area) with similar features to have similar population
predictions while at the same time ensuring that the predictions sum up to a value close to the available regional census data.

We evaluated our proposed method in a scenario with very coarse census data available, in the country of Tanzania,
following the validation approach presented by Stevens and colleagues2. In the task of population disaggregation, the proposed
method improves the accuracy obtained by the aforementioned baselines. Given that the census data used for training is very
coarse (170 administrative regions for the whole country), the method proposed by Stevens and colleagues only obtains a R2 of
0.41 and Mean absolute error (MAE) of 51882. Direct dasymetric disaggregation using building counts obtains R2 of 0.65 and
MAE of 37131. Whereas, our proposed MRF method produces the best estimations, with a R2 of 0.78 and MAE of 3314.

In our future work, we plan to build a method that can also estimate population solely based on features without using census
data for a given region in order to generalize to other countries where census data are unavailable or inaccurate. Furthermore,
we aim to use additional features extracted from social media data to improve accuracy.
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