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Abstract

We exploit field guides to learn bird species recognition,
in particular zero-shot recognition of unseen species. Il-
lustrations contained in field guides deliberately focus on
discriminative properties of each species, and can serve as
side information to transfer knowledge from seen to unseen
bird species. We study two approaches: (1) a contrastive
encoding of illustrations, which can be fed into standard
zero-shot learning schemes; and (2) a novel method that
leverages the fact that illustrations are also images and as
such structurally more similar to photographs than other
kinds of side information. Our results show that illustra-
tions from field guides, which are readily available for a
wide range of species, are indeed a competitive source of
side information for zero-shot learning. On a subset of
the iNaturalist2021 dataset with 749 seen and 739 unseen
species, we obtain a classification accuracy of unseen bird
species of 12% @top-1and 38% @top-10, which shows the
potential of field guides for challenging real-world scenar-
ios with many species

1. Introduction
Fine-grained species recognition is essential for biodi-

versity monitoring. Identifying the species of observed an-
imals and plants is the basis for several important biodiver-
sity indicators, e.g., the number of different species in an
area, the abundance of individual species, and their geo-
graphical distribution. Many species are locally or globally
threatened by human activities, making it all the more im-
portant to monitor their distributions and support conserva-
tion efforts [6].

A bottleneck for automatic species recognition in the
wild has long been the collection of enough observations.
In the last years, the cooperation of experts and nature en-
thusiasts has enabled the emergence of community science
projects. Volunteers record and share images and locations
of their observations, which experts can curate and organ-
ise to obtain large-scale databases for biodiversity monitor-

�(yk)(s)
<latexit sha1_base64="W62u9dl3jGFPrL5adWJt7nCCJQo=">AAADDnicbVLdbtMwGHXC3yh/3bjkxqKq1ElTlQwkuEGa4AaBhIag21AdIsdxWquOE9nOaGb5HXga7hC3vAL3PAhOmk1tx2dZOj7nO5/tz05KzpQOgj+ef+Pmrdt3du727t1/8PBRf3fvRBWVJHRCCl7IswQrypmgE800p2elpDhPOD1NFm8a/fScSsUK8VnXJY1yPBMsYwRrR8X9v0OU0BkTJsmxlmxpERXp1aI3RA7Nk8xcYYK5+WThK+jWCZuhtZwL+9WMlvuOaQaaY20updo2lu1EiEhaaIjKORtdal/svhNVU6Xl63jREdBVgEhVeWwYREzAD/F7u1bT0bazbjnj/iAYB23A6yDswAB0cRzvensoLUiVU6EJx0pNw6DUkcFSM8Kp26BStMRkgWd06qDAOVWRaZ/DwqFjUpgV0k2hYctuONJzVqrWc6Cxe6mDJUkl/haZ5arCerLBuVJ1nriyzU3VttaQ/9Omlc5eRoaJstJUkNWpsopDXcDmI8CUSUo0rx3ARDJ3MUjmWGKi3XfZ3EVKXNue62K43bPr4ORwHD4bH358Pjh63fVzBzwBT8EIhOAFOAJvwTGYAOK980qv9i787/4P/6f/a5Xqe53nMdgI//c/L9b3ow==</latexit>

z(x)
<latexit sha1_base64="XKrif67mYFKi579h/vHVAFrUTno=">AAACfHicbVHLThsxFHWmLxr6CLDsxmqIRFUazdAK2CChsumSPgJImWl07bkTLDyeke2hCdb8F7/Cplv4ClTnUdRAr2Tp3HPfx6yUwtgwvGoEjx4/efps6Xlz+cXLV69bK6tHpqg0xx4vZKFPGBiUQmHPCivxpNQIOZN4zM4OJvHjc9RGFOqHHZeY5DBUIhMcrKcGrW+dmOFQKMdysFqM6hhVeuc0O7FHpyxzd5iDdN9ruke9z8Qwrpt/Uy7qn25j9K4etNphN5wafQiiOWiTuR0OVhqrcVrwKkdluQRj+lFY2sSBtoJL9BMqgyXwMxhi30MFOZrETY+vacczKc0K7Z+ydMouVKTnojTTmk0LXpfNEU81/ErcaNbh32QHuTHjnPm2k6vM/diE/F+sX9lsN3FClZVFxWdbZZWktqAT2WkqNHIrxx4A18IfRvkpaODWf87iFK1hXDe9itF9zR6Co61u9LG79fVTe//zXM8l8oa8JRskIjtkn3whh6RHOLkkv8k1uWncBuvB++DDLDVozGvWyIIF238AXP/EfQ==</latexit>

S =
<latexit sha1_base64="E7DYDucywsO0HHvaVMxi59BFvXw=">AAACYnicbZFNSwMxEIbT9bt+tfaoh2ApeJCyq4JeBNGLx4pWhXYps9nZGsxmlySrLUv/ir/Gq969+0NMt0WsOhB48k5mknkTpIJr47ofJWdufmFxaXmlvLq2vrFZqW7d6iRTDNssEYm6D0Cj4BLbhhuB96lCiAOBd8HjxTh/94RK80TemGGKfgx9ySPOwFipVzlpdAPsc5kHMRjFB6MuyvB7U250LT0EUW65QAYivx7RU9qr1N2mWwT9C94U6mQarV61tNUNE5bFKA0ToHXHc1Pj56AMZwJt/0xjCuwR+tixKCFG7efFiCPasEpIo0TZJQ0t1JmK8ImnuqjZN2Cn3x+wUMGznw8mHX4eziHWehgHtu14Jv07Nxb/y3UyE534OZdpZlCyyauiTFCT0LG5NOQKmRFDC8AUt4NR9gAKmLFfMHuLUjAcla2L3m/P/sLtQdM7bB5cHdXPzqd+LpNtskv2iEeOyRm5JC3SJoy8kFfyRt5Ln07ZqTq1yVGnNK2pkZlwdr4Axjy6VQ==</latexit>

�
<latexit sha1_base64="Orq0UJ0lPBrhENOLgoEGVyVEeJY=">AAACanicbZHNahsxEMflTT+S7Ucc51RyEXENPQSzmwTaS8C0lx4TUicB72JG2llHRKtdJG1qI/Z1+jS9tpB36ENU/iDESQYEP/1HM9L8xSopjI2iu1aw8eLlq9ebW+Gbt+/eb7d3OhemrDXHIS9lqa8YGJRC4dAKK/Gq0ggFk3jJbr7N85e3qI0o1Q87qzAtYKJELjhYL43bg17CcCKUYwVYLaZNgiq734S9xNM1y909c5DuvKEnNEyYmCRu3O5G/WgR9CnEK+iSVZyOd1qdJCt5XaCyXIIxoziqbOpAW8ElNmFSG6yA38AERx4VFGhStxi1oT2vZDQvtV/K0oW6VpHdisosag4seBcOpjzT8DN102WHh4cdFMbMCubbzkczj3Nz8bncqLb5l9QJVdUWFV++Kq8ltSWdm0wzoZFbOfMAXAs/GOXXoIFb/xXrt2gNsyb0LsaPPXsKF4f9+Kh/eHbcHXxd+blJ9sg++URi8pkMyHdySoaEk1/kN/lD/rb+BZ3gQ7C3PBq0VjW7ZC2Cj/8BM7G9OQ==</latexit>

 
<latexit sha1_base64="VplhCIWPFa/E0leGgc2Qry41rXw=">AAACanicbZHPThsxEMadBVq6hRLCCXGxmkbigKJdWqm9IEVw4UhVAkjZVTT2zgYLr3dle2mi1b4OT8MVJN6Bh8D5I9RAR7L08zeeseczK6QwNgieGt7K6tqHj+uf/M8bm1+2mtutC5OXmmOf5zLXVwwMSqGwb4WVeFVohIxJvGQ3J9P85S1qI3J1bicFxhmMlEgFB+ukYbPXiRiOhKpYBlaLcR2hSl43fidydM3S6pU5yOpPTY+oHzExiuphsx10g1nQ9xAuoE0WcTbcbrSiJOdlhspyCcYMwqCwcQXaCi6x9qPSYAH8BkY4cKggQxNXs1Fr2nFKQtNcu6UsnalLFcmtKMys5sCCc+FgzBMNf+NqPO/w7+EKMmMmGXNtp6OZt7mp+L/coLTpr7gSqigtKj5/VVpKanM6NZkmQiO3cuIAuBZuMMqvQQO37iuWb9EaJrXvXAzfevYeLg674ffu4e8f7d7xws91ske+kn0Skp+kR07JGekTTu7IPXkgj41nr+Xtenvzo15jUbNDlsL79gI3O707</latexit>

�(yk)(s) =
X

i2NK

z
(s)
i

<latexit sha1_base64="piBwMYxUbeArtpwIeImdSYsrvk0=">AAAC/nicbVJdb9MwFHXC1xhf3XjkxaKq1ElTlWxIICSkCV6QkNAQdBuqQ7AdpzV1nMh2RoMViV/DG+KVH8IL/wYnzaa241qWzj3nnhv7OqQQXJsg+Ov5167fuHlr6/b2nbv37j/o7eye6LxUlI1pLnJ1RrBmgks2NtwIdlYohjMi2CmZv2r003OmNM/lB1MVLMrwVPKUU2wcFff+DBBhUy4tybBRfFEjJpPLZHuAHJqR1F5iioV9X8MX0OWET9FKzbf6kx0u9hzTLDTDxl5IVd1YNgshokluICpmfHihfaz3nKhdl5au4nmXQ9cAIl1mseUQcQnfxm/qlZaOrjtn3OsHo6ANeBWEHeiDLo7jHW8XJTktMyYNFVjrSRgUJrJYGU4Fc2cpNSswneMpmzgoccZ0ZNvx13DgmASmuXJbGtiya47knBe69ewb7F5mf0EThb9GdrHssFpscaZ1lRHXtrma3tQa8n/apDTps8hyWZSGSbo8VVoKaHLYPDxMuGLUiMoBTBV3F4N0hhWmxv0e619RClftFMPNmV0FJwej8HB08O5J/+hlN88t8Ag8BkMQgqfgCLwGx2AMqPfc++xx74v/3f/h//R/LUt9r/M8BGvh//4HStLxkw==</latexit>
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Figure 1. Zero-shot learning with field guides via prototype align-
ment. Class prototypes (depicted here as different colored vec-
tors) are learned using a shared feature extractor F between pho-
tographs and illustrations. At inference time the class with the
largest dot-product to z(x) is predicted.

ing. Examples include the iNaturalist [12] and eBirds [21]
projects. The eBirds platform alone has accumulated >34
million images for bird species, from ≈800’000 contribu-
tors. Those databases make it possible to train automatic
species recognition systems, which would be a valuable as-
set for scalable biodiversity monitoring.

When data collection is limited, one can use few-shot
learning if only few labelled examples are available for cer-
tain classes [25]. In the extreme case, Zero-Shot Learning
(ZSL) refers to the scenario where no training samples are
available at all for some target classes [1, 8, 16, 27]. This
requires class-wise characteristics (side information) rather
than labelled data, since labelled examples are not available
for training. Traditionally, professional as well as amateur
observers rely on field guides to recognise animal and plant
species in nature. This works remarkably well. Even if new
formats of field guides arise, such as interactive maps and
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Figure 2. Hierarchical representation of the Passeriformes order
of the iNat2021 dataset for Seen and i-hop unseen classes.

mobile apps to aid species recognition [7], the basic prin-
ciple remains the same: the field guide provides a clear,
representative visual example that emphasises the distinc-
tive properties and visual cues needed to identify a species
and to discriminate it from similar ones.

We make the following contributions: (1) We introduce
the Bird Illustrations of the World (Billow) dataset for fine-
grained zero-shot classification of bird species at an un-
precedented scale; (2) we propose a contrastive embedding
of the illustrations that enables existing ZSL algorithms to
leverage the high-dimensional side information contained
in Billow; and (3) we propose a novel zero-shot learning
scheme better suited for side-information in the form of il-
lustrations. Its fundamental principle is to train a model that
can process either illustrations or photographs and in both
cases arrives at the same predictions and aligns the class
prototypes from the illustrations with the photographs, as
depicted in Figure 1.

2. Bird Illustrations of the World Dataset

We introduce the Bird Illustrations of the World (Bil-
low) dataset for Generalized Zero-Shot Learning (GZSL)
in fine-grained classification. The dataset consists of illus-
trations from the Birds of the World project [5] collected
and organized by the Cornell Lab of Ornithology (CLO).
Billow includes 22’351 illustrations covering 10’631 dif-
ferent species, 2’279 genera, 249 families, and 41 orders.
All illustrations in the dataset share a standardized graphi-
cal style: side view in front of white background, in neutral
pose. Most species have illustrations for a male and a fe-
male specimens, some also include a close-up of the bird’s
head. CLO granted us consent to use the illustrations for
this research. The digital licence of the original artworks is
owned by the CLO. The artworks may be accessed with a
valid subscription to the Birds of the World project.

We use Billow with three datasets, namely Caltech-
UCSD Birds-200-2011 (CUB) [26] and the bird subsets of
iNaturalist 2017 [23] and iNaturalist 2021 [22]. The list of
species included in Billow covers almost all species of the

CUB dataset (196 out of 200), and also the overwhelming
majority of bird species from iNaturalist 2017 (895 out of
954) and iNaturalist 2021 (1485 out of 1486). Note that the
opposite is not true: even the 1485 bird classes of iNatu-
ralist 2021 are only a small fraction of the 10’631 species
present in Billow. This raises the question of whether we
can leverage the rich information contained in the Billow
dataset and combine it with a dataset of photographs, to
advance the state-of-the-art in fine-grained (bird) species
recognition.

For ZSL with CUB, there is a default split into 150 seen
and 50 unseen classes [27]. CUB uses common names, not
scientific names. Hence, previous work had to map the
common names to scientific ones, e.g., to leverage the hi-
erarchical label structure [4], or to utilize genetic informa-
tion [3]. We have revised these assignments, and only retain
mappings for which we found a one-to-one correspondence
between the common and scientific name. We obtained a
match in Billow for 196 out of the 200 CUB classes.

For the iNaturalist datasets, we propose a seen/unseen
split. Similar to previous ZSL work that uses ImageNet [9,
19], we construct several groups of unseen classes, which
have different distances to seen classes in the label hierar-
chy. We define the i-hop set as the set of all classes whose
distance to the nearest seen class in the taxonomic tree is
equal to i (i.e., they belong to the same super-class at the
i-th taxonomic level). For example, the classes in the 2-
hop set share the family (2nd level) with at least one seen
class, but do not share the same genus with any of them. We
consider the species, genus, family and order levels to ob-
tain 0-hop (i.e., seen classes), 1-hop, 2-hop and 3-hop sets.
Classes in the 4-hop set do not have members of the same
taxonomic group in any level of the seen set. The intersec-
tion of the Aves super-class from iNaturalist 2017 with Bil-
low contains 895 species. These are randomly split into 381
seen and 515 unseen classes. From the unseen ones we con-
struct the 4 different i-hop sets for validation. We repeat the
same procedure with iNaturalist 2021: the intersection of
its Birds super-category with Billow contains 1485 species.
These are split into 749 seen and 736 unseen classes. See
Fig. 2 for an illustration of the validation splits.

3. Method
In order to utilise these illustrations for ZSL, we explore

two different strategies. We first explore a two-stage strat-
egy, where we first learn a Contrastive eEncoding (CE) of
the illustrations that allows us to feed the codes into existing
ZSL methods at a second stage. See the full version of our
work for more details on this approach. We then develop a
more specialized method, named Prototype Alignment (PA),
where a single end-to-end network is trained to map both
illustrations and photographs to similar latent representa-
tions, in order to better leverage their similar structure.



In contrast to other types of side information for ZSL,
illustrations also belong to the visual domain. We leverage
this property and propose PA for ZSL with visual side in-
formation, which allows us to bypass the separate encod-
ing step required to use illustrations with previous ZSL-
methods. Inspired by [28], we explore a view of the prob-
lem through the lens of few-shot domain adaptation: The
source domain are illustrations, the target domain are pho-
tographic images.

Let s and x be samples from the source domain S and the
target domain X , respectively. We have access to samples
from all classes Y in the source domain, but only to samples
of the seen classes Yseen in the target domain. Furthermore,
we also do not have unlabelled samples of unseen classes in
the target domain.

We train a feature extractor network F that takes input
samples from either domain and outputs a latent representa-
tion z. The last operation in F is an L2-normalization layer
η(·). During training, we keep a memory bank in each do-
main, with a prototype z of each class. For the illustrations
in the source domain, that representation can be interpreted
as the class embedding ϕ(yk)

(s) that is used for ZSL. Note
that, in contrast to previous approaches [15, 28], we do not
keep an instance-wise memory bank, which would lead to
intractable memory demands for larger datasets.

For the sake of simplicity, we omit the domain indicator
in the following where possible. In every iteration, we up-
date the memory bank in each domain ϕ(yk) with the latent
representation of the new samples, with momentum m with
ϕ(yk)← η

(
(1−m)zk+mϕ(yk)

)
. To promote compact and

discriminative class representations, we apply a contrastive
in-domain loss via a projection head h:

Lc

(
zi, ϕ(yi)

)
= − log

exp
(
1
τ h(zi)h(ϕ(yi))

)
∑

k∈C exp
(
1
τ h(zi)h(ϕ(yk))

) .
(1)

In contrast to [28] we refrain from applying a cross-domain
contrastive loss to close the domain gap. Instead, we
sidestep the gap by using the class prototypes from both
domains for classification, so as to force the network F to
produce class-discriminative features. To obtain class log-
its, we compute the dot-product between an image embed-
ding z and the class embeddings ϕ(Y) from both domains,
ŷ(s) = z · ϕ(Y)(s) and ŷ(x) = z · ϕ(Yseen)

(x). These serve
as input to a cross-entropy loss Lcls for supervision:

LCE

(
ŷ(s), ŷ(x),y

)
= Lcls

(
ŷ(s),y

)
+ Lcls

(
ŷ(x),y

)
.

(2)
Eq. 2 encourages sample representations that are discrim-
inative w.r.t. prototypes from the other domain, which in
turn aligns the two domains. Note also that the second term
in Eq 2 is only computed for seen classes, as it depends on
ϕ(Yseen)

(x). The complete loss function is L = L(s)+L(x),

such that

L(d)=
∑

i∈B(d)

(
λ(d)
c Lc(zi, ϕ(yi))+λ(d)

ce LCE(ŷ
(s)
i , ŷ

(x)
i ,yi)

)
,

(3)
where B(d) denotes indices of the samples from domain
d ∈ {S,X} in the mini-batch. Hyperparameters λc, λce

are used to balance the different losses. At test time, we can
simply use the logits ŷ = F (x) · ϕ(Y)(s) for classification.

(a) Seen, unseen and harmonic mean (H) Top-k accuracy. Average of 5
runs ± standard deviation.

top-1 top-10
Model S U H S U H
iNat2017
CE 33.1± 0.8 2.6 ± 0.2 4.7 ± 0.3 66.3± 1.5 23.6± 0.2 34.8± 0.3
PA 23.0± 0.3 8.8 ± 0.4 12.8± 0.5 63.8± 0.5 32.9± 0.6 43.5± 0.6
iNat2021mini
CE 24.2± 0.2 3.9 ± 0.2 6.7 ± 0.3 56.4± 0.4 26.5± 0.4 36.1± 0.3
PA 20.8± 0.4 12.7± 0.4 15.7± 0.2 56.8± 0.4 38.5± 0.5 45.9± 0.3
iNat2021
CE 36.6± 0.8 2.1 ± 0.1 3.9 ± 0.2 69.7± 0.3 19.6± 0.3 30.6± 0.4
PA 20.9± 0.3 12.2± 0.3 15.4± 0.2 56.6± 0.2 37.8± 0.5 45.3± 0.4

(b) Unseen n-hop validation sets top-k accuracy. Average of 5 runs.
top-1 top-10

N -hop 1 2 3 4 1 2 3 4
iNat2017
CE 2.3 3.4 2.9 1.6 35.1 27.8 19.0 13.8
PA 9.1 9.9 9.3 7.0 42.3 35.4 30.5 25.1
iNat2021mini
CE 5.2 4.0 3.6 2.3 35.0 26.3 24.2 18.6
PA 12.8 13.6 11.5 11.8 44.7 40.0 34.7 31.2
iNat2021
CE 2.6 1.9 2.1 1.6 27.3 19.6 16.4 13.3
PA 12.3 13.3 11.4 10.6 44.8 39.2 33.6 30.4

Table 1. GZSL on iNaturalist Datasets with Billow. CE: Con-
trastive Encoding of illustrations and TFVAEGAN. PA: Prototype
Alignment. Best method is bold.

4. Results
Following the convention in GZSL literature, we evalu-

ate the performance of each algorithm using held out sets
of samples of the seen classes (S) and unseen classes (U)
separately. The harmonic mean of these two numbers (H) is
also reported.

4.1. Zero-Shot Recognition, iNaturalist 2017 and
2021

We first explore using Billow illustrations for ZSL using
the iNaturalist 2017 and 2021 datasets. We report experi-
ments using CE with TFVAEGAN [18] in a two-stage ap-
proach, and experiments using Billow illustrations directly
with PA. On all iNaturalist datasets we observed an im-
proved performance of PA over the CE. This was consistent
on all three datasets evaluated on all top-k metrics. With
PA we observed a harmonic mean H@top-10 of 45.3% and
45.9% for iNat2021 and its iNat2021mini, respectively (see



Tab. 1a). For CE we observed a decreased performance with
the larger training dataset for iNat2021 (H@top-10 30.6%
and 36.1%). These results indicate that further regulariza-
tion may be needed for large datasets.

Table 1b shows that the hierarchical distance to the near-
est seen classes correlates strongly with performance on the
unseen datasets. In line with previous results, CE showed
a decrease in performance with respect to PA. This was
consistent over all i-hop sets. This is aligned with what
has been observed in ImageNet for ZSL [9, 14, 19]. How-
ever, it seems that ZSL on ImageNet is more challenging
than in iNaturalist as the label distance on ImageNet classes
might not be as meaningful as with taxonomic distances of
species.

4.2. Zero-Shot Recognition, CUB

We also compare our CE and PA methods using CUB196,
which contains the 196 CUB classes also contained in Bil-
low, divided into 148 seen and 48 unseen classes, respect-
ing the split proposed in [27]. Class embedding vectors
were generated from illustrations using CE. These embed-
dings were used in combination with TFVAEGAN [18],
CE-GZSL [11], and LsrGAN [24] to evaluate their perfor-
mance as class side information ϕ(y) in a ZSL setting. In
Table 2a (top) we observe that the best results with CE are
obtained in combination with TFVAEGAN.

In Table 2a (bottom) we present an evaluation of vari-
ous supervised and unsupervised domain adaptation meth-
ods for ZSL. This was tested with DANN [10], MDD [29],
MCC [13], ProtoDA [28] and CCSA [17]. Although DANN
and ProtoDA did not completely collapse towards the seen
classes, they fail to fully translate knowledge from the
source domain into the target domain. Our PA approach on
the other hand achieves the best performance, well above
that of domain adaptation baselines and the CE approach.

Furthermore, we compared CE encodings of Billow il-
lustrations with other types of side information in Table 2b
using CUB191, the subset of 191 CUB classes overlapping
with other types of side-information and Billow, divided
into 145 seen and 46 unseen classes. As in the previ-
ous experiment, the split proposed by [27] is respected and
the class embedding vectors were generated from illustra-
tions using our Contrastive Encoding. We used these em-
beddings in combination with TFVAEGAN, CE-GZSL and
LsrGAN. We compare Billow with the following sources
of side-information ϕ(y): binary attributes [26], visual de-
scriptions [20], DNA [3], and word2vec [2]. These experi-
ments show that the representation power of Billow’s con-
trastive embedding is comparable to that of word2vec and
DNA embeddings. In terms of comparison among the ex-
isting methods we can observe that TFVAEGAN achieves
the best results in both scenarios.

(a) Experiments with Billow on CUB196. Top: CE Billow (Contrastive
embeddding of Billow, ours), combined with GZSL methods. Bottom:
End-to-end methods to use Billow, including PA (Prototype Alignment,
ours) and domain adaptation methods

ϕ(y) Model S U H

CE Billow
(ours)

CE-GZSL 42.0 ±1.1 25.2 ±1.5 31.5 ±1.2
LsrGAN 69.7 ±0.3 6.4 ±0.5 11.6 ±0.9
TFVAEGAN 45.5 ±13.1 31.5 ±5.5 35.8 ±1.2

Billow
(end-to-end)

DANN† 24.3 ±1.8 17.5 ±2.3 20.3 ±1.6
MDD† 1.4 ±0.4 0.7 ±0.4 0.9 ±0.4
MCC† 6.5 ±0.5 5.8 ±0.8 6.1 ±0.4
ProtoDA 13.8 ±0.9 13.8 ±1.8 14.4 ±2.0
CCSA 73.5 ±0.7 0.1 ±0.0 0.1 ±0.1
PA (ours) 69.7 ±0.6 36.1 ±1.5 47.5±1.5

(b) Experiments with Billow on CUB191. Comparison with other types of
side-information (ϕ(y)) used with CUB.

ϕ(y) Model S U H

Binary
attributes

CE-GZSL 59.8 ± 1.9 48.4 ± 0.7 53.5 ± 0.7
LsrGAN 63.6 ± 0.2 20.4 ± 0.5 30.9 ± 0.6
TFVAEGAN 63.4 ± 2.2 52.8 ± 1.4 57.6 ± 0.2

Visual
descriptions

CE-GZSL 66.4 ± 0.3 65.0 ± 0.6 65.7 ± 0.4
LsrGAN 58.7 ± 0.3 54.2 ± 0.8 56.3 ± 0.4
TFVAEGAN 67.8 ± 2.1 68.4 ± 2.1 68.1 ± 0.4

DNA
CE-GZSL 39.5 ±1.2 13.5 ±0.8 20.1 ±0.8
LsrGAN 69.7 ±0.1 3.9 ±0.2 7.4 ±0.4
TFVAEGAN 30.8 ±0.4 20.3 ±1.0 24.5 ±0.7

word2vec
CE-GZSL 49.1 ±1.7 25.9 ±0.7 33.9 ±0.5
LsrGAN 62.0 ±0.5 16.5 ±0.4 26.1 ±0.5
TFVAEGAN 45.6 ±1.0 27.2 ±0.9 34.1 ±0.9

CE Billow
(ours)

CE-GZSL 42.7 ±1.5 27.9 ±0.8 33.8 ±1.0
LsrGAN 69.2 ±0.2 7.0 ±0.2 12.7 ±0.4
TFVAEGAN 45.3 ±14.1 31.6 ±5.4 35.6 ±1.1

Table 2. GZSL on CUB. Seen, unseen and harmonic mean (H)
Top-1 accuracy. Average of 5 runs ± standard deviation. Best
method for each dataset and ϕ(y) is bold.

5. Conclusion
Our experiments show that using field guides as side in-

formation for ZSL is feasible, expanding the set of fine-
grained ZSL experiments to datasets with more natural
distributions such as iNaturalist2017 and iNaturalist2021.
iNaturalist experiments show that, while state-of-the-art
ZSL combined with the contrastive encoded illustrations
achieves reasonable results, our proposed PA consistently
outperforms it.

Species recognition would benefit from further stud-
ies on how to incorporate information from a taxonomic
tree into the method to improve performance, such as by
explicitly modelling species similarity and patristic dis-
tances [14]; or modelling different sexes of the same bird
species separately. While we have focused this work on il-
lustrations of birds, there are many other field guides that
could potentially be exploited in ZSL. We hope that our
work inspires more research in this direction to assist ef-
forts in biodiversity mapping and conservation.
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