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Abstract

In the built environment, humans interact with surrounding objects on a daily
basis. It is essential that autonomous robots and systems understand the motion
of moving objects to perform subsequent tasks. To the best of our knowledge,
there are no datasets that capture such long-term changing environments with
multiple objects. In this thesis, we synthesize a dataset to simulate the dynamic
environment. We further divide dynamic scene understanding into three tasks:
(i) shape matching (ii) relative pose estimation and (iii) shape reconstruction.
We solve the trinity problem by using a single neural network in an iterative
fashion. Experiments justify the effectiveness of our design choice, and we
achieve the best or on-par results in all three tasks.

The contributions of this thesis are:

• A new dataset that simulates the long-term changing indoor environments.

• Novel multi-object-centric scene understanding using point clouds.

• A learning-based pipeline to recover the motions and shapes of objects.

• A novel joint optimization to aggregate multiple temporal scans.

Keywords: Equivariant Neural Networks, Implicit Neural Representation,
Shape Matching, Pose Estimation, Shape Reconstruction, Dynamic Scene
Understanding, and Joint Optimization.
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Chapter 1

Introduction

Figure 1.1: A Dynamic Room with Moving Objects. Connected lines refer
to the associations of objects. Colors refer to different temporal stages.

1



1. Introduction 2

1.1 Motivation

Understanding dynamic scenes is a long-standing and essential problem in the
vision and photogrammetry community. Given the ability to analyze dynamic
environments, intelligent systems e.g ., autonomous driving [8, 9], augmented
reality [10], and mobile robots can perform complex tasks to facilitate further
automation. However, previous work [11, 12, 13] focus on real-time dynamic
scenes and have neglected the long-term dynamics of built environments. The
long-term changing environment refers to a built environment in which sen-
sor data cannot be captured constantly but irregularly, as shown in Figure 1.1.
Therefore, the movements of moving objects cannot be modelled using track-
ers [14, 15, 12]. The second issue is the data modality. Due to the ease of data
capture and annotation, most of the object pose estimation and reconstruction
work [16, 12, 13, 17] use RGB/RGB-D images as input. Point cloud is a direct
and convenient 3D representation that can also be used to perform the same tasks
but is harder to annotate. Understanding long-term changes in the environment
using point clouds is still an unexplored direction with sporadic related work [18].
More recently, implicit neural representation [6, 19, 20] has gained increas-
ing popularity due to its continuity and differentiability. It is a powerful tool
for surface reconstruction [21, 22] and pose estimation [23]. But in scene-level
point clouds, individual objects (i) have arbitrary poses at different times and
(ii) are often partially observed. These problems have hindered the integration
of implicit neural representation and spatio-temporal scene understanding.

In this thesis, we study the relocalization and reconstruction of multiple
objects in environments with long-term changes.

1.2 Research Questions

We aim to develop an algorithm to understand the motions and shapes of objects
in the built environment:

• Input: point clouds of a dynamic scene.

• Objectives: motions and shapes of the foreground objects.

• Assumptions: rigid motions of moving objects and instance-level masks.
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We come up with following research questions:

1. Are there existing datasets that captured the long-term changing environ-
ment?

2. Can we develop a concise learning-based solution for this dynamic problem?

3. Can we aggregate the temporal scans to improve pose estimation and re-
construction?

1.3 Thesis Structure

The structure of this thesis unfolds as follows:

1. In Chapter 1, we introduce the motivation and objectives of the thesis.

2. In Chapter 2, we review the related work from four aspects: (i) repre-
sentations for spatiotemporal data, (ii) implicit neural representation, (iii)
Object reconstruction and pose estimation, (iv) spatiotemporal scene rep-
resentations and (v) realted datasets.

3. In Chapter 3, we present our learning-based method for solving the trinity
problem. We tackle shape matching, registration, and aggregation using
the learned model sequentially.

4. In Chapter 4, we demonstrate our dataset generation, data processing, and
experimental settings. We compare our method with existing baselines,
conduct ablation studies, and analyze the pros and cons of our method.

5. In Chapter 5, we summarize the thesis with findings, discussions, and future
work.



Chapter 2

Related Work

In this chapter, we discuss previous work on implicit neural representations, ob-
ject pose estimation and reconstruction, equivariant neural networks, 4D scene
representations, and related datasets.

2.1 Implicit Neural Representations

Implicit Neural Representations, also known as Neural Fields, parameter-
ize a field quantity for all spatial or temporal coordinates using neural networks
[1]. The main types of neural fields are Signed Distance Field (SDF) [6] and
Radiance Field [24]. In this thesis, we focus only on the neural implicits of SDF
and its variants for surface reconstruction. [6, 20, 19] are the three concurrent
and seminal works for neural SDFs. The input of neural SDFs can be images or
point clouds, and the goal is to reconstruct the complete surface from single-view
or partial observations. Neural networks learn the shape priors from the training
data and encode them in latent code z. The field quantity is conditioned on z
during decoding.

As shown in Figure 3.1, there are two types of conditioning for neural fields.
In global conditioning, a single latent code z [25, 19, 20] represents the global
structure of a field and is the condition for all query coordinates. In local condi-
tioning [21, 26, 22], the field is discretized by a coordinate-based data structure
e.g . feature grid, feature volume, and the latent code for is coordinate dependent.
Global conditioning is widely used by object-centric reconstruction for its con-
sice representation and easy-to-encode category priors [27]. Local conditioning
is preferred for precise surface reconstructions [21, 26, 22] as it captures local
geometry information in better detail. [28, 29] integrate neural representations

4
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Figure 2.1: Global Conditioning and Local Conditioning. Image from [1].

with explicit representations for high-fidelity reconstruction and compression. To
mitigate the poor generalizability of global conditioning, Duggal et al . [30] use an
encoder as a robust initializer and test-time optimization to reconstruct shapes in
the wild. [31, 32] leverage gradient-based meta-learning to generalize across dif-
ferent shapes. Truong et al . [33] include additional geometric constraints during
run-time optimization. Huang et al . [34] further transfer neural radiance fields
to LiDAR-based novel view synthesis.

2.2 Object Reconstruction and Pose Estimation

Object-centric mapping is a fundamental problem for computer vision and
robotics. It is the task of estimating the 6 DoF transformation from the world
reference frame to the object-centric frame (NOCS [35]), and to reconstruct the
shapes of the object. It usually consists of the instance detection and recon-
struction of every individual object from multi-view data. Recent advances in
implicit neural representation [6, 19, 20] have stimulated the development of the
multi-object version of this task.

In Table 2.1 we summarize the evolution of object-centric pose estimation
and reconstruction. FroDo [16] infers the pose and shape of a single object from
coarse to fine using DeepSDF [6] decoding. MOLTR [12] is a follow-up of FroDo
and utilizes Bayesian tracking to solve the multi-object association problem. EL-
LIPSDF [36] and ODAM [38] further introduce geometric representations i.e.
superquadrics to represent shape primitives and constrain multi-view optimiza-
tion. Huang et al . [37] achieve object-part segmentation from the motion field
with synchronization maps and iterative refinement. Irshad et al . [25] do not rely
on existing detectors but instead develop a single-shot pipeline to regress object
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Method Venue Input MV MO Add-ons Output Key Features

FroDo [16] CVPR
2020 RGB ✓ ✗

Object detector
Camera poses

Object Pose
Shape

2 Decoders (sparse & dense)
Rendering-based optimization

MOLTR [12] RA-L
2020 RGB ✓ ✓

Object detector
Camera poses

Bounding Boxes
Shapes

Bayesian Tracker
Deep Shape Prior

ELLIPSDF [36] CVPR
2021 RGB-D ✓ ✓

Semgmentation
Camera poses

Object Poses
Shapes

Bi-level Representation
Implicit Object Shape

MultiBodySync [37] CVPR
2021 Point Clouds ✗ ✗ - Part Association

Rigid Motion
Multi-Body Segmentation

Permutation Synchronization

ODAM [38] ICCV
2021 RGB ✓ ✓

Object detector
Camera poses Bounding Volumes Multi-view Association

Super-quadrics Representation

Shapo [25] ECCV
2022 RGB-D ✗ ✓ - Object Shapes

Appearances
Disentangle shape and appearance

Octree-based optimization

BundleSDF [13] CVPR
2023 RGB-D ✓— ✗ Segmentation Pose Tracking

Shape
Dynamic Object Pose Graph

Neural Object Field

Table 2.1: Summary of object-centric mapping. MV represents multi-view
and MO represents multi-object. ✓— in BundleSDF denotes that it can be either
single-view for a dynamic scene or multi-view for a static scene.

pose, shape, and appearance. BundleSDF [13] shifts the focus to dynamic ob-
jects and generalizes to unknown objects using Neural Object Fields and graph
optimization.

2.3 Equivariant Neural Networks

The proliferation of 3D data capture [8, 39, 9, 40, 41] provides the ground for
deep learning on point clouds [42, 43]. A point cloud is an unordered list of
3D coordinates (subject to permutations). Point clouds may have different
sampling patterns, orientations, and partiality due to changes of view or 3D
sensor (subject to rotations). In this thesis, we focus on the equivariant neural
networks for point clouds.

PointNet [42] and ACNe [44] resolve permutations of point clouds using order-
invariant/equivariant layers, such as pooling layers across point features. Rota-
tions for 3D deep learning can be partly resolved by heavy data augmentations
during training [42]. Tomas et al . [45] apply spherical harmonics to constrain
the network and achieve SE(3) equivariance. SE(3) transformers [46] introduce
equivariance to the self-attention module and significantly improve the efficiency
of [45]. Deng et al . develop Vector Neurons [47], a general framework that can
be applied to arbitrary point-cloud backbones and different tasks by vectorizing
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scaler neurons in neural networks. EPN [48] breaks down Naïve 6D convolutions
on SE(3) into separable convolutions in 3D Euclidean and SO(3) spaces and re-
duces the computational cost. GraphOnet [49] extends Vector Neurons to SE(3)
equivariance. TF-ONet [50] facilitates equivariance for local shape modeling and
improves generalizability. EFEM [51] is an example of Vector Neurons working
in the wild for point cloud segmentation.

2.4 4D Scene Representations

Modeling dynamic 3D scenes is a challenging task. Mustafa et al . propose a
segmentation and reconstruction pipeline that decomposes the scene into spatio-
temporally coherent static and dynamic objects [52]. Huang et al . [53] apply DB-
SCAN [54] to cluster the spatio-temporal point cloud to obtain instance masks
and associations. Caspr [55] extends NOCS [35] to a 4D Temporal-NOCS using
Neural Ordinary Differential Equations [56]. Neural Scene Graph [57] combines
3D scene graph with NeRF [24]. It assigns a latent code to each object and mod-
els the dynamic scene by composition of NeRFs. Li et al . [58] extend NeRF [24]
to 4D (Neural Scene Flow Fields) by explicitly modeling forward and backward
scene flows as a vector field. DynIBaR [59] addresses the problems of complex
motions and uncontrolled camera trajectories by respecting motion and aggregat-
ing nearby views. K-Plane and Hex-Plane [60, 61] are two concurrent works that
factorize 4D volume into feature planes and efficiently synthesize novel views in
space and time. Singer et al . [62] combine Hex-Plane representation and diffusion
model [63] to generate 4D dynamic scenes from text and video.

2.5 3D Indoor Datasets

SceneParser [41] and ScanNet [40] are two large-scale indoor scene datasets for 3D
object classification, detection, segmentation, and etc. Wald et al . [17, 64] collect
a dataset that benchmarks object relocalization and scene graph generation in
dynamic environments. NOCS [35] is a real-world dataset for 6D pose estimation
and reconstruction in various scenes. [21, 65, 50] synthesize 3D room datasets by
combining random shapes from ShapeNet [66]. NAVI [67] is a category-agnostic
dataset with high-quality 3D shape and pose annotations.



Chapter 3

Methodology

In this chapter, we first introduce our problem setting and objectives. We then
elaborate on our network architecture and the step-by-step pathway of solving
shape matching, relative pose estimation, and reconstruction using a single net-
work. Finally, we introduce our joint optimization of shapes and pose graphs to
aggregate multi-temporal point clouds.

Methodology

1. Match different object instances

• Feature matching

Figure 3.1: An Example of Dynamic Rooms. Instance masks can be obtained
by off-the-shelf point cloud segmentation methods, e.g . [2, 3].

8



3. Methodology 9

3.1 Problem Formulation

Problem Setting. Consider a collection of point clouds X = {Xt}Mt=1 of a room
captured by a mobile mapping system with irregular intervals. All point clouds
in X are pre-aligned, sharing a global reference frame. Point cloud Xt represents
the room at the time stage t and contains a list of moving objects St = {Ot

i}Ni=1.
Each object Ot

i within the room is associated with a pose Tt
i ∈ SE(3) and has

different poses at different t.

Assumptions. Given a point cloud Xt, it is assumed that we can obtain the
instance mask Mt

i for each object from existing methods [3, 2, 68]. We assume
the rigid motion of objects and none existence of identical shapes to avoid ambi-
guities.

Objectives. 1○ Shape matching: the correspondence of the same objects Ot
i ∈

St at different ts. 2○ Relative pose estimation: 6DoF transformation Tt,t+k
i ∈

SE(3) of every object {Oi}Ni=1 from stage t to t + k, k ∈ [0 . . N − 1]. 3○ Surface
reconstruction of every object {Oi}Ni=1 from sparse point clouds.

3.2 Network Architecture

We combine a Vector-Neuron (VN) encoder with a decoder (see Figure 3.2).
The encoder Ω takes as input the point cloud X ∈ R3×N (N is the number
of input points) of an object. The encoder outputs invariant features Finv ∈
R1×256, equivariant features Feqv ∈ R3×256, scale estimate Fscale ∈ R, and centroid
corrections Fcenter ∈ R3×1,

[Finv,Feqv,Fscale,Fcenter] = Ω(X). (3.1)

During decoding, we first normalize the query point q = (x, y, z)T into canonical
space.

ΘNOCS =

〈
Feqv,

q− Fcenter

Fscale

〉
channel

, (3.2)

ΘNOCS from Eq. 3.2, is concatenated with Finv, as input to the decoder (Eq. 3.3):

SDF = MLP (cat[Finv,ΘNOCS]) , (3.3)
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Encoder DecoderEqv. Feat.

Inv. Feat.

Eqv. Feat. – Equivariant Features
Inv. Feat.  - Invariant Features

Inner Product

Network Architecture

(x, y, z)

[1] Park et al., DeepSDF: Learning Continuous Signed Distance Functions for Shape Representation. In CVPR 2019.
[2] Deng et al., Vector Neurons: A General Framework for SO(3)-Equivariant Networks. In CVPR 2021.
[3] Wang et al., Dynamic Graph CNN for Learning on Point Clouds. In ToG 2019.

VN-DGCNN DeepSDF

Figure 3.2: Network Architecture for Surface Reconstruction. Our net-
work learns to predict the SDF values at the query coordinates q = (x, y, z)T

The encoder takes point clouds as input and extract rotation equivariant and
invariant features. The decoder takes the query coordinates and the feature em-
beddings as input and computes the corresponding SDF values.

where ΘNOCS ∈ R1×256 denotes the canonicalized features, ⟨·, ·⟩channel the
channel-wise inner product between two feature vectors, MLP(·) a multi-layer
perceptron, cat[·] concatenation. The canonicalization step in Eq. 3.2 maps the
query point from an arbitrary SE(3) space to the normalized object coordinate
system. ΘNOCS is invariant to SIM(3) (see Appendix A.1).

SIM(3) =

{
T ∈ R4×4 : T =

[
sR t
0⊤ 1

]}
, (3.4)

where T denotes a similarity transformation in 3D Euclidean Space, including
scale s ∈ R , rotation R ∈ SO(3) and translation t ∈ R3×1.

3.3 Shape Matching

Assume that we can obtain instances of foreground objects {O}Ni=1 in the point
cloud of a scene, as shown in Figure 1.1. Given several point clouds of a scene
at several temporal stages, it is unclear about the correspondences of the same
objects at different times ti and tj, i.e., {Ot1

i }Ni=1 and {Ot2
i }Ni=1 where i denotes

the index of the point cloud in the scene. The goal of shape matching is to sort
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out the pairs of point clouds of the same objects:

{Ot1
i }Ni=1, {O

t2
i }Ni=1 → {(O

t1
i ,O

t2
j )}Ni,j=1, (3.5)

where N denotes the number of objects in the scene and (·, ·) the matched pair.
Shape Matching

Encoder

Stage 1

Similarity Matrix

Sinkhorn

M. Cuturi, “Sinkhorn distances: Lightspeed computation of optimal transport,” in NeurIPS, 2013.

Encoder

Stage 2

Correspondences

Figure 3.3: Workflow of Object Matching. It consists of encoding, similarity
matrix, and Sinkhorn algorithm [4, 5].

Shape matching pipeline. As shown in Figure 3.3, we first extract embeddings
of point-cloud instances using the encoder. In shape matching, we only use
invariant embeddings {Ft

i}, with i being the object id and t the temporal stage.
The rotation invariant networks have the following property

Φ(X,W) = Φ(RX,W) (3.6)

with W being weights of the networks. This is indispensable for extracting
matchable features from point clouds with large pose variations. We compute
the inner product of all pairs of features {⟨Ft1

i ,F
t2
j ⟩}Ni,j=1 and obtain a similar-

ity matrix Λ ∈ RN×N
+ . The problem now becomes to find the best assignment

P that maximizes total similarity
∑

i,j Λi,jPi,j. To solve this linear assignment
problem, we resort to the (differentiable) Sinkhorn algorithm [4, 5]. It is an
efficient solution to discrete optimal transport [69]. With this, the best assign-
ment of embeddings can be obtained, and objects at different time stages can be
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matched. No additional networks are used to match objects, as feature embed-
dings contain structural information of each shape. We consider shape matching
an essential step to the following multi-object registration (Section 3.4) and re-
construction (Section 3.5). It enables us to parse the changing environment from
a multi-object-centric perspective.

3.4 Relative Pose Estimation

From Section 3.3, point clouds of the corresponding objects are matched but not
aligned. The problem of solving unaligned point clouds is equivalent to pairwise
point-cloud registration or relative pose estimation. Consider two point clouds
Xt1 ∈ R3×N1 and Xt2 ∈ R3×N2 at two temporal stages. Our goal is to estimate
the relative transformation T = [R ∈ SO(3), t ∈ R3] that aligns Xt2 to Xt1 .

Registration

Eqv. Feat.

𝐗𝟐
^

 
= 𝐑 𝐗𝟏 Point cloud: 3 x N

𝐅𝟏 = 𝚽𝐞𝐪𝐯 (𝐗𝟏, 𝐖)
Equivariant Features: 3 x M

𝐅𝟐
^ = 𝚽𝐞𝐪𝐯 (𝐗𝟐

^, 𝐖)

𝐇 = 𝐅𝟏𝐅𝟐
^𝐓

𝐇 =  𝐔𝐒𝐕

𝐑^ =  𝐕𝚲𝐔𝐓

Pseudo Point Clouds 
in Feature Space

[1] Lei et al., EFEM: Equivariant Neural Field Expectation Maximization for 3D Object Segmentation Without Scene Supervision. In CVPR 2023.
[2] Deng et al., Vector Neurons: A General Framework for SO(3)-Equivariant Networks. In CVPR 2021.

𝚽 𝐗, 𝐖 𝐑 = 𝚽(𝐗𝐑, 𝐖)

SVD

Figure 3.4: Relative Pose Estimation of Matched Point Clouds. Left is
the inputs, middle is the embeddings, and right is the registration result.

Traditional methods [70, 71, 72, 73] extract superpoints and the corresponding
feature descriptors, followed by feature matching and transformation estimation
using inlier matches. We directly solve the registration problem using equivariant
features.

Xt1 = RgtX
t2 + tgt. (3.7)
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Here Rgt and tgt are ground truth. Following the rotation-equivariant property
of the encoder Φ:

RΦ(X,W) = Φ(RX,W), (3.8)

we can have
Φ(Xt1 ,W) = Φ(RXt2 ,W) = RΦ(Xt2 ,W). (3.9)

Therefore, rotations are preserved during encoding. Eq. 3.9 strictly holds only if
the rotation centroids of the point clouds align with the origin of canonical space.
We compensate for the small misalignment using Fcenter ∈ R3 (see Appendix A.1).
Then we have

Feqv,1 = RFeqv,2, (3.10)

where Feqv,1 ∈ R3×256 and Feqv,2 ∈ R3×256 can be regarded as two pseudo point
clouds with one-to-one correspondences in the latent feature space. The rotation
can be solved using Singular Value Decomposition (SVD):

U, S, VT = SVD(Feqv,1F
T
eqv,2), (3.11)

s.t.
R = VΛUT, (3.12)

where Λ = diag(1, 1, det(VUT)). Zhu et al . name this method correspondence-
free registration [74]. Intuitively, the network first infers the overall shape of the
object, determines which part of an object each point cloud belongs to, and then
aligns two point clouds based on their coverage w.r.t. the canonical shape.

3.5 Reconstruction

After associating and aligning the point clouds, we reconstruct their continuous
surfaces using the output of the decoder. The space around the object is divided
into 643 voxels, and the corresponding SDF values are queried through the de-
coder. Following the previous literature [6, 51, 16], we use Marching Cubes to
extract the zero level-set as the surface of each object.
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3.6 Joint Optimization

For reconstruction, we observe that Vector Neurons [47] suffer from (i) misagli-
ment between the point cloud and reconstruction (ii) inaccurate reconstruction
in occluded parts and (iii) inability to aggregate multiple scans. In our problem
setting, we can accumulate point clouds of objects with varying observing an-
gles and partialities that cover different parts of the objects. We propose a joint
optimization procedure to refine the poses and shapes, enabling aggregation of
multi-view multi-temporal point clouds. As shown in Figure 3.5, we initialize a
pose graph G = {Ri}Ti=0 that includes the relative poses among all pairs. The
weights of the decoder are frozen during optimization. The pose graph and shape
embeddings are iteratively refined through gradient descent optimization. Our
assumption for the loss function is simple: all the points we observe should lie on
the surface, which means that their SDF values should be zero. The optimizer
minimizes the mean absolute value of the SDF values. We choose the parameter
set with the smallest error as our final output. The pose graph∗ G connects

Training Settings

Pose Graph

Joint Optimization

Eqv. Feat.

Inv. Feat.

🔒

Figure 3.5: Overview of Joint Optimization. Left is the reconstruction before
optimization and right is after optimization. The decoder indicates whether a
point is inside or outside the surface. The optimization refines the pose graph
and the reconstruction to make the point clouds lie on the surface.

the observations at multiple temporal stages. All point clouds that construct the
∗To ensure that the gradient descent does not break the orthogonality of rotation matrices,

we use unit quaternions to represent rotations, directly optimize on them, and normalize the
quaternions after every update.
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pose graph share the same set of feature embeddings, as they correspond to the
same object. The pose graphs and feature embeddings contain pose and shape
information, respectively. Through optimization, both pieces of information can
be mutually and positively propagated. Moreover, this procedure implicitly fuses
point clouds from multi-view multi-temporal observations. Details are illustrated
in Algorithm 1.

Algorithm 1: Joint Optimization on Shape and Pose
/* Aggregated Point Clouds of Object as Input */
Data: {Ot ∈ R3×N |t ∈ {0, 1, ..T− 1}, N ∈ N+}
Input: [Finv, Feqv, Fscale, Fcenter, R0...Rn−1]
/* Initialization */
Finv, Feqv, Ft, Fcenter ← Ω(O0);
for t = 0; t < T; t = t+ 1 do

Rt ← SVD(Ft
eqv,F

t+1
eqv );

end
ϵ← 10−4: step size, I ← 400: number of iterations;
/* Iterative Update */
while i < I do
L ← 0;
for t = 0; t < T ; t = t+ 1 do

for q ∈ R3 in Ot ∈ R3×N do
ΘNOCS =

〈
Feqv,

Ot−Fcenter

Fscale

〉
channel

;
L ← L+ |MLP (cat[Finv,ΘNOCS])| /N ;

end
end
/* Update Parameters using Adam Optimizer */
[Finv, Feqv, Fcenter, R0...Rn−1]← AdamUpdate(L, ϵ) ;
i← i+ 1;

end
/* Terminate Iteration */
Output: [Finv, Feqv, Fcenter, R0...Rn−1] = arg

[Finv ,Feqv ,Fcenter,R0...Rn−1]

minL



Chapter 4

Experiments and Results

In this chapter, we first demonstrate how we synthesize a dynamic room dataset
(Section 4.1) and the processing of the training data (Section 4.2). In Section
4.4, we explain our experimental setting and evaluation metrics and compare our
method with baselines. The ablation study in Section 4.5 justifies our design
choices.

4.1 Dataset Generation

We synthesize the dynamic room dataset due to the lack of real-world data. We
take four categories of objects (sofa, cabinet, chair, and table) from ShapeNet [66]
as our shape collection. Firstly, objects are arbitrarily drawn from the shape col-
lection and combined with a background of the room i.e., walls and ground [21]
to form a room. To imitate a long-term changing environment, object shapes
remain unchanged but are randomly placed with different poses at each tempo-
ral stage. During generation, we ensure that objects in the room do not collide,
are within the area of the room, and contact the ground. We store the transfor-
mations of objects as ground truth. We render point clouds and instance masks
from the scene-level mesh through ray-casting with Pyrender [75]. We use 3D
scene graphs [76] to store the layout and semantics of the scene. We drew 1000
shapes from ShapeNet and synthesized 500 dynamic rooms with moving objects.

16
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Dataset 
Generation

• 1000 shapes from ShapeNet [1] 

• Four categories: Sofa, Cabinet, Chair, and Table

• Random combination of objects to generate a room [2]

• Multiple temporal stages for each room

[1] Chang et al., ShapeNet: An information-rich 3d model repository. 
[2] Peng et al., Convolutional occupancy networks. ECCV 2021.

Scene 1

Scene 2

Stage 1 Stage 2 Stage 3 Stage 4

Figure 4.1: Dynamic Room Dataset. Each row represents the same room,
and each column a temporal stage of the room.

4.2 Data Processing

The network is trained under the supervision of Signed Distance Fields (SDFs).
We need to compute the SDF field for every shape to generate the training
samples. We partly follow the processing pipelines of [19, 51], which include
three steps: (i) making the mesh watertight, (ii) generating partial point cloud
from depth rendering and (iii) sample SDF samples.

Watertight mesh for SDF. In computer graphics, watertight meshes usually
describe meshes consisting of one closed surface. In this sense, watertight meshes
do not contain holes and have a clearly defined interior [77]. CAD models of
ShapeNet [66] are non-watertight and cannot be voxelized to signed distances,
hindering further data processing. We use MeshFusion∗ [78] and Manifold-2† [79]
to process raw meshes to make them watertight.

Point Cloud from Rendering. To mimic partial observations in real-world
datasets, we render depth maps for meshes from multiple views. First, we con-
struct a sphere around the mesh. The sphere completely covers the mesh and has
the exact origin of the mesh. We uniformly sampled 24 points on the sphere as
focal points of the depth camera. To ensure that the major part of the shape is

∗https://github.com/davidstutz/mesh-fusion
†https://github.com/hjwdzh/Manifold

https://github.com/davidstutz/mesh-fusion
https://github.com/hjwdzh/Manifold
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within the field of view (FOV), we put the principal point on the line connecting
the focal point and the center of the sphere by solving the camera orientation R:

z

w/2h/2
1

 = K[R|T]


X
Y
Z
1

 , (4.1)

where K and [R|T] denote camera intrinsics and transformation from world
to camera. w and h are the dimensions of the image and [X, Y, Z, 1]T are the
coordinates of the focal point in the world frame. R is the unknown to solve. We
render depth maps at 24 sampled positions for every mesh using OpenGL∗ [80]
and backproject them to point clouds as network input.

Sampling Signed Distances. We use the GAPS† library to sample SDF values
around meshes. We adopt two sampling strategies: uniform sampling and near-
surface sampling. Uniform sampling captures the global structure of the shape
and near-surface sampling captures high-frequency (detailed) signals. For each
mesh, we sample 105 SDF samples, 50% uniform, and 50% near the surface. We
also sample 105 points with normals on the surface for evaluation.

Watertight Mesh Uniform Samples Near-surface Samples

Figure 4.2: SDF Sampling. Color intensities denote SDF values.

∗Additional conversion is needed since CG and CV have different definitions of camera axes.
†https://github.com/tomfunkhouser/gaps

https://github.com/tomfunkhouser/gaps
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4.3 Network Implementation

Backbone. We adopt Vector Neuron Dynamic Graph Convolutional Neu-
ral Network (VN-DGCNN [43, 51]) as encoder. The encoder outputs inter-
mediate global embeddings F, followed by four prediction heads that predict
(Finv,Feqv,Fscale,Fcenter). Each prediction head is an 8-layer VN-MLP.

Training Loss. We train the VN encoder-decoder on our shape collection end-
to-end. The loss L is calculated as:

L = ωSDFLSDF + ωcenterLcenter + ωscaleLscale. (4.2)

Similar to [81, 51], we assign larger weight to near-surface samples to improve
the reconstruction accuracy:

LSDF =
λnear

∑
x∈Qnear

L1(x) + λfar
∑

x∈Qfar
L1(x)

|Qnear |+ |Qfar |
. (4.3)

Here L1 = |SDF(x)pred − SDFgt(x)|. Qfar denotes the set of samples with SDF
values larger than 0.1 and Qnear smaller than 0.1. λfar and λnear are set to 0.5
and 1.0, respectively. Lscale = |1 − Fscale| and Lcenter = ||Fcenter||2 are two regu-
larization terms with ground truth fixed at 1 and [0, 0, 0]. Following EFEM [51],
we set ωSDF = 1.0, ωcenter = 0.2 and ωscale = 0.001.

Training Details. We train the network for 160000 steps using Adam opti-
mizer [82] with batch size 32 and initial learning rate 10−4 that is linearly de-
cayed by 0.3 after 80000, 120000 and 140000 steps. The network and training
framework are implemented in PyTorch [83]. During training, four types of data
augmentations are applied to input point cloud:

• Random rescaling

• Random centroid translation

• Random points addition & removal

• Random plane addition & removal

We do not apply rotation augmentations as the network is equivariant to SO(3)
and can generalize rotations at test time.
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4.4 Experimental Evaluation

In this section, we describe our evaluation settings and metrics (Section 4.4.1)
for shape matching, pose estimation, and reconstruction. Then we introduce
the state-of-the-art baselines (Section 4.4.2) for the three tasks and compare
our method with the baselines. We then proceed to evaluate our full pipeline
quantitatively and showcase the qualitative results. Finally, we justify our design
choice in the ablation study (Section 4.5).

4.4.1 Evaluation Metrics

We evaluate three tasks separately with independent metrics.

Shape Matching. We take inspiration from 2D image feature matching [84, 85]
to evaluate 3D shape matching [86]. We create two evaluation modes: easy
and hard. In easy mode, we retrieve only one shape from each category from
the shape collection and we always match two lists of four shapes in current.
In hard mode, we draw a random number of shapes from the shape collection.
Shapes have different orientations under both modes. Matching Recall (MR) is
computed from ground truth, and the confusion matrix is computed with the
diagonal correspondences being the correct matches.

Pose Estimation. We follow the standardized point cloud registration [70, 72]
and evaluate relative pose estimation on our dataset. We calculate the relative
rotation error (RRE) - geodesic distance of the predicted rotation w.r.t. ground
truth [87] and registration recall (RR) - the fraction of estimates whose RRE < 5°
and RRE < 30°.

RRE = arccos

(
trace

(
RTR

)
− 1

2

)
(4.4)

Reconstruction. To assess the reconstruction fidelity, we compute the Chamfer
Distance (CD) and Volumetric intersection over Union (IoU) [21, 19]. Consider
Mpred and MGT the set of points inside or outside the predicted mesh and the
ground truth mesh. We compute the two-way chamfer distance i.e. the accuracy
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and completeness score ofMpred w.r.t. MGT:

Accuracy (Mpred | MGT) ≡
1

|∂Mpred |

∫
∂Mpred

min
q∈∂MGT

∥p− q∥dp

Completeness (Mpred | MGT) ≡
1

|∂MGT|

∫
∂MGT

min
p∈∂Mpred

∥p− q∥dq
(4.5)

Here ∂MGT and ∂MGT are the surfaces of Mpred and MGT, respectively. The
Chamfer-L1 can be defined as below:

Chamfer-L1 (Mpred ,MGT) =

1

2
(Accuracy (Mpred | MGT) + Completeness (Mpred | MGT))

(4.6)

The Volumetric IoU is equal to the intersection devided by the union of two sets:

IoU (Mpred ,MGT) ≡
|Mpred ∩MGT|
|Mpred ∪MGT|

. (4.7)

4.4.2 Baselines

We compare the performance of our method to state-of-the-art baselines.

Shape Matching. We use MendNet [30] as a baseline for shape matching.
MendNet consists of a pointnet encoder and a deepsdf decoder. We reimplement‡

the model and train it on our shape collection from scratch with the same training
hyperparameters.

Pose Estimation. We adopt three baseline methods. FPFH+RANSAC [73, 88]
is one hand-crafted baseline. FPFH is used to extract and match point features,
followed by RANSAC filtering. RPMNet [72] and Predator [70] are two learning-
based baselines. We use the weights from the official implementations.

Reconstruction. MendNet [30], OccNet [19] and ConvONet [21] are the three
baseline methods for reconstruction. We train MendNet and OccNet on our
shape collection under the same training settings. We directly use the weights of
ConvONet pre-trained on ShapeNet, as its training set is a superset of ours.

‡The source code of this work is unavailable.
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4.4.3 Quantitative Results

I/I I/SO(3) SO(3)/SO(3)

Method Easy Hard Easy Hard Easy Hard

MendNet [30] w/ NN 96.88 93.31 30.53 22.22 43.05 33.52
MendNet [30] w/ Sinkhorn 99.80 98.26 31.30 22.46 46.67 36.47

Ours w/ NN 88.23 80.49 88.23 80.49 88.23 80.49
Ours w/ Sinkhorn 95.80 89.15 95.80 89.15 95.80 89.15

Table 4.1: Results of Shape Matching Recall [%] (↓). I/SO(3) denotes that
the model is trained in canonical poses and evaluated in arbitrary poses. NN
denotes the nearest neighbour matching.

Shape Matching. We evaluate model performances on our dataset with six
settings: {I/I, I/SO(3), SO(3)/SO(3)} × {Easy, Hard}. Table 4.1 shows that
MendNet better fits the data under the ideal setting I/I but cannot generalize
SO(3). MendNet’s performance is improved with rotation augmentation. Re-
markably, our model that was trained only with canonical poses (I) can seam-
lessly generalize SO(3). The (hard) matching recall of MendNet drops to 36.47%,
which basically fails to output meaningful shape pairs, while our model remains
high with 89.15% recall. The advantage of our method can be attributed to the
rotation invariance design. Lastly, the Sinkhorn algorithm [4, 5] can provide a
performance gain around 3%–6% over nearest-neighbour matching. Figure A.2
(Appendix) shows three similarity matrices computed from the embeddings.

Pose Estimation. Table 4.2 shows the performance of FPFH, RPMNet, Preda-
tor and ours. Figure 4.3 depicts the error cumulative distribution functions
(ECDF). Our encoder-only method can achieve on-par RRE with three baselines.
With joint optimization (full model), the MeanRRE and MedRRE are reduced
from 4.98° and 4.32° to 3.98° and 2.56°, respectively. Ours with joint optimiza-
tion exceeds all three baselines in terms of MeanRRE, MedRRE and Recall@5°.
Predator has the highest recall of less than 30°. We consider Recall@30° as a
minor metric, since the largest rotation angle in our dataset is 60° and 30° is
already half of largest the ground truth value. The EFDF curves also show that
our model outperforms under different thresholds. Additionally, performance can
be further refined using ICP, with improvements on all metrics. Conceptually,
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Figure 4.3: ECDF Curve of Relative Rotation Errors. ECDF - empirical
cumulative distribution functions, compute the quantiles at different thresholds.

our method solves the point cloud registration problem differently. The base-
line methods extract distinct geometry feature vectors of both point clouds and
find the correspondences to solve poses. Our method implicitly aligns the posed
point cloud to a canonical part of the object and infers the complete shape of the
object. Through joint optimization, our method adjusts the misalignment and
refines the poses from coarse to fine.

Reconstruction. We compare the reconstruction results of our method with
three baselines in Table 4.3. We achieve the highest IoU 0.57 and the second
best L1 -Chamfer 2.41. Our method outperforms MendNet and OccNet on both
metrics, and it can be accredited to the VN-DGCCN backbone, enabling better
expressity. ConvONet has the best L1-Chamfer due to its local conditioning
using tri-plane feature grids.
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Method MeanRRE [°] ↓ MedRRE [°] ↓ Recall@5° ↑ Recall@30° ↑

FPFH [73] 6.38 6.07 0.28 0.88
RPMNet [72] 6.90 6.45 0.13 0.72
Predator [70] 4.38 3.87 0.59 0.94

Ours w/ encoder 4.98 4.32 0.47 0.88
Ours w/ joint opt 3.98 2.56 0.62 0.91

Ours w/ ICP 2.36 1.38 0.84 0.95

Table 4.2: Results of Pose Estimation. We compute the mean and median of
RRE, and the recall of 5°and 30°. We report our performances with the encoder
only, with joint optimization. We further evaluate the performance of our full
model with iterative closest point (ICP) to show the best possible performance.

Method Train/Eval L1-Chamfer ↓ IoU ↑

MendNet [30] I/I 3.58 0.52
MendNet [30] SO(3)/SO(3) 10.33 0.25
OccNet [19] I/I 4.22 0.46
ConvONet [21] I/I 1.50 0.42
Ours I/SO(3) 2.41 0.57

Table 4.3: Evaluation of Surface Reconstruction. We report L1-Chamfer
[×10−3] and volumetric IoU. The train and evaluation settings are highlighted .
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4.4.4 Qualitative Results

In this section, we show the quantitative results of 1) point cloud registration 2)
scene-level reconstruction and 3) temporal scene reconstruction.

Point Cloud 2 Point Cloud 3 Estimate Ground TruthPoint Cloud 1

Figure 4.4: Qualitative Results of Multi-temporal Point Clouds. From
left to right: input point clouds ×3, registration estimtate and ground truth.

Point Cloud Registration. Figure 4.4 shows the multi-stage (multi-view) point
cloud registration of objects from different categories using our full model. The
second last row is an example of the registration of symmetrical objects. Our
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Static Room Reconstruction

Point Cloud

Reconstruction

Ground Truth

Room 1 Room 2 Room 3

Figure 4.5: Qualitative Results of Scene-level Reconstruction. From top
to bottom: point cloud, reconstruction, and ground truth.

estimate and the ground truth rotation of the orange point cloud are comple-
mentary to 180°. The bottom row of Figure 4.4 is a remarkable example of our
successful registrations: input point clouds have extremely low overlap, making
it difficult to find correspondences in the overlap region. Our method does not
rely on finding the overlap but rather on completing the surface.

Scene-level Reconstruction. Figure 4.5 shows three examples of scene-level
reconstruction. Here, we use ground-truth object masks. The objects are fed
through the network sequentially, reconstructed under corresponding poses, and
merged to generate the room-level reconstruction. We also predict a neural field
for the background††. We found that the background can be easily learned and ac-
curately reconstructed as it has simple and sharp geometry. Some high-frequency
details e.g . the pillows on the couch in room 2 are smeared due to global condi-
tioning. Global conditioning methods can perform better at learning shape priors
but worse at reconstructing local details than local conditioning.

Dynamic Room Reconstruction. We show the reconstruction of one room
with multiple time stages in Figure 4.6. We disentangle the dynamic room

††We train a network with the same architecture to reconstruct the background.
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Dynamic Room Reconstruction

Stage 1 Stage 2 Stage 3 Stage 4

Point Cloud

Reconstruction

Figure 4.6: Qualitative Results of Dynamic Room Reconstruction. Point
clouds (top) and reconstruction (bottom) of the same room at different stages.

through our proposed match→align→reconstruct pipeline with optimization. We
use stage 1 as a reference and then propagate poses to other stages. Point clouds
of objects at different stages are aggregated. Our method is able to accurately
recover the motion of objects and reconstruct the surfaces accordingly.
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4.5 Ablation Study

PE & Decoder L1-Chamfer ↓ L1-USS ↓ L1-NSS ↓ IoU ↑

Inner. +DeepSDF 3.58 0.027 0.015 0.454
Inner. +MLP 3.65 0.029 0.016 0.436
Inv. +DeepSDF 7.34 0.041 0.019 0.343
Inv. +MLP 7.04 0.037 0.021 0.325

Table 4.4: Ablation Study on Decoding Strategies. Inner product (Inner.)
and invariant feaures (Inv.). L1-Chamfer [×10−3], USS - Uniform SDF Sampling,
NSS - Near Surface Sampling.

Decoding Strategy. DeepSDF decoder, as shown in 4.7, is different from reg-
ular multi-layer perceptrons (MLP), where DeepSDF includes re-concatenation.
Positional encoding can be achieved in two ways: by directly using 3D coordinates
and by computing the inner product between query coordinates and equivariant
embeddings. We ablate the decoding strategy in two aspects: decoder architec-
ture and positional encoding. As shown in Table 4.4, using the inner product
as positional encoding and DeepSDF as decoder has the best performance. The
inner product can unproject the 3D coordinates into a high-dimensional space,
providing more high-frequency information. The re-concatenation in DeepSDF
can reconstruct more regularized and complete surfaces, making the network
easier to train.

Figure 4.7: DeepSDF Architecture [6]. The latent code and query coordinates
are concatenated as the input. At the middle layer of the decoder, the input
feature is concatenated with the intermediate feature as the new input.

Category Agnosticity. [6, 89] learn category-level priors for shape reconstruc-
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tion. We seek to avoid a multi-network solution because such pipelines will in-
troduce extra classification networks. We compare the performance of training a
single network to that of training multiple networks (see Table 4.5). We find that
single-category and multi-category are comparable in terms of Mean L1-Chamfer,
but single-category is better than multi-category on Median L1-Chamfer. This
experiment shows that shape priors can be better learned with category-specific
networks with the cost of more parameters and external reliance on classification.

Category Shelf Chair Sofa Desk All

Trained on Mean L1-Chamfer [×10−3] ↓

Single Category 2.218 4.736 2.033 2.841 2.626
Multiple Categories 2.587 4.016 1.350 4.348 3.075

Median L1-Chamfer [×10−3] ↓

Single Category 1.434 2.245 0.782 1.728 1.504
Multiple Categories 2.072 2.252 1.049 2.108 1.741

Table 4.5: Ablation Study on Category Agnosticity. Single category refers
to training a network for each shape category and multiple category refers to
training one network for multiple categories.

Impact of Classification Head. Following the previous ablation, we explore
the possibility of adding an additional classification head to the network. The
head is a VN-linear layer, with the sigmoid function being the activation layer.
To train the head, we introduce cross-entropy loss to the loss proxy. From exper-
iments, our classification head can achieve 91% accuracy. Figure 4.8 shows the
distributions of latent embeddings. The classification head can make the embed-
dings better regularized and more compact within each category. One potential
disadvantage of the classification head is that the in-category distribution be-
comes narrower, which might harm the performance on shape matching of point
clouds from the same class.

Parameters to Optimize. To find the best set of parameters for joint opti-
mization, we experimented with different optimization settings. Table 4.7 shows
the optimization setting on the left and the corresponding performance on the
right. The best performance is achieved when we optimize all four parameters.
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Figure 4.8: t-SNE Plots of Shape Embeddings. Left is the latent distribution
of the model trained without a classification head, and right is the distribution
with a classification head.

The step sizes of parameters during optimization are different. We mainly opti-
mize Feqv and R0...Rn−1 and only apply small adjustments to Finv and Ft. The
step sizes are set as follows:

Parameter Finv Ft Feqv R0...Rn−1

Step Size [×10−5] 1.0 1.0 10.0 5.0

Table 4.6: Step Sizes of Parameters during Joint Optimization.
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Optimizing Parameters Evaluation Metrics

R0...Rn−1 Feqv. Finv. Ft

RRE [°] L1-Chamfer [×10−3]

Mean ↓ Median ↓ Mean ↓ Median ↓

✗ ✗ ✗ ✗ 11.85 5.28 5.37 2.31
✓ ✗ ✗ ✗ 7.88 3.45 5.38 2.30
✓ ✗ ✗ ✓ 7.81 3.41 5.67 2.30
✓ ✓ ✗ ✓ 8.38 1.81 3.95 2.06
✓ ✓ ✓ ✓ 8.70 1.71 3.81 1.86

Table 4.7: Ablation Study on Optimization Settings. ✗ denotes fixing the
parameter during optimization and vice versa (✓).
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4.5.1 Temporal Aggregation

Our method is capable of aggregating point clouds and integrating multi-temporal
information. In this section, we showcase the performance gain of our aggrega-
tion in both qualitative and quantitative results. Figure 4.9 shows the evolution
of reconstruction as the number of stages increases. With the point cloud from
one stage only, the observation is partial and sparse, causing errors and ambi-
guities in the reconstruction. As we accumulate more points, the quality of the
reconstruction improves accordingly (from left to right in Figure 4.9).

1 stage 2 stages 4 stages 8 stages

Figure 4.9: Qualitative Results of Object-Level Temporal Aggregation.
From left to right: point clouds accumulated from 1, 2, 4 and 8 temporal stages.
Points of the same color refer to the same temporal stage.
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Figure 4.10: Quantitative Results of Temporal Aggregation. The hori-
zontal axis is the number of scenes accumulated. The vertical axes denote L1-
Chamfer ↓ (left) and relative rotation error ↓ (right).

We quantify the performance of pose estimation and reconstruction during
the temporal aggregation in Figure 4.10. We can see apparent improvements
when the aggregation starts at 1 stage and the performance of both tasks begins
to saturate after four stages.



Chapter 5

Conclusion and Outlook

This thesis investigated a novel way of parsing the changing environment and ben-
efitting from equivariant deep neural networks. We first made a clear definition
of the problem of a changing environment and conducted a comprehensive liter-
ature review. Specifically, shape matching, point cloud registration, and shape
reconstruction are the three tasks that we formulated as our framework. We first
synthesized a dynamic room dataset as the basis of our experimentation. We uti-
lize an equivariant network to store object shape priors, serving as the backbone
to realize our framework. We make delicate manipulation of the intermediate fea-
tures (invariant and equivariant) of the network based on the information they
store (e.g . structure, rotations, and local geometry). We solve the problem from
coarse to fine with our joint optimization procedure. Our experiments demon-
strate the feasibility of solving the trinity problem using a single network and the
superior performance of our method compared to existing baselines. There are
several limitations with our method and many more to explore in the future.

5.1 Limitations

Symmetrical and Identical Shapes. Our method faces challenges on objects
with more than one symmetric axis or point symmetry because such symmetries
cause ambiguities in the rotations. Another challenging scenario is a scene with
more than one identical shapes. Identical shapes can cause ambiguities during
shape matching and lead to multiple solutions. We avoid such problems during
our dataset generation by assuming non-repetitive shapes in the scene. This
assumption can be problematic with scenes like offices and classrooms where
there exist a large number of chairs and desks with identical shapes.

34
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Real-World Datasets. We tested and evaluated our method on the synthetic
dataset. There are several challenges before we can make our method work on
real datasets: 1) Selection of instance segmentation networks and integration
with our pipeline 2) Training the network with more categories and looking into
the impact of the number of increasing classes 3) Dealing with noisy point clouds
as input, since the off-the-shelf point cloud segmentation networks might predict
incomplete or wrong segmentations.

5.2 Future Work

The first thing in future work is to find a real-world dataset and test our frame-
work on it. Our framework can be further integrated into a long-term 4D
scene representation, namely a spatiotemporal scene graph (ST-Scene Graph)
to conduct downstream tasks like scene reasoning. The global conditioning of re-
construction ignores local geometric details and needs improvements like locally
equivariant networks. It is intricate to strike a balance between learned shape
priors and flexibility for run-time optimization. It is intriguing to see whether
our method, originally designed for indoor data, can generalize to outdoor scenar-
ios, e.g . autonomous driving. With the development of pre-trained text -image
embedding models (e.g . CLIP [90]), our method can take advantage of open-
world scene understanding [91] and extend to open-scene object relocalization
and reconstruction. Another exciting line of research is the capture or creation
of large 3D datasets with temporal changes and standardize the dynamic scene
understanding paradigm.
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Appendix A

Supplemental Materials

A.1 SIM(3) Equivariance

In EFEM [51], Lei et al. show the equivariance to SIM(3) by extending vector neu-
rons to invariant, equivariant, scale and centroid features Θ = [Θinv,Θc,Θs,ΘR].

ŜDF (sxR+ t; Φ(sXR+ t)) = ŜDF (sXR+ t; g ◦Θ)

= MLP

(〈
ΘRR,

sxR+ t− (sΘcR+ t)

sΘs

〉
channel

⊕Θinv

)
= MLP

(〈
ΘRR,

(x−Θc)R

Θs

〉
channel

⊕Θinv

)
= MLP

(〈
ΘR,

x−Θc

Θs

〉
channel

⊕Θinv

)
= ŜDF (x; Φ(X)),

(A.1)

where s,R and t represent the scale, rotation and translation of the point cloud
to the canonical space. ⊕ refers to channel-wise concatenation and Φ the vector
neuron encoder. g = (R, t, s) denotes the SIM(3) transformation and ◦ applies
the transformation to embeddings. Since the centroid correction and scale terms
are estimated, the network is not strictly equivariant to SIM(3).

A-1
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A.2 Training Log

Figure A.1: Training Log from Tensorboard [7]. From left to right: total
batch loss, near-surface loss, uniform SDF loss, scale loss, centroid loss and iou.
Curves during training and evaluation.

A.3 Similarity Matrices of Shape Matching
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A.4 Additional Registration Results

RRE: 15.1°

RRE: 3.9°

RRE: 178.6°

RRE: 5.9° RRE: 4.0°

RRE: 9.1°

Figure A.3: Registration Results of Our Method without Optimization.
Green is the estimation and red is the target. The relative rotation errors are
shown under point clouds.
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A.5 DeepSDF as Pose Estimator

At the early stage of the thesis, we explored using the DeepSDF [6] decoder as
a pose estimator. Here, we assume that we know the exact latent codes of the
point cloud and experiment with objects from ShapeNet [66]. A simple baseline
(FPFH + Ransac) is chosen for comparison (see Figure A.4). It shows that the
implicit neural field is useful for registration by aligning the zero level-set of two
or more fields.
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(a) FPFH+RANSAC
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(b) DeepSDF

Figure A.4: ECDF Curves of (a) FPFH and (b) DeepSDF. Top: transla-
tional error. Bottom: rotational error (RRE).
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