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In Fig. 3 we see the ROC to the corresponding AUC.We can see
that the ability to distinguish between normal and abnormal
instances is good up to the threshold we set. From then on, the
algorithm is no longer able to distinguish, at least with the given
features, whether the next included point is an anomaly or not.

Tab. 2. Testing results of the different algorithms.

In our findings, we can see that the three algorithms perform
mostly similar across all three test sets. Only the Isolation Forest
has problems detecting anomalies in the anomaly subset (TNR)
but is then again the algorithm with the best performance in the
random subset (NPV and AUC).
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The detection of anomalies with this techniques is satisfactory for
such a simple approach. We see potential for improvement in the
following points:

• Adding additional features to better distinguish between
anomalies and normal instances.

• Extend IForest to handle better clustered anomalies, which
are likely responsible for the low detection rate in the
anomaly test set.

• Increase the number of instances in the test sets to increase
the reliability of the analysis

In order to measure and detect anomalies, features must be
generated to compare anomalies with normal instances. We
selected features to represent the properties of the trajectories in
term of velocity, distance and geometric shape. We then
transformed the feautures into log-space to obtain symmetric
features distributions.

For this thesis we used the car trajectories of the SBB Green Class
study¹. To evaluate the selected algorithms we generated three
subsets: a subset containing only normal trajectories, a subset
containing only anomalies, and â subset of mixed, randomly drawn
trajectories.

Three anomaly detection algorithm were used to generate an
anomaly score: Local Outlier Factor², Isolation Forest³, and
Minimum Covariance Determinant4.

As testing we used binary classification metrics to measure the
precision at which the algorithms can differentiate between normal
instances and anomalies. True positive rate (TPR) for the normal
instances, true negative rate (TNR) for the anomaly subset, and
negative predictive value (NPV) and AUC for the random subset.

1 Introduction

Nowadays, the measurement of human movement is done with
the help of trajectories based on GPS. The trajectories generated
in this way contain a lot information on various problems, such as
to make transportation more sustainable and using transport
infrastructure efficiently. In order to derive knowledge from
trajectories, it is important that the data they hold is reliable. To
measure whether they are reliable we need to find anomalies in
trajectories and communicate their quality accordingly.

2 Methodolgy

Fig. 1. Workflow for testing and comparing anomaly detection algorithms.

Fig. 3. ROC with thresholds encircled.Tab. 1. Features generated for anomaly detection.
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Fig. 2. Score distribution of anomaly detection algorithm.


