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Literature review
ML vs DCM comparison in car ownership models



Methodology
Problem statement

AI vs discrete choice

methods

Synthetic population

Household

Vehicle fleet

Main objective : a microscopic

and spatialized representation of 

vehicle fleet based on households

characteristics of the synthetic

population

Problem : which models and 

which characteristics associated 

with households would optimize 

the prediction of the vehicle fleet of 

a synthetic population ?

Figure : Vehicle fleet micro-representation

based on households characteristics



Methodology
Model types

Boosting methods

• Gradient boosting

• Ada Boost

• Light gradient 

boosting machine

Discriminant analysis

• Linear discriminant analysis

• Quadratic discriminant 

analysis

Discrete choice method
Logistic regression

Decision trees

methods

• Decision tree classifier

• Extra Tree Classifier

• Random Forest Classifier

Supervised learning classification methods

Support vector

machines

Nearest neighbors

Naive Bayes

Dummy classifier Ridge classifier



Methodology
Evaluation metrics

Indicators of 

performance
Formula Interpretation

Accuracy score Acc =
true predictions

number of predictions

Percentage of accurate predictions in the test sample, 

easy to interpret

Area under the curve

(AUC) of the receiver 

operating 

characteristic (ROC) 

AUC converts ROC curve to a value in the range of [0.5, 

1], where 1 means perfect classifier and 0.5 means no 

better than random classification. Multi-class AUC is 

average AUC of all pairs of classes.

F1-score
F1 =

2

1
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

+
1
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F1 is the harmonic mean of the precision and recall, value 

in range [0,1]. Preferable to accuracy in case of a large 

class imbalance.

Cohen’s kappa (κ)

Measure of agreement between observed and predicted 

or inferred classes for cases in a testing dataset, included 

in [-1,1]. If negative, a random classification is better.

Matthews 

Correlation

Coefficient (MCC)

For multi-class : average MCC of all pairs of classes

Measure of agreement, included in [-1,1]. If negative, a 

random classification is better



Data –GTS 2018 Households

Individuals Cars
▪ Global Transport Survey, GTS (Enquête globale de 

Transport, EGT)

▪ Greater Paris metropolitan area (Île-de-France)

▪ Results for 2018 of the GTS 2018-2022
Key statistics

▪ 3,156 households

▪ 6,928 individuals

▪ 3,204 cars

Distribution of fuel type by number of cars



Data – Public transport modal share
An indicator of regional accessibility

Public transport modal

share : share of residents

in a city taking public

transports to go to their

workplace

Modal share calculated

from national census for

professional mobility i.e.

MobPro survey (INSEE)



Data –Variables
Variable Description Variable types

Age Class of age of the oldest individual of the household Socio-economic

Income * Logarithm of the household’s income Socio-economic

N_workers Number of employed actives in the household Socio-economic

Household_type Type of household (couple with / without children, single 

man/woman, monoparental family mother/father)

Socio-economic

Housing_type Type of housing (flat, house, others) Socio-economic

PT_share Share of home city residents taking public transports to go to 

their workplace

Build environment

PT_share_work Share of workplace city residents taking public transports to go 

to their workplace

Build environment

Commuting_distance * Maximum commuting distance within household Build environment

Parking Presence of a private parking at home Build environment

Parking_at_workplace At least one person in the household has parking at their 

workplace

Build environment

N_cars Number of cars owned by the household Predicted variable

Fuel_type Fuel type of the vehicle Predicted variable

Euro_norm European emission standard of the car, depending on the year 

the car was first put on the road

Predicted variable

* : with the indicator variable which values 1 if the household responded to the question, 0 otherwise



Fuel type results
AI vs discrete choice model performance

• Ridge classifer slightly outperforms linear discriminant and logistic regression

• F1-score is closer to 1 than to 0 for most classifiers, indicating a quite satisfying prediction

• Cohen’s kappa indicates a slight, nearly fair for gradient boosting classifier, agreement : 𝜅 ∈ [0 ; 0,20]
• Matthews Correlation Coefficient (MCC) also reaches +0,185 > 0 for gradient boosting, attesting a slight agreement



Fuel type results
Feature importance (ridge classifier)



Fuel type results
Logistic regression coefficients



Results synthesis

Decision type Best model type Model performance
Most important 

variables

Households car ownership Gradient boosting

F1-score : 0,763

Cohen kappa : substantial,

agreement (𝜅 = 0,629)

𝑴𝑪𝑪 = +𝟎,𝟔𝟑𝟎 : strong

positive relationship

Absence of parking at home

Housing : flat

Public transport share home

Income

Commuting distance

Household : couple with child

Cars fuel type Ridge classifier

F1-score : 0,582

Cohen kappa : slight

agreement (𝜅 = 0,184)

𝑴𝑪𝑪 = +𝟎,𝟏𝟖𝟓 : slight

agreement

Household : single woman

Commuting distance indicator

Age (>75)

Household : couple with child

Income

Cars emission standard Linear discriminant analysis

F1-score : 0,282

Cohen kappa : slight

agreement (𝜅 = 0,053)

𝑴𝑪𝑪 = +𝟎,𝟎𝟓𝟒 : slight, 

negligible relationship

Income

No worker

Commuting distance indicator

One worker

Household : single 

woman/man



Discussion

Results analysis
• Car ownership: results consistent with litterature (accessibility and 

built environment variables)
• Fuel type: sociodemographic variables (energy cost)
• Car age: income and commuting distance 

Contribution of machine learning
• For all decision levels, machine learning outperforms DCM
• MCC as evaluation metric: imbalanced dataset

Outlook
• More data for better performance? (especially for underrepresented 

classes)
• Comparison with Parc Auto survey



Outlook

• Integration of the model in MATSim for the calculation of emissions 
and exposures at the household level

• PhD topic : Modeling the exposure to air pollution in Île-de-
France region: uncertainty analysis with a multi-agent 
approach



Outlook

• Integration of the model in MATSim for the calculation of emissions 
and exposures at the household level

• PhD topic : Modeling the exposure to air pollution in Île-de-
France region: uncertainty analysis with a multi-agent 
approach
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Context
Air quality challenge : mobility & emissions model

Multi-Agent Transport Simulation (MATSim) : Berlin simulation

Context

• Public policies to improve air 

quality focus on vehicle fleet

regulation, low emission

zones

• Need to represent vehicle

types in mobility models to 

precise and spacialize

emissions by road trafic

• Agent-based models (ABM) 

for mobility modelling : 

require a synthetic population

Main objective : a microscopic and spacialized representation of vehicle fleet based on 

households characteristics of the synthetic population



Literature review
Disaggregated car ownership choice modeling

Discrete choice modeling (DCM) in transportation research :

1973 : development of conditional multinomial logit (MNL) by McFadden

1975 : first application of MNL to car ownership by Lerman and Ben-Akiva

1980 : joint car ownership and mode choice DCM by Train

1985 : publication of « Discrete Choice Analysis: Theory and Application to Travel

Demand », written by Lerman et. al.

1994 : first study comparing mobility surveys and public census data in car ownership

modeling by Purvis



Data –GTS 2018



Car ownership results
AI vs discrete choice model performance

• Gradient boosting slightly outperforms logistic regression and other artificial intelligence models

• F1-score is largely closer to 1 than to 0, indicating a satisfying prediction

• Cohen’s kappa indicates a substantial agreement for gradient boosting: 𝜅 ∈ [0,61 ; 0,80]
• Matthews Correlation Coefficient (MCC) reaches +0,606 for gradient boosting indicating a strong positive relationship



Car ownership results
Confusion matrix for gradient boosting classifier



Car ownership results
Feature importance (gradient boosting classifier)



Car ownership results
Logistic regression coefficients



Fuel type results
Confusion matrix for ridge classifier



Emission standards results
AI vs discrete choice model performance

• Linear discriminant analysis slightly outperforms logistic regression

• F1-score is closer to 0, indicating an unsatisfying prediction

• Cohen’s kappa indicates a slight agreement : 𝜅 ∈ [0,10 ; 0,20], except for SVM, dummy and naive Bayes models (to 

exclude)

• Matthews Correlation Coefficient (MCC) also indicates a negligible relationship, slightly better than random



Emission standards results
Confusion matrix for linear discriminent analysis

Class equivalent : 

construction year

0 : before 1997

1 : 1997-2000

2 : 2001-2005

3 : 2006-2010

4 : 2011-2015

5 : since 2015



Emission standards results
Feature importance (linear discriminent analysis)



Emission standards results
Logistic regression coefficients


