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1 Project summary

Our goal throughout the BEPE fellowship was to implement a Spatial Econometric In-
teraction Model to predict cycling flows within an urban center and then compare its
results against the ones of the machine learning models we had been using.

2 Summary of the work carried out

During the fellowship’s validity period, we managed to use the previously obtained Boston
bike-sharing data from the Blue Bikes' service alongside census, Google POI and elevation
data in order to train/fit various models. These were comprised of a host of spatial
interaction models and a Catboost boosted regression trees machine learning model. We
then proceeded to test the predictive capabilities of all such models with both in-sample
and out-of-sample tests. The former gave us an idea of how well the models fit to the
data, while the latter, how much they were able to generalize in terms of the data domain.
We then analyzed all of the prediction in order to try and understand each of the models’
peculiarities, such as bias, variance, and spatial dependence within the residuals.

After the period of the Fellowship had expired, FAPESP also cleared me to stay
with the group for another 7 months. During this period I focused on a new project, a
diagnostic tool for the state of traffic simulations’ calibration, while also working on the
article for the previous research, which we have submitted to the Transportation Research
Board Annual Conference.

3 Accomplishments throughout the period

The main accomplishment pertaining exclusively to the BEPE period was the production
of a scientific article which was submitted to one of the biggest transportation conferences
in the world, the TRB Annual Meeting. We will mostly touch on this result during this
report. Besides this, however, we also produced a diagnostic tool! during the special
allowance period after the fellowship’s completion which is also extremely relevant and is
already in use by the IVT research group.

3.1 INTRODUCTION

Cycling has the potential to mitigate critical problems faced by urban populations world-
wide: its low C'Os-equivalent life-cycle emissions when compared to other forms of trans-

Thttps: //www.bluebikes.com/
"https://github.com/EduFalbel/simul_diagnostic



port [1] present a strategy to combat climate change; as a means of active travel, it
promotes healthy living for its users and has the added benefit of lowering costs associ-
ated with healthcare [2[; finally, its use for short trips can replace car use and thus help
mitigate traffic congestion in large cities [3]. Due to these and other reasons, city offi-
cials have been looking to encourage bike ridership. There are of course many ways to do
that, such as educational and promotional campaigns and policy changes (e.g. congestion
charging and alternate-day travel schemes, a practice common in Latin-American coun-
tries). Evidence shows that the most effective measures are qualitative improvements
aiming at improving the subjective safety of cycling infrastructure [4, 5]. Nonetheless,
cycling sharing schemes can play a significant role in increasing cycling rates as well [6].

Deciding where to build these interventions, however, is quite tricky, as potential
cycling demand is unknown. One piece of information that is particularly relevant is the
Origin-Destination Matrix (ODM), the acquisition of which is an issue that has been at
the forefront of transport engineering for decades [7]. ODMs provide knowledge on all
flows made between their Traffic Analysis Zones (TAZs), that is, the amount of trips
from each physical region to every other region. With existing methods, however, one
usually needs some sample of trip/flow data from the region of interest, such as travel
surveys, link counts, bike-sharing data, etc., to estimate an ODM [7, 8]. Cities without
an established cycling culture however, presumably do not have such data to begin with
and attempts to collect it would either be too costly [7] or not yield enough information
due to low ridership.

We propose models that can be trained on a region with a mature cycling culture,
i.e., a region with available ridership and contextual (Points of Interest and socidode-
mographic) data, and then be used to predict flows/estimate an ODM for a region of
interest which only has contextual data available, allowing transport planners to easily
get the information they need to make better decisions. Our main models are based
on gradient boosted decision trees (GBDT) and spatial econometric interaction models
(SEIM); the former is a state-of-the-art machine learning model which is widely used in
both academia and industry, while the latter can be considered to be an ‘upgrade’ to
the standard gravity model, a staple of transportation research. This works builds on
[9], which first analyzed the data we used and laid the groundwork for the project. The
contributions of this paper are twofold:

e This is the first bike flow prediction model tested on spatial out-of-sample regions
(meaning regions not present in the training data), and

e it is the first application of spatial econometric interaction models for bike-flow
modelling and spatial out-of-sample prediction.

The rest of the paper is organized as follows: in Section 2 we will take a deeper
look into one of the main approaches used in this paper, spatial econometric interaction
models. In Section 3, we present a literature review focusing on cycling OD estimation,
analysis and prediction of flows in bike-sharing systems and the use of spatial econometric
interaction models. We then move on to describe the methodology we used to carry out



this research in Section 4, followed by the presentation of our results in Section 5. We
discuss our results and present our conclusions in Section 6.

3.2 SPATIAL ECONOMETRIC INTERACTION MODELS

Spatial interaction models (SIMs) have been used extensively when modelling mobility
flows, usually as the trip distribution step in the traditional 4-step model [7|. The most
well-known of these is the gravity model, based on Newton’s law of gravitation, specified
by Equation 3.1. T;; denotes trips from region ¢ to region j, O; and D; are sets of variables
measured at the origin and destination regions, respectively, f(c;;) is a function of the
generalized trip costs, and « is a generic balancing factor.

Tij = aO;D; f(cij) (3.1)

This model also appears very frequently in one of its constrained variants, wherein
we assign the totals for either or both origin and/or destination interactions (referred to
as singly and doubly constrained variants, respectively), which we enforce with balancing
factors [10]. Generally, estimation of the gravity model is done with Maximum Likelihood
Estimation (MLE) on its log-linearized form (Equation 3.2).

log (Tij) = log (aO; D; f (cij))

(3.2)
=log o +1og O; + log D; + log f(c;j)

We can ‘rebrand’ this equation to make it look more like a regression specification for
which one would use MLE, as shown in Equation 3.3 [11]. Now, « is the intercept and
Bi,i = 1,2,3 are the coefficients we are trying to estimate.

Yij = o+ 10; + BoDj + Baf(cij) + € (3.3)

A major issue with this model, however, is that it assumes independence between
flows [12|, a premise that has been shown not to hold. Due to this limitation, [12] have
proposed a new class of SIMs named Spatial Econometric Interaction Models (SEIMs),
which attempt to address the issue of spatial dependence between flows. One specification
of these models, which we’ll refer to as the LAG model, is given by Equation 3.4.

Y = poWoy + paWay + puWoy + BiXa+ BoXo + 79+ + € (3.4)

One can see that it is structurally very similar to the ‘rebranded’ log-linear form of
the gravity model, except for the addition of the first three terms in the right-hand side
of the equation (p,Wo,y, paWay, puWwy), which are there to mitigate origin dependence,
destination dependence, and origin-destination dependence, respectively. Each of these
terms is composed of the dependent variable y, a spatial coefficient p which we attempt
to estimate, and a spatial weights matrix W;, 7 = d, o, w.



3.3 RELATED WORK

Traditionally, ODM estimation is derived from information provided by surveys and road-
side interviews, however their high cost was a motivator for the use of techniques that
relied on data from automatic loop detectors [8], although recent developments allowed
researchers to use mobile phone and GPS data as well. For the specific case of static
ODM estimation, some of the most common methods employed are based on models
such as the Gravity model (Equation 3.1) or Path Flow Estimation (PFE) models. Yet
even with the increasing push from city officials to encourage cycling and other forms of
sustainable mobility, few scholars have tackled the problem of Cycling ODM estimation
from this angle; the most notable examples being [13| and [14], both of which incorpo-
rated PFE in their respective estimation procedures and were based on bike link count
data. There are practical issues with these approaches, such as the availability of the
needed data, as both surveys and automated equipment are expensive to conduct and
install, respectively, and in cities still in their cycling infancy ridership is presumably low,
meaning these data collection methods would not yield representative information.

The rise of bike-sharing systems has also motivated many researchers to attempt
to predict cycling flows, usually for the purposes of system optimization [15]. Most of
the literature focuses on the modelling of docked systems [15], in which there are pre-
determined, physical stations where users can retrieve and deposit bicycles. For this type
of system, there are usually two main scenarios: forecasting the flow between individual
stations or clusters of stations for some short time-frame [16, 17| for system rebalancing
and predicting flows from and to possible new stations to determine the best location for
such a station [18, 3.

Dockless bike-sharing systems, however, force scholars to take a different approach,
which usually involves some sort of spatial aggregation such as rectangular grids [19, 20].
Inadvertently, the problem of bike-flow prediction in this case is the exact same as of
ODM estimation and doing so based on this kind of data intuitively seems more accurate
than the last method, since one already has all base flows after the initial process of
spatial aggregation. Nonetheless, none of these studies have attempted to build a model
and test its predictive capabilities on regions which are not present in the training sample.

[21] attempted to extrapolate mobility patterns from one city to another by training a
spatial econometric model in Zurich and testing the model’s predictions in Bern. However,
the authors were only capable of modelling trip generation (i.e., demand) as opposed to
the complete flow (generation and attraction), meaning they could not take into account
spatial autocorrelation between flows and construct a full OD Matrix from their prediction
data.

Only a few studies have tried applying spatial econometric interaction models to flows
associated with mobility /commuting. Most notably, [22] applied it to flows abstracted
from mobile phone data in Hangzhou, China; [23| used a simplified version of the model
which did not include all three spatial weights matrices simultaneously on public transport
(PT) commuting data in Switzerland; [24] used a multilevel approach to model PT flows
in the Netherlands and used a SEIM as the upper level model for one of these approaches;



[25] modeled home-to-work commuting flows in Paris with SEIMs. Besides those, SEIMs
have also been used to model migration flows in the US [12] and [26] use it to forecast
commodity flows between Spanish regions. To the best of the authors’ knowledge, none
has tried using SEIMs to model cycling flows or has attempted to test the predictive
capabilities of these models on spatial-out-of-sample data.

3.4 METHODOLOGY

We begin this section by discussing our data and how it is structured, followed by the
chosen data split for training and testing. Finally, we will discuss one of the models used
during this project in depth.

3.4.1 Data sources and fusion

The base dataset we used pertains to trips made using the Boston Blue Bikes bike-sharing
system between April 2018 and March 2019. This service uses fixed stations for the pick-
up and drop-off of the bikes, whose location can be seen in Figure 3.1.

The process for abstracting the cycling trips into flows is based on the use of a regular
grid of cells for trip aggregation. We chose this aggregation method because it can be
used with any type of cycling trip data, be it from station-based or dockless BSSs or GPS
data from tracking surveys, since it only needs start- and endpoints. Also, the use of a
regular grid instead of existing census tracts means that all TAZs have the exact same
area and are “agnostic” in the sense that we can have the same kind of grid for whichever
city /region we choose to model, which will facilitate future generalization efforts. For the
Boston case study, we start off by creating a 20 X 20 regular grid of the city’s metropolitan
area, giving each square cell a side of about 650 meters. We then assign each trip the
start and end grid cells in which its start and end stations are located, respectively, and
aggregate trips with the same origin and destination to form our flows. Figure 3.1 shows
the most substantial flows which, together, contain 25% of all trips made during the time
period specified above. Since we are dealing with a station-based system in this case we
remove grid cells without stations in them to try and remove some of the implicit bias in
the dataset, as trips cannot start or end in these cells.

From the steps above we obtain a table such that every row corresponds to a particular
flow (origin-destination dyad with associated volume). It should be noted that flows are
unique. We first enrich that dataframe with the distance between cells, calculated using
the haversine method [27] between their centroids. We establish the distance for flows
which start and end in the same cell, which we will henceforth refer to as intrazonal as
opposed to interzonal, to be zero. We then add POI data collected from Google and
socioeconomic data from the US census to each cell. Since we are using cells and not
census tracts, we proportionally distribute each feature derived from the census based
on the area of the cell each census tract occupies. Meaning, if a cell intersects 80% of
a tract’s area, we ‘give’ that cell 80% of the given population in the tract, for example.
Finally, we incorporate cycling infrastructure data by means of the ‘cycling infrastructure
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length(Cycling route N Cycling infrastructure)

Cycling Infrastructure Ratio = (3.5)

length(Cycling route)

ratio’. This is a number between 0 and 1 calculated by first geographically intersecting
the ‘cycling route’ (obtained through the GraphHopper API) with the existing cycling
infrastructure given by the city and then dividing the length of the result by the length
of the route (Equation 3.5). This gives us the fraction of the route between cells that is
covered by infrastructure such as bike lanes and paths.

For our models, we used the following features:

e University POls

Food POls

e Mean income per capita

Total population

Distance (between cells’ centroids)
e Ratio of cycling route covered by cycling infrastructure

All of the features above were log-transformed to comply with the theoretical basis
of these models and standardized (subtracted the mean, then divided by the standard
deviation) so that the estimated coefficients had similar orders of magnitude. We also
applied the log function to the cycling flows so that they would better resemble a Normal
distribution.

3.4.2 Training and Testing

Unlike standard machine learning training and testing procedure, randomly splitting the
data and performing some k-fold cross validation is not feasible for accurately gauging the
models’ predictive capabilities. This is because we rely on the explicit spatial structure of
the data to determine the neighbourhood structure, and thus, the spatial weights matrices
for the spatial econometric models. This means that we must manually and carefully
split the dataset into regions that at least somewhat resemble each other (regarding flow
volumes and patterns) as well as maintain some cohesive spatial structure. For example,
there should not be any “holes” such that a nearest neighbour is too far away from a
region of interest. Basing ourselves on these principles, we chose the split in Figure 3.2,
in which the yellow shaded regions constitute the training set and the green shaded ones,
the testing set.

After splitting the data, we trained the models/estimated their parameter coefficients
with the training data and performed two prediction tests: in-sample and out-of-sample.
For the in-sample test, the models were trained with the yellow-shaded regions in Figure
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Figure 3.2: Training and testing split for the Boston metropolitan area



3.2 and tested on these same regions. In the out-of-sample test, the models were also
trained with the yellow-shaded regions, but this time were tested with the green-shaded
regions in Figure 3.2. It should be noted that, the training and testing sets are considered
completely disjoint from each other (meaning regions at the border of these sets do not
have neighbors across the border). This is done to simulate the case in which the model
is trained with data from one city and tested on data from a completely different city.
This way, we could compare the different characteristics of each predictor in terms of
over-fitting and generalization potential.

3.4.3 Predictors

As can be seen from Equation 3.4, the LAG model specification cannot directly be used
for out-of-sample prediction, since it relies explicitly on the dependent variable. At the
time of writing, there were no dedicated out-of-sample predictors for spatial econometric
interaction models that we could use. Consequently, we implemented our own out-of-
sample predictor, based on the models’ expected value, described in [11] (Equation 3.11).
To arrive at that specification, we start by condensing Equation 3.4 into Equation 3.6.

Y = paWay + poWoy + puWuwy +0Z + ¢, (3.6)

where § = [Bdﬁovoz} and Z = [XdXogan}, L2 is an n? x 1 (the number of OD pairs)
vector of ones.

We then subtract both sides by the spatial lags of the dependent variable, resulting
in Equation 3.7.

Y — paWay — poWoy — puWuy = 6Z +e, (3.7)
which is equal to Equation 3.8.

(I — paWyq — poWo — puWy)y = 67 + €. (3.8)
Now multiplying by the inverse:

(I - ded - poWo - prw)_l(I - ded - poWo - prw)y -

= (I — pgWa — pW, — puWo) 107 + €), (3.9)
is finally equal to
y= (I — paWa— poWo — puWau) (67 +¢). (3.10)
We then craft our predictor as Equation 3.11, in accordance with [11].
§= (1 — paWa— pWo — puW,) 102, (3.11)

[28] describe various predictors for spatial econometric models which [25] used to
implement some of their interaction counterparts. Keeping with the convention set forth



in [28] and [25], we will henceforth refer to Equation 3.11 above as the ‘trend-corrected’
predictor. We will compare the performance of this predictor with three others: the
‘aspatial’ model (Equation 3.13), which is the log-linear version of the gravity model
(it can also be interpreted as a restricted version of the LAG model wherein we set
Pd = po = pw = 0); a Catboost gradient boosted tree regressor; and the interaction version
of the ‘trend-signal-noise’ predictor |29, 30|, as implemented in the R ‘spflow’ package
[25]. It should be noted that the trend-corrected and trend-signal-noise predictors both
have the same underlying model - LAG interaction model (Equation 3.4), meaning their
estimated coefficients are also the same, but differ in regards to the specification used for
prediction. This is important, since the trend-signal-noise predictor is not suitable for
out-of-sample prediction (where the testing set is spatially disjoint from the training set),
since it depends explicitly on the values of the dependent variable (which are unknown
in the case of an out-of-sample test), as can be seen in Equation 3.12. As such, it was
only used for in-sample prediction.

i = poWoy + paWay + puWuy + 6Z (3.12)

)= BaXa+ PoXo+Ag+a+e (3.13)

Unlike the LAG model, the aspatial model specification in Equation 3.13 can be
directly used for prediction (dependent variable is only present on the left-hand side of the
model equation), so the terms 'model’ and ’predictor’ will be used interchangeably when
referring to that specification. All interaction models (aspatial and LAG were trained
using the ‘spflow’ package), while the Catboost model was trained and tested using the
‘catboost” Python package. Testing of the aspatial and trend-signal-noise predictors was
done with the spflow package as well, while testing of the trend-corrected predictor was
done using the Python package we have developed?.

For the machine learning predictor, we decided on using a gradient-boosted trees
model, namely Catboost, as it comes with good defaults ‘out-of-the-box’ [31]. The only
hyperparameter we tuned was the trees’ depth, which we set to one. This was based on
the notion that ‘stumps’ can provide better generalization capabilities than other tree
depths [32].

Finally, we proceeded to analyze the predictions for each model and compare them
against each other. In total, we tested 4 different predictors on the Boston bike-sharing
system data for in-sample prediction and 3 for out-of-sample prediction, since the trend-
signal predictor cannot be used for such purposes, as mentioned previously. They are:

e CatboostRegressor (CB)
e Aspatial predictor (A)
e LAG trend-corrected predictor (TC)

e LAG trend-signal-noise predictor 28] (TS)

’https://github.com/EduFalbel/seim
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We used the same weights matrix specification for all the spatial econometric in-
teraction models: a row-standardized weights matrix without distance decay based on
8-nearest neighbors. We chose this variant as the grid nature of the regions meant that
most would be contiguous with 8 other cells, however had we chosen to base the neighbor-
hood on contiguity, some regions would end up without neighbours (due to discontinuities
which can be seen in Figure 3.2).

3.5 RESULTS

We'll start by examining the Root Mean Squared Error (RMSE) and then dive into
various other metrics we used to gauge the quality of the models’ predictive abilities. We
performed some more in-depth analyses of the models’ predictions, such as investigating
the predicted vs. observed flow quartiles and some spatial dependency analysis. We
calculated these metrics and performed these analyses for both the in-sample and out-
of-sample tests so that we could get some more insights into the predictions of each
model.

3.5.1 Prediction accuracy

A common metric to evaluate the prediction accuracy of statistical and machine learning
models is the Root Mean Squared Error (Equation 3.14). Table 3.1 shows this metric
for each model, calculated for both the in-sample and out-of-sample prediction tests
(except for the trend-signal model, since it cannot be used for out-of-sample prediction,
as mentioned earlier).

fo\;(yi — Ji)?
RMSE = \/ N (3.14)

Table 3.1: RMSE scores for the models’ In- and Out-of-sample predictions.

Model In-sample Out-of-sample
Aspatial 192.542 268.204
Catboost 174.022 255.014
Trend-signal 181.611 -
Trend-corrected 190.693 229.366

The Catboost model had the lowest - therefore, the best - RMSE score of any of the
models in the in-sample test, followed by the trend-signal, trend-corrected, and aspatial
predictors, respectively (3.1). What is very interesting, however, is that the SLA econo-
metric model actually beat the machine learning model when it came to the out-of-sample
prediction. We believe this is a valued contribution, since the latter models are directly
interpretable as shown previously and, thus, provide more useful information to transport
planners as opposed to a black-box machine learning algorithm. Even though there have
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been advances in Explainable Machine Learning with the use of Shapley values [33], the
SEI models allow for a much clearer interpretation of the influence of spatial interaction
effects on the cycling flows.

3.5.2 Trip quartiles

For this analysis we split the flows into quartiles based on the number of trips in each
flow, such that each quartile contains 25% of all trips. We then created tables of the
predicted versus observed flow quartiles for each of the models in both types of tests (in-
and out-of-sample), which can be seen in Tables 3.2 to 3.5. The quartiles are numbered in
descending order of trips, meaning quartile 0 has the most substantial flows and quartile 3
has the least substantial flows (a lot of which are ‘null’/0 flows). The desired outcome for
the tested models would be to maximize the main diagonal, since that indicates correctly
predicted flow quartiles, while minimizing the upper-right and lower-left corners, which
points to egregious errors. That is, when the model predicted one of the least substantial
flows to be one of the most substantial and vice-versa.

We believe this analysis to be one of the most important we conducted, since it is
reasonable to assume that, when deciding where to build cycling infrastructure, transport
officials will focus on the handful of regions with the majority of trips.

Table 3.2: In-sample analysis for Trend-signal model.

Predicted | 0 1 2 3 All
Observed

0 28 22 2 0 52
1 7T 90 77 3 177
2 1 35 306 178 520
3 0 4 98 10385 | 10487
All 36 151 483 10566 | 11236

Table 3.3: Catboost analysis

In-sample Out-of-sample

Predicted 0 1 2 3 All|| 0 1 2 31 Al
Observed

0 28 20 4 0 52 6 14 12 5 37
1 38 71 61 7 177 4 13 33 26 76
2 36 141 242 101 520 5 11 65 93| 174
3 6 115 681 9685 | 10487 | 1 13 108 2840 | 2962
All 108 347 988 9793 | 11236 || 16 51 218 2964 | 3249

Starting with the in-sample test, we can see that the Catboost and Trend-signal
models (Tables 3.3 and 3.2, respectively) had the highest share of correctly predicted tier
0 flows (the flows with the highest volume), followed by the trend-corrected predictor,
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Table 3.4: Trend-corrected model analysis.

In-sample Out-of-sample
Predicted 0 1 2 3 All] 0 1 2 3 All
Observed
0 11 19 22 0 52 12 11 10 4 37
1 34 30 101 12 1771 9 25 28 14 76
2 43 102 230 145 520 || 12 22 70 70| 174
3 25 210 890 9362 | 10487 || 7 33 163 2759 | 2962
All 113 361 1243 9519 | 11236 || 40 91 271 2847 | 3249

Table 3.5: Aspatial model analysis.

In-sample Out-of-sample
Predicted 0 1 2 3 All| 0 1 2 3 All
Observed
0 9 21 21 1 521 4 9 13 11 37
1 16 47 80 34 w7y 2 8 37 29 76
2 23 8 220 191 520 4 9 56 105 | 174
3 15 136 770 9566 | 10487 || 2 6 86 2868 | 2962
All 63 290 1091 9792 | 11236 || 12 32 192 3013 | 3249

and finally the aspatial predictor. On the other end of the spectrum, however, we can
see that the Trend-signal predictor fared better than even the Catboost one in regards to
incorrectly predicting observed tier 3 flows (lowest volume) as tier 0 flows. This quality
could be the most relevant, since one could consider it worse to spend money on incredibly
small flows than to not spend it on substantial ones. For the rest of the in-sample test, we
generally have T'S > C'B > A > T'C' in order of best to worst, meaning the trend-signal
predictor was best able to fit the training data, while the trend-corrected predictor was
the worst of the bunch.

In the out-of-sample test (Table 3.4), we can observe that the trend-corrected predictor
had the highest shares of correctly predicted tier 0, tier 1, and tier 2 flows, while it was
the Catboost followed by the Aspatial predictors that had the lowest share of tier 3
flows incorrectly predicted as tier 0 (Tables 3.3 and 3.5, respectively). However, this last
observation seems to be due to the models’ general tendency to underpredict flows in this
test, as opposed to some other inherent quality.

3.5.3 Spatial dependence analysis

Another way to compare the quality of the models’ predictions is to measure the presence
of spatial dependence within their residuals. We do so by creating what are called Moran
scatterplots for the in- and out-of-sample tests (Images Figs. 3.3 and 3.4, respectively),
where the residuals are plotted against their spatial lag for each of the spatial weights
matrices Wy, W,, W,,. What we are then interested in for each graph is the angle of the
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linear fit and, in essence, the flatter it is, the better the model was able to account for the
spatial dependence. For the in-sample test (Figure 3.3), we can see how well the Trend-
signal predictor performs, displaying almost no spatial dependence within the residuals.
Surprisingly, however, the next best model in that regard is the Catboost one, followed by
the Trend-corrected and Aspatial predictors in shared third place. This was unexpected,
not only because of how well the Trend-signal predictor managed to deal with spatial
dependence, but of how the Trend-corrected failed to do the same, event though they are
based on the same underlying spatial lag model. This exemplifies the trade-off between
these predictors: the former allows for a much better fit, but is not capable of performing
predictions for spatial units not in the training sample.

Wr = Wd Wr = Wf_] Wr = Ww

Cathoost

Trend-corrected Trend-signal

Aspatial

=== Trendline

Figure 3.3: Moran scatter plot of residuals for in-sample prediction test.

When examining the residuals of the out-of-sample prediction test, however, all three
of the models display similar levels of spatial dependence, as can be seem by the compa-
rably angled trendlines in Figure 3.4. Even then, however, the catboost model was the
best out of all three, even though it was not designed with the intent of dealing with
spatial dependence, unlike the trend-corrected.

3.6 DISCUSSION AND CONCLUSIONS

The in-sample tests revealed the unrivaled predictive capabilities of the trend-signal pre-
dictor as evidenced mainly by the quartile analysis, in which this predictor was the only
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Figure 3.4: Moran scatter plot of residuals for out-of-sample prediction test.

one which did not mistakenly assign any of the least substantial flows as one of the most
substantial. This quality might be the most appreciated among city officials, since they
can have a higher degree of certainty that new infrastructure will be fully utilized. When
analysing the Moran scatterplots, this test also seemingly confirmed that spatial depen-
dence does indeed play an important role within cycling flows and that this predictor
was the one most suitable to handle it. Considering both of these results, it would be
safe to say that, for the particular train-test-split used, the assumptions governing the
underlying spatial econometric interaction model appear to hold. Conversely, the trend-
corrected predictor was one of, if not the worse performer, demonstrating that, for these
tests, the ability to perform spatial-out-of-sample predictions incurs the loss of optimal-
ity properties which greatly increase the in-sample predictive potential of the underlying
model.

When it came to the out-of-sample test, the catboost and trend-corrected predictors
were similar for the comparisons; in the quartile analysis, the trend-corrected fared better
when it came to predicting the quartiles of the most substantial flows, while the catboost
was less error-prone on the other end of the spectrum, which might be more relevant
in the context of public policies, since it would mean avoiding potentially unnecessary
spending of taxpayer money. The former came out on top in terms of RMSE by about a
10% margin, but the catboost model proved to be best when it came to mitigating spatial
dependence within the model residuals. It is unclear why the trend-corrected predictor
fails to live up to the expectation of performing similarly to how the trend-signal model
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did in the in-sample test and, despite this poor showing in this metric, still managed
a decent showing in all other analyses. Finally, for the presented case study, it would
seem that the trend-signal model is the most appropriate when the focus is purely on
in-sample prediction, while the choice for out-of-sample is dependent on whether one
wants to correctly identify the highest number of most substantial flows or minimize the
number of incorrectly identified ones. For the former goal, the trend-corrected was better
and the catboost, for the latter. The log-linear gravity model trailed the other models
in almost all comparisons in both in-sample and out-of-sample tests leading us to believe
that its main, and possibly only, advantage is in terms of ease of use and interpretation.

This work presents a starting point for bike-sharing systems based out-of-sample cy-
cling flow prediction. However, more work can be done, especially when it comes to the
predictive power of the spatial econometric interaction models for out-of-sample tests.
For example, the use of more optimal out-of-sample predictors, akin to the ones in [28|.
Next, our base data coming from a fixed-station bike-sharing system means that it has in-
herent bias, since the locations of those stations were not determined by some underlying
organic characteristic of trip production and demand, but were chosen by people based on
their notions about whether having such a station would be best for the company. Thus,
it is impossible for the resulting O-D matrix to faithfully reproduce ‘ideal’ trip patterns
(that is, those that would be done if infinite bicycles were available everywhere). Finally,
to completely measure the generalization capabilities of the models, one would need to
conduct tests using data from various cities. That is, training the models with data from
one or more cities and then testing their predictions on cities not present in the training
set.

We attempted to predict cycling flows in regions not present in the training set to
test whether cities with bountiful cycling data could be leveraged to help planners in
cities without such data availability. We found that both spatial econometric interaction
models as well as gradient boosted regression trees offer improvements over traditional
transport models such as the gravity model (represented by its log-linear version in this
study) for flow prediction and are accurate enough so as to provide useful information
about regions’ potential cycling flows. The OD matrix produced by these models can
be used as is by planners or even serve as inputs for existing research which aims at
aiding cycling planning. This data can be fed into an approach like jittering [34] or some
routing algorithm (Google, Graphhopper, etc.) to try and calculate the actual routes
cyclists would take in these flows, thus allowing for more precise interventions when it
comes to building cycling infrastructure, for example.

4 Description and evaluation of the Institu-
tional Support

FAPESP’s financial support was indispensable for the completion of this project. Besides

that, the “Converse com a FAPESP” service was extremely helpful when dealing with the
funding’s bureaucreacy.
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The Institute for Transport Planning and Systems’ financial, computing, and human
resources made the student’s stay with the group not only possible, but extremely pro-
ductive and enjoyable.

The Computer Science Department of the University of Sao Paulo was also very
supportive, providing access to remote computing services which the student could use
to train and test the developed models.

5 Participation in scientific events

During the period from May 10-12, I participated in the Swiss Transportation Research
Conference!, presenting the work carried out throughout the Fellowship period, as well
as being chair of one of the presentation sessions.

6 Planned activities for the next period

Unfortunately, since we had to develop so much tooling from scratch for the spatial
econometric interaction models, we were unable to test the models in cities besides Boston.
However, the work done on the simulation diagnostic tool opened up new research avenues
which we are also keen on exploring. Our main goals for the next period are to work on
the feedback received from the TRB Annual Conference reviewers which should come in
the beginning of October so that we can later submit the improved work to the Journal
of Transport Geography, where it will hopefully be published and yield another paper.
Besides this, the IVT group has shown interest in extending our academic collaboration,
and so we are also aiming to leverage the diagnostic tool we created to research auto-
calibration tools for the MATSim traffic simulation software!. Our goal with this part
of the research is to produce a paper based on a comprehensive survey of the current
methods/algorithms as well as a comparison of these when applied to the IVT’s upcoming
E-Bike City? model.

lhttps://www.strc.ch/2023.php
Thttps://www.matsim.org/
’https://ebikecity.baug.ethz.ch/en/
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