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Preface

Snow and ice are important components of the cryosphere. The term 'cryosphere' comes from the ancient Greek word for 'freeze' or 'cold' and collectively describes all form of frozen water in the Earth system. Changes in climate alter the planet’s snow and ice coverage. The increased pace of global warming has prompted concern about changes in the cryosphere. The role of snow and ice is particularly important in the formation of regional runoff and in its influence on global climate. Ensuring the future of water resources originating from snow and ice-melt poses a serious challenge to many nations. Snow and ice are known to have a significant impact on the runoff of alpine streams. During the summer months snow and ice meltwater may provide the main source of water for alpine valleys and dry lowlands. Knowledge of the present ice volume and the annual snow depth distribution and their expected changes in the coming decades due to climate warming is, thus, of great interest.

The author of this PhD thesis addresses the quantitative estimation of the ice thickness distribution throughout an entire glacier and the quantitative estimation of the snow accumulation within a catchment basin. Both variables are of fundamental importance for many applications, including glacier flow modelling and runoff forecasting and cannot easily be determined from remotely-sensed data. The author has developed two new methods to infer (1) the ice thickness distribution and, thus, the volume of a glacier from topographic data, a formulation of mass conservation and basics of ice flow mechanics, and (2) the distributed pattern of annual snow accumulation in an alpine watershed based on sequential topographic data obtained from terrestrial photography and snowmelt modelling. Moreover, method (1) was applied to the glaciers in Switzerland to provide, for the first time, a reliable estimate of the total ice volume present in this country.

Both methodologies can be considered as a strong foundation for and a fundamental contribution to future research and engineering work related to water resources in mountain regions.

Zürich, December 2010

Martin Funk
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Abstract

Glaciers are prominent features in mountainous environments and with the ongoing climate change their importance has become aware to the wide public: Glaciers epitomize a healthy, untouched environment, are a key element of the water cycle, contribute largely to the current rate of sea-level rise and are amongst the most reliable climate indicators. Knowledge of recent behavior and future changes of glaciers is, thus, of great interest.

From the beginning of the last century, large efforts have been performed in order to build up and maintain networks for glacier monitoring. In this respect, the advent of remote-sensing techniques has contributed to fast progress. However, some fundamental quantities for the characterization of a glacier, such as the total ice volume, the distribution of the ice-thickness, the accumulation and the ablation, are difficult to determine from remotely-sensed data.

In this thesis, two new approaches are proposed for the inference of two distributed glacier variables which are generally difficult to estimate: ice-thickness and accumulation distribution. Both variables are of fundamental importance for many applications including ice-flow modeling, hydrological analysis or runoff forecasting.

A first method is proposed for inferring the ice-thickness distribution based on the principle of mass conservation and considerations on the ice-flow mechanics. Given a few parameters controlling the surface mass balance and the dynamics of the ice-flow, the ice-thickness distribution is derived from the characteristics of the surface topography. The result is thus, not only the total volume of a glacier, but also its spatial distribution. The method is able to integrate a-priori information about the ice thickness possibly available from radio-echo soundings or borehole measurements and is shown to perform with satisfactory accuracy.

The method is applied to a set of glaciers in the Swiss Alps and the results are used to calibrate a volume-area scaling relation. With the combination of the two approaches the total glacier ice volume present in the Swiss Alps in 1999 is estimated. The importance of large glaciers as contributors to the total volume is shown and an average mass-balance time-series is used to quantify the relative volume loss in the last decade. It is estimated that 12% of the 74±9 km³ of glacier ice present in the Swiss Alps in 1999, have melted until 2008. Out of this volume change, almost 30% was lost during the extraordinary warm summer 2003.

A second approach is proposed for inferring the distribution of snow accumulation by combining time-lapse photography and simple modeling. The parameters of a simple accumulation model, coupled to a distributed temperature-index melt model, are adjusted in an iterative procedure in order to reproduce the temporal evolution of the meltout-pattern observed during the ablation season. The small-scale variability is accounted for in a diagnostic way and lumped in a spatially distributed variable which summarizes all non-modeled snow redistribution processes. The comparison with in-situ snow-depth measurements shows that the achieved accuracy is in the same order as the results yielded by an inverse-distance interpolation scheme of the direct measurements. The influence of topographical variables is explored and local slope and curvature are shown to have a significant effect on the detected accumulation pattern.
Riassunto

I ghiacciai sono un elemento caratteristico degli ambienti alpini. Con il cambiamento climatico in corso e le preoccupazioni per la loro scomparsa, la loro importanza è ormai nota anche al vasto pubblico: i ghiacciai sono il simbolo di un ambiente sano e incontaminato, sono elementi chiave nel ciclo idrologico, contribuiscono in maniera significante al corrente tasso d’innalzamento del livello del mare e sono tra i più affidabili indicatori climatici. L’evoluzione passata e futura dei ghiacciai è perciò di grande interesse.

A partire dall’inizio del secolo scorso, notevoli sforzi sono stati profusi per instaurare e mantenere dei programmi di monitoraggio al cui recente rapido sviluppo ha contribuito in modo sostanziale l’avvento di moderne tecniche di telerilevamento. Alcune grandezze fondamentali, come per esempio il volume totale di un ghiacciaio, la distribuzione spaziale dello spessore del ghiaccio, dell’accumulo o dell’ablazione, non sono però rilevabili facilmente.

In questa tesi vengono proposti due nuovi metodi con i quali stimare la distribuzione spaziale di due variabili generalmente di difficile valutazione: la distribuzione dello spessore del ghiaccio e quella dell’accumulo nevoso. Entrambe le variabili sono di fondamentale importanza per diverse applicazioni come, ad esempio, la modellizzazione della dinamica di un ghiacciaio, del suo bilancio di massa o dei deflussi di scioglimento.

Il metodo presentato per la stima della distribuzione dello spessore del ghiaccio è basato sulla legge della conservazione della massa e alcune considerazioni sulla sua meccanica di deformazione. Noti alcuni parametri governanti la distribuzione del bilancio di massa in superficie e la dinamica del flusso di massa, la distribuzione spaziale dello spessore è ricavata da caratteristiche topografiche della superficie. Il risultato non è solo una stima del volume totale, bensì anche della sua distribuzione spaziale. Il metodo è implementato in maniera da poter integrare informazioni ottenibili da misure dirette dello spessore e fornisce risultati la cui accuratezza è soddisfacente.

Il metodo è applicato ad un campione di ghiacciai delle Alpi Svizzere e i risultati utilizzati per calibrare una relazione empirica tra area e volume. La combinazione dei due approcci è in seguito adoperata per stimare il volume di ghiaccio presente complessivamente nelle Alpi Svizzere nell’anno 1999. I risultati dimostrano che il volume totale è determinato in maniera sostanziale dai pochi, grandi ghiacciai. Una serie temporale media del bilancio di massa è fine utilizzata per quantificare il volume di ghiaccio scioltosi nella scorsa decade. Si stima che dei $74\pm9 \text{ km}^3$ di ghiaccio presenti in Svizzera nel 1999, 12% siano andati persi nei 10 anni successivi. Di questo scioglimento, approssimativamente 30% sono da attribuire alla straordinariamente calda estate del 2003.

Il secondo approccio presentato consente di dedurre la distribuzione spaziale dell’accumulo nevoso mediante l’uso combinato di rilievi fotografici ripetuti ad intervalli regolari e di due semplici modelli per l’accumulo e la fusione della neve. I parametri del modello d’accumulo sono stimati attraverso una procedura iterativa di calibrazione basata sulla concordanza dello scioglimento del manto nevoso con le osservazioni dei rilievi fotografici. La variazione spaziale dell’accumulo è parametrizzata attraverso una variabile distribuita integrante una serie di pro-
cessi di ridistribuzione non considerati in maniera esplicita. Il confronto con misurazioni dirette dello spessore del manto nevoso dimostra che la procedura proposta è in grado di competere, per quanto riguarda l’accuratezza, con uno schema d’interpolazione delle misure dirette basato sul metodo dell’inverso della distanza. Un’analisi della relazione tra la distribuzione spaziale dell’accumulo e diversi parametri topografici rivela come le variabili ‘pendenza’ e ‘curvatura’ siano quelle di maggior influsso.
Chapter 1

Introduction

1.1 The relevance of glaciers in a changing climate

At the latest since the IPCC first assessment report (IPCC, 1990), where the recession of mountain glaciers – meaning ice masses not in the Greenland and the Antarctic Ice Sheets – was used to provide qualitative support to the rise in global temperatures since the late 19th century, even the broad public has become aware of their importance: Glaciers are the symbol of an unviolated environment, are a key element in the water cycle, make a significant contribution to the current rate of sea-level rise and are visually and quantitatively amongst the most reliable indicators of climate change.

Even at low percentages of glacierization, catchment hydrology as well as the year-to-year variability of runoff, are significantly affected. The importance of glaciers in the water cycle is mainly due to the capability of snow and ice of storing water at many different time scales (Jansson et al., 2003). Long-term effects result from changes in the ice volume, are driven by the prevailing climate and manifest their influence in the order of decades. On the other hand, the characteristics of the interannual runoff is controlled by the seasonal cycle of snowcover build-up and depletion (e.g. Kasser, 1973; Østrem, 1973; Fountain and Tangborn, 1985). The year-to-year variability of runoff is lowest in catchments with moderate percentages of glacier cover and increases as glacier cover both decreases or increases (Fountain and Tangborn, 1985; Röthlisberger and Lang, 1987; Braithwaite and Olesen, 1988; Chen and Ohmura, 1990b).

The main difference between glacierized and glacier-free catchments is that the runoff from glacier-free basins is dominated by precipitation, whereas the runoff from glacierized ones is mainly controlled by the energy balance at the snow and ice surfaces (Lang, 1987; Chen and Ohmura, 1990b).

In Alpine regions such as Switzerland, parts of Austria, Italy or France, as well as in other mountain regions such as the Himalaya, the Andes or the Rocky Mountains, glacier changes play a major role. Especially during the summer months, the water supply of dry alpine valleys is often dependent from the streamflow contribution from snow and ice melt. And also the hydropower industry of mountainous regions relies often on melt water to fill the reservoirs. In a scenario of warming climate, water resources are expected to be altered in glacier-fed watersheds, and significant economical and social impacts are anticipated, especially in peripheric regions (Burlando et al., 2002).

Although mountain glaciers constitute only about 3% of the glacierized area on Earth and store less than 1% of the total ice volume, their contribution to the current rate of sea-level rise is not negligible (e.g. Meier, 1984; Dyurgerov and Meier, 1997; Arendt et al., 2002).
The present total volume of mountain glaciers is estimated to be between 0.60 m (Radić and Hock, 2010) and 0.65 m of sea-level equivalent (Dyurgerov and Meier, 2005). Therefrom, about one quarter is estimated to have been lost by the end of the current century (Gregory and Oerlemans, 1998). This is about one third of the contribution which is expected from thermal expansion of sea water (e.g. Church et al., 2001).

The warming of the climate system is unequivocal (IPCC, 2007) and there is large consensus, that the tendency will not be inverted in the next decades. For the Swiss Alps, a further temperature increase of 1.8° C in winter and 2.7° C in summer has been projected until the year 2050 for the northern part of the Alps (Frei, 2007). This will cause major changes in the glaciers of our country (e.g. Zemp et al., 2006; Huss et al., 2008b) and force to face new challenges: new strategies for water- and hazard-management will be necessary in the near future.

1.2 Monitoring and predicting glacier changes

Since glaciers react sensitively to climatic variations, knowledge of recent changes and future behavior is of great interest. Different parameters can be used for characterizing a glacier. Length, area, surface-elevation, -slope and -aspect, as well as total volume or flow velocity are commonly used. For any kind of dynamical modeling, the initial geometry of a glacier has to be known. Information about the ice-thickness distribution is, in that sense, fundamental.

The temporal evolution of a glacier is mainly determined by the mass balance, which drives the ice-flow dynamics and reflects the prevailing climate conditions. Temporal changes in the mass balance result from changes in the accumulation and in the energy fluxes at the surface. Accumulation is mainly driven by precipitation and air temperature, whereas the energy fluxes at the surface steer the melting rates. While different approaches have been proposed for modeling melt processes and shown to perform satisfactorily (Hock, 2005), modeling snow accumulation still faces major difficulties (e.g. Dadic et al., 2010).

Permanently monitored glaciers and regularly updated inventories provide authoritative evidence for trends in the climate system on a global scale. First efforts for coordinating periodic observations of glacier changes were promoted at the end of the 19th century by F. G. S. Hall and were concretized in 1894 with the foundation of the International Glaciological Commission. The Commission, presided by F.-A. Forel, was in charge of “studying the variations of the dimensions of the current glaciers, in the different countries” (Forel, 1895) and was the forerunner of today’s World Glacier Monitoring Network (WGMS). The need for a worldwide inventory of perennial snow and ice masses was first considered during the International Hydrological Decade operated by UNESCO during 1965-1975. The International Commission of Snow and Ice (ICSI of the International Association of Hydrological Sciences IAHS) was asked to prepare guidelines on compiling glacier inventory data. These were produced in 1970 (UNESCO/IAHS, 1970) and refined in 1977 (Müller et al., 1977).

In Switzerland, the first systematic glaciological observations were carried out in the 19th century, when F. J. Hugi started his activities known as the glacier campaigns (1827-1831) and J. L. R. Agassiz investigated various processes on Unteraargletscher (Agassiz, 1840). F.-A. Forel was the promoter of the first yearly measurements of the front position of glaciers. These were started in the Canton Valais around 1880, in the context of analyses focusing on floods of Lake Geneva (de Saussure, 1880; Forel, 1892). These early studies can be regarded as the birth of the glacier monitoring programs in Switzerland.

Since then, large efforts have been performed by the Swiss Glacier Monitoring Network in
order to support continuous observations. Most of them have been collected in the *Yearbooks of the Cryospheric Commission of the Swiss Academy of Sciences* (Glaciological Reports, 2008). Recently Huss (2009) carried out a reanalysis of the mass balance data collected through large parts of the 20th century, including the time series of Claridenfirn, which started in 1914 and is the longest continuous mass balance time series worldwide.

The first comprehensive surveys, in which the morphology of the glaciers in Switzerland were assessed accurately, were conducted during 1833-1837 in the context of the compilation of the first official topographic map of Switzerland, the so called Dufourkarte (official name: *Topographische Karte der Schweiz*). The maps were published in 1845-1865 and had a scale of 1:100'000. An important revision of this epoch-making work, was carried out with the compilation of the Siegfriedkarte (official name: *Topographischer Atlas der Schweiz*), which was published during 1870-1926. The new maps had a scale of 1:50’000 in the Alpine regions, including glaciated regions. Jegerlehner (1902) analyzed those maps and gave the first comprehensive overview of the glaciated surfaces in the Swiss Alps. Although the work focused on the snow-line altitude of the glaciated regions, a compilation of morphological characteristics of each individual glacier, stating area, aspect and basic information about the hypsometry, as elevation range and mean altitude, was included. An updated version of these analysis was presented in the framework of the revision of the official maps of Switzerland. The revised Landeskarte der Schweiz, in scale 1:50’000, became the official cartography with the Federal law of 1935 and was at the basis of the glacier inventory presented by the Eidgenössisches Amt für Wasserwirtschaft in 1954. An exhaustive comparison of this data with those of Jegerlehner (1902) was performed by Mercanton (1958). In 1973, an updated glacier inventory for the Swiss Alps was presented by Müller et al. (1976). The work is known as the Swiss Glacier Inventory 1973 (SGI1973). Since then, only one further update has been published, that is the inventory by Paul (2004), which is usually referred to as SGI2000. A revised version of SGI2000, elaborated from data collected in the year 2003 in the framework of the LANDSAT program of the National Aeronautics and Space Administration (NASA), is currently in preparation (Paul, pers. comm. 2010) and is awaited with great interest.

In the last decades, remote-sensed data – meaning data which are acquired with techniques which do not require direct field access, such as aerial photography, satellite imagery or synthetic aperture radar (SAR) – have become an indispensable tool in monitoring programs, since large areas can be evaluated within one single survey. Recently, the Global Climate Observing System (GCOS) has called for the systematic monitoring of glaciers by satellites in support of the United Nations Framework Convention on Climate Change. However, not all variables of interest can be remotely sensed. This applies, for instance, to mass balance as well as to ice-thickness distribution. It is thus not surprising, that, on a global scale, the spatial and temporal resolution of these data is fragmentary (Zemp et al., 2009).

In principle, area, length, surface elevation and flow velocity, can be determined rather easily from surface surveys. Although the data analysis requires some amount of work, the process of data acquisition can rely on established techniques, often based on remote sensing. In contrast, the determination of the ice volume of a glacier and its distribution is by far more laborious and, although airborne-based systems for measuring ice thickness were successfully experimented in the Alps (e.g. at Rhone-, Gorner- or Grosser Aletschglatscher), still requires direct field access. Current ice-thickness measuring techniques, as radio-echo soundings, borehole measurements or seismic-based approaches, provide only discrete measurements which are sparsely distributed in space. Thus, inter- and extrapolation approaches are required in order to provide spatially distributed estimates and considerable uncertainty is introduced in doing so.
CHAPTER 1. INTRODUCTION

The same is true for the determination of the components of the mass balance, i.e. accumulation and ablation. These components are usually determined at selected locations by means of the “glaciological method”, that is by periodically reading stakes drilled into the ice for the ablation, and by carrying out manual snow-depth and -density measurements for the accumulation. This, of course, severely limits the spatial and temporal resolution of such measurements and requires, similarly to the determination of the ice thickness distribution, inter- and extrapolation techniques for getting information distributed homogeneously in space. Conversely, the ice-volume change of a glacier over a longer period corresponds to the “geodetic mass balance” and is easier to determine, as it can be computed by differencing two subsequent Digital Elevation Models (DEMs). Data for ice volume change in Switzerland exist for more than 50 glaciers (Bauder et al., 2007; Huss et al., 2010a,c) and are one of the most important datasets documenting the glacier evolution in the Alps throughout the last century. However, extracting distributed information about the mass-balance components from these data is still an unsolved task.

1.3 Objectives and structure of this thesis

This thesis develops new methods to infer two glacier variables which cannot be easily estimated from remote sensed data and whose ground-based estimation requires a considerable effort in terms of field work: the ice-thickness and the snow accumulation distribution. The performed work has been condensed into three peer-reviewed papers which were successfully published in three different journals (Farinotti et al., 2009a,b, 2010).

The inference of the ice-thickness distribution of a glacier from information derivable from characteristics of the surface topography is addressed first. A method based on glacier mass turnover and principles of ice-flow mechanics, mainly based on information which can be acquired from a surface DEM, is presented and successfully applied to four alpine glaciers in Switzerland for which direct ice-thickness measurements are available. The accuracy of the method is assessed and the potential for an application on a mountain-range scale is shown.

In the second part, the same method is applied for estimating the total ice volume present in the Swiss Alps and to quantify the relative volume loss that occurred during the last decade. The method is applied to every glacier in the Swiss Alps whose surface area is larger than 3 km² and the results are used to calibrate a volume-area scaling relation. Merging the two approaches, the total ice volume present in the Swiss Alps in the year 1999 is estimated to be $74 \pm 9$ km³. An average time series of mass-balance is then used in order to quantify the total volume loss in the last decade. The results indicate that 12% of the ice volume melted in the period 1999-2008 and that about 30% of this volume was lost during the extraordinarily warm summer 2003.

In the last part, a way to infer the snow accumulation distribution combining data collected with terrestrial time-lapse photography and simple modeling is presented. The method, based on an iterative adjustment of the parameters of a simple accumulation model, is developed and tested in a small basin of the central Swiss Alps (Dammagletscher catchment) but is easily applicable to any other region with a seasonally depleting snowcover. It is shown that the achieved accuracy is comparable to an inverse-distance interpolation of direct snow-depth measurements and that topographical parameters have a significant influence on the observed snow accumulation pattern.

The thesis is concluded with a “conclusion and outlook” chapter, in which the potential for further research and enhancement of the presented methods is discussed.
Chapter 2

A method to estimate ice volume and ice-thickness distribution of alpine glaciers


Abstract: Sound knowledge of the ice volume and the ice-thickness distribution of a glacier is essential for many glaciological applications. However, direct measurements of ice thickness are laborious, not feasible everywhere and necessarily restricted to a small number of glaciers. In this paper, we present a method to estimate the ice-thickness distribution and the total ice volume of alpine glaciers. This method is based on glacier mass turnover and principles of ice-flow mechanics. The required input data are the glacier surface topography, the glacier outline and a set of borders delineating different “ice-flow catchments”. Three parameters describe the distribution of the “apparent mass balance”, which is defined as the difference between the glacier surface mass balance and the rate of ice-thickness change, and two parameters the ice-flow dynamics. The method was developed and validated on four alpine glaciers located in Switzerland, for which the bedrock topography is partially known from radio-echo soundings. The ice thickness along 82 cross-profiles can be reproduced with an average deviation of about 25% between the calculated and the measured ice thickness. The cross-sectional areas differ by less than 20% on average. This shows the potential of the method for estimating the ice-thickness distribution of alpine glaciers without the use of direct measurements.
Several characteristics. These include applications of the shallow-ice approximation (Paterson, 1970; Macheret and Zhuravlev, 1982; Chen and Ohmura, 1990a; Bahr et al., 1997). Several attempts have been made to infer the ice-thickness distribution on the basis of surface characteristics. These include applications of the shallow-ice approximation (Paterson, 1970; Haeberli and Hoelzle, 1995), or more complex procedures such as inverse methods based on modelling (Thorsteinsson et al., 2003; Raymond, 2007). The second category has focused mainly on ice sheets and ice streams (Collins, 1968; Gudmundsson et al., 2001).

We present a method for estimating both the overall ice volume and the ice-thickness distribution of alpine glaciers, based on mass turnover and principles of the ice-flow mechanics. The method was developed and validated on four alpine glaciers in Switzerland (Rhonegletscher, Silvrettagletscher, Unteraargletscher and Glacier de Zinal, Fig. 2.1), where ice thickness measurements are available.

![Figure 2.1: Location in Switzerland (map on the right) of the glaciers considered in this study (a-d). Glacier surface elevation is indicated by 100 m contours. Solid lines show profiles for which radio-echo soundings are available. Note that the inset of Silvrettagletscher has been enlarged by a factor of two in relation to other glaciers.](image)

2.1 Introduction

A sound knowledge of the total ice volume and the ice-thickness distribution of a glacier is essential for many glaciological and hydrological applications. The total ice volume defines the amount of water stored by glaciers in a given catchment, and the ice-thickness distribution exerts an influence on the hydrological characteristics of the basin. Studies addressing the impact of climate change on the hydrology of high alpine catchments (e.g. Huss et al., 2008b) and most glacio-dynamical models (e.g. Hubbard et al., 1998) require the ice-thickness distribution as an initial condition.

Measuring the ice-thickness distribution of a glacier and deriving an estimate of its total volume is, however, not an easy task. Current ice-thickness measurement techniques, such as radio-echo sounding or borehole measurements, are expensive, laborious and difficult because of topographical constraints. Moreover, the determination of the ice volume of a glacier cannot be done directly, but is necessarily linked to inter- and extrapolation of direct (point) measurements.

For studies focusing on large samples of glaciers, it is necessary to develop alternative approaches which are based on readily available data sets. At present, the total ice volume of glaciers is often estimated using volume-area scaling relations (Erasov, 1968; Müller et al., 1976; Macheret and Zhuravlev, 1982; Chen and Ohmura, 1990a; Bahr et al., 1997).
2.2. Method

The purpose of our method is to estimate ice-thickness distribution from a given glacier surface topography. According to the principle of mass conservation, the mass-balance distribution should be balanced by the ice flux-divergence and the resulting surface elevation change. The ice thickness can then be inferred from the ice fluxes. The theoretical background is as follows.

Consider a vertical column of ice with length \( dx \) and height \( h \) in a longitudinal glacier profile (Fig. 2.2). If the ice density \( \rho \) is constant and only plane strain is occurring, in the continuum limit of Figure 2.2 the mass conservation equation is of the form:

\[
\frac{\partial h}{\partial t} = b + b' - \frac{\partial q}{\partial x},
\]

(2.1)

where \( \frac{\partial h}{\partial t} \) is the rate of ice-thickness change, \( b \) and \( b' \) the rates of mass gain or loss (mass balance) at the surface and the bed, respectively, and \( q \) the specific mass flux. In most glaciers \( b' \) is small compared to \( b \) [Paterson, 1994]. In a more general, three-dimensional case the mass conservation equation can be written as:

\[
\frac{\partial h}{\partial t} = \dot{b} - \nabla_{xy} \cdot \vec{q},
\]

(2.2)

where \( \nabla_{xy} \cdot \vec{q} \) is the ice flux divergence. Integrating Equation 2.2 over the glacier map domain \( \Omega \) leads to:

\[
\int_{\Omega} \frac{\partial h}{\partial t} \, d\Omega = \int_{\Omega} \dot{b} \, d\Omega,
\]

(2.3)

since one can write (using Gauss’s law):

\[
\int_{\Omega} \nabla_{xy} \cdot \vec{q} \, d\Omega = \int_{\partial \Omega} \vec{q} \, d\vec{n} = 0,
\]

(2.4)

where \( \vec{n} \) is the normal vector to the glacier outline \( \partial \Omega \). In general, for a glacier, the spatial distribution of \( \dot{b} \) and \( \frac{\partial h}{\partial t} \) are unknown and difficult to estimate because of the complex spatial variability. We therefore introduce a new variable \( \tilde{b} \) (m w.e. a\(^{-1}\), the “dot” of the time derivative is omitted to simplify notation), which varies linearly with elevation and satisfies:

\[
\int_{\Omega} \tilde{b} \, d\Omega = \int_{\Omega} \dot{b} \, d\Omega - \int_{\Omega} \frac{\partial h}{\partial t} \, d\Omega = \int_{\Omega} \left( \dot{b} - \frac{\partial h}{\partial t} \right) \, d\Omega = 0.
\]

(2.5)
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The main advantage of estimating $\tilde{b}$ instead of $\dot{b}$ and $\frac{\partial h}{\partial t}$ separately, is that, under the condition in Equation 2.5, the integrated mass conservation equation (Eq. 2.3) is fulfilled without the need for information about the distribution of the surface mass balance and the spatial and temporal variation of the glacier surface elevation. If the given geometry corresponds to steady state, $\tilde{b}$ is the “actual” (i.e. the actual observable) glacier surface mass balance. In the following, $\tilde{b}$ will be referred to as “apparent mass balance”.

The proposed method consists of estimating a distribution of the apparent mass balance, from which an ice flux for defined ice flow lines is computed. The flux is then converted into an ice thickness using an integrated form of Glen’s flow law (Glen, 1955) and interpolated over the entire glacier. The resulting ice-thickness distribution is adjusted with a factor that accounts for the local surface slope. The result is an estimate of the ice-thickness distribution of the considered glacier.

The required inputs are (1) a digital elevation model (DEM) of the region; (2) a corresponding glacier outline; (3) a set of ice flowlines which determine the main ice-flow paths through the glacier; (4) a set of borders that confine the “ice-flow catchments” of the defined ice flowlines (Fig. 2.3); (5) three parameters defining the distribution of the apparent mass balance; and (6) two parameters describing the ice-flow dynamics.

Alpine valley glaciers are often composed of distinct branches flowing together into a main stream (see e.g. Fig. 2.1a and c). In this case, a division into different units, here called “ice-flow catchments”, is necessary in order to represent the ice-flow dynamics. These catchments are digitized using topographic maps, aerial photographs or DEMs, tracking moraines or other geomorphological structures. The ice flowlines mainly correspond to the center of the ice-flow catchments.

The following assumptions are made: (1) the apparent mass-balance distribution can be described using two vertical mass-balance gradients: $\frac{db}{dz}_{\text{acc}}$ for the accumulation area and $\frac{db}{dz}_{\text{abl}}$ for the ablation area, and an equilibrium line altitude (ELA); (2) debris coverage reduces the apparent mass balance at a given location by a fixed percentage $f_{\text{debris}}$ (Schuler et al., 2002); and (3) the glacier flow dynamics can be described by Glen’s (1955) flow law.

The vertical mass balance gradients $\frac{db}{dz}_{\text{acc/abl}}$ refer to the apparent mass balance $\tilde{b}$ and therefore do not necessarily correspond to the gradients of the actual mass balance. Glen’s flow law is parametrized with the flow rate factor $A$, the exponent $n$ and a correction factor $C$, which accounts for the valley shape (in analogy to the shape factor introduced by Nye, 1965), the basal sliding and the error arising from the approximation of the specific ice volume flux at the profile center.

The method can be subdivided into seven steps:

A) Using the given glacier surface topography and the defined vertical mass-balance gradients, the apparent mass-balance distribution is calculated for each ice-flow catchment. Starting with an estimated ELA $z_0$, the corresponding apparent mass balance $\tilde{b}_i$ for every grid cell $i$ of elevation $z_i$ is calculated using:

$$\tilde{b}_i = \left\{ \begin{array}{ll} (z_i - z_0) \cdot \frac{db}{dz}_{\text{abl}} \cdot f_{\text{debris}} & \text{if } z_i \leq z_0 \\
(z_i - z_0) \cdot \frac{db}{dz}_{\text{acc}} \cdot f_{\text{debris}} & \text{if } z_i > z_0 \end{array} \right.$$  \hspace{1cm} (2.6)

with $f_{\text{debris}} = 1$ if the cell $i$ is not debris-covered. The estimated ELA $z_0$ is then varied iteratively, until the condition of Equation 2.5 is met. The ELA which satisfies this criterion is an “apparent ELA” $\tilde{z}_0$, which does not necessarily correspond to the actual ELA. The procedure is repeated for every ice-flow catchment.
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B) With the apparent mass-balance distribution calculated in (A), the ice volume flux at each point of the ice flowlines is determined. This is done by cumulating the apparent mass balance $b_i$ of every grid cell $i$ of the area that contributes to the ice volume flux at the considered point. The contributing area is approximated with the area located upstream of a line perpendicular to the ice flow line at the considered point (Fig. 2.3a).

C) The ice volume flux calculated in (B) is normalized with the local glacier width relevant for the ice discharge (here called “ice-discharge effective width”) in order to obtain the mean specific ice volume flux $q_i$. The ice-discharge effective width is determined along cross-sections perpendicular to the ice flow lines and is based on the surrounding topography (Fig. 2.3b). The local glacier width, determined by the intersection of the perpendicular line and the glacier outline, is therefore reduced to the width for which the slope of the ice surface does not exceed a given threshold $\alpha_{lim}$. The error due to the approximation of the specific ice volume flux at the center of the cross profile ($q_{center}$) with the mean specific ice volume flux over the cross-profile ($\overline{q}$) is accounted for in the correction factor $C$.

D) When laminar flow is assumed in a parallel-sided slab glacier model [Paterson, 1994], the flow relation by Glen (1955) can be integrated and solved for the ice thickness. The ice thickness $h_i$ at any point of the flow line with a mean specific ice volume flux $\overline{q}_i$ can then be calculated with the equation:

$$h_i = n^{\frac{2}{n+2}} \frac{\overline{q}_i}{2A} \frac{n+2}{(C\rho g \sin \alpha)^n}.$$  (2.7)

The contribution of basal sliding to the total flow speed is accounted for in the correction factor $C$. $\rho$ is the ice density, $g$ the acceleration of gravity and $\overline{\alpha}$ the mean surface slope along the considered ice flow line. In the following, the flow rate factor $A$ is taken from the literature. Its uncertainties are transferred into parameter $C$. If ice-thickness measurements are available, the correction factor $C$ can be calibrated. Otherwise, an estimation is required.

E) The ice thickness calculated in (D) is used as input for a spatial interpolation. The glacier outline is used as a boundary condition with zero ice thickness. The interpolation routine uses an inverse distance averaging technique, weighting the individual interpolation nodes with the inverse of the squared distance from the considered point.

F) To include the effect of the local surface slope $\alpha$ on the ice thickness, the ice thickness interpolated in (E) is multiplied by a factor proportional to $(\sin \alpha)^{\frac{n}{n+2}}$ at every grid cell. The factor is derived from Equation (2.7). The local surface slope is determined from a smoothed ice surface and is filtered with a lower slope limit $\alpha_0$ to prevent an overestimation of ice thicknesses in very flat zones (as the factor tends to infinity when $\alpha$ goes to zero). The factor is normalized in order to preserve the previously calculated total ice volume.

G) Finally, the calculated ice thickness is smoothed with a two-dimensional discrete Gaussian filter of constant extension.
Figure 2.3: Determination of (a) the area contributing to the ice volume flux at a given point of an ice flowline, and (b) the ice-discharge effective width. Thin solid lines in (a) show the boundaries of the ice-flow catchments. The section p-p’ is perpendicular to the ice flow line (dashed) at the considered location (dot). The ice-discharge effective width (boundaries marked by crosses) is determined using the glacier surface slope as a criterion, i.e. the boundaries are set where the slope exceeds a given threshold $\alpha_{lim}$. The example refers to the northern tributary of Unteraargletscher.

The result is an estimate of the ice-thickness distribution of the entire glacier, which defines the overall ice volume. The bedrock topography can be calculated by subtracting the local ice thickness from the given glacier surface. A glacier surface smoothing is necessary to avoid the reproduction of small topographic surface features in the underlying bedrock.

### 2.3 Field data

The method is applied to four alpine glaciers located in Switzerland (Fig. 2.1). The selected glaciers comprise different glacier types. Unteraargletscher and Rhonegletscher are large valley glaciers. The former is divided into three main branches flowing together, and the latter has a compact geometry. Glacier de Zinal is a highly branched valley glacier of medium size and Silvrettagletscher is a small and compact mountain glacier. The ice-thickness distributions of the four glaciers are known along several cross-profiles from radio-echo soundings (Fig 2.1). The glacier surface topography is given by DEMs and glacier outlines for different years. The methods used for data acquisition are described by Bauder et al. (2003) and Bauder et al. (2007). The spatial resolution of the DEMs is 25 m for all glaciers. The available datasets are summarized in Table 2.1.

Unteraargletscher was chosen for the validation because of the large number of datasets available. These include radio-echo sounding ice-thickness measurements (Funk et al., 1994; Bauder et al., 2003), annual surface ice-flow speed measurements from 1924 to 2005 on cross-profiles in the ablation area (Flotron, 2007), and annual ice volume fluxes across profiles in the ablation area determined from surface velocity data (Huss et al., 2007).

### 2.4 Results

The method was applied to Rhonegletscher, Glacier de Zinal and Silvrettagletscher in order to calibrate the input parameters and to determine the sensitivity of the output with respect to the calibrated parameters. A validation was performed on Unteraargletscher.
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Table 2.1: Available data sets. Profiles (number of profiles with ice-thickness measurements); measurements (years in which the radio-echo sounding measurements were performed) and DEMs (years for which surface topography and glacier outlines are used).

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Profiles</th>
<th>Measurements</th>
<th>DEMs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>13</td>
<td>2003</td>
<td>1929, '80, '91, 2000</td>
</tr>
<tr>
<td>Silvretta</td>
<td>9</td>
<td>2007</td>
<td>2007</td>
</tr>
<tr>
<td>Zinal</td>
<td>12</td>
<td>2006, '07</td>
<td>2006</td>
</tr>
</tbody>
</table>

Table 2.2: Parameter values and units.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate factor</td>
<td>$A$</td>
<td>$2.4 \cdot 10^{-15}$</td>
<td>(kPa)$^{-1}$s</td>
</tr>
<tr>
<td>$\frac{\Delta b}{d\bar{z}}$ accumulation zone</td>
<td>$\frac{\partial b}{\partial zacc}$</td>
<td>$0.5 \cdot 10^{-2}$</td>
<td>a$^{-1}$</td>
</tr>
<tr>
<td>$\frac{\Delta b}{d\bar{z}}$ ablation zone</td>
<td>$\frac{\partial b}{\partial zabl}$</td>
<td>$0.9 \cdot 10^{-2}$</td>
<td>a$^{-1}$</td>
</tr>
<tr>
<td>Debris reduction factor</td>
<td>$f_{\text{debris}}$</td>
<td>0.5</td>
<td>–</td>
</tr>
</tbody>
</table>

For the sake of simplicity, the same values for the vertical mass-balance gradients $\frac{\Delta b}{d\bar{z}}_{\text{acc/abl}}$, the debris coverage reduction factor $f_{\text{debris}}$ and the parameters of Glen’s flow law $A$ and $n$ were used for all glaciers (Table 2.2). The only glacier-specific parameter is the correction factor $C$ (Table 2.3).

The flow rate factor $A$ was set to the value determined for alpine glaciers in previous studies (Hubbard et al., 1998; Gudmundsson, 1999). This value, obtained by fitting measured ice surface velocities to results of ice-flow models, is smaller by a factor of about two than that resulting from laboratory experiments (e.g. Paterson, 1994). For Rhonegletscher, Glacier de Zinal and Silvrettagletscher, the correction factor $C$ was calibrated by fitting the calculated ice thicknesses to the radio-echo sounding measurements. For the validation on Unteraargletscher, $C$ was set to the mean value calibrated for the considered valley glaciers, i.e. Rhonegletscher and Glacier de Zinal. The flow law exponent is $n = 3$. The values chosen for $\frac{\Delta b}{d\bar{z}}_{\text{acc/abl}}$ and $f_{\text{debris}}$ are based on mass balance studies on the considered glaciers (Huss et al., 2007, 2008a). As an approximation, we assumed that the gradients of the apparent mass balance $\frac{\Delta b}{d\bar{z}}_{\text{acc/abl}}$ correspond to the gradients of the actual mass balance. The ice density was assumed to be $\rho = 900$ kg m$^{-3}$ for all glaciers. The threshold slope $\alpha_{\text{lim}}$, which defines the ice-discharge effective width, and the lower slope limit used for the surface slope filtering, were determined empirically and set at $\alpha_{\text{lim}} = 20^\circ$ and $\alpha_0 = 5^\circ$, respectively. For Rhonegletscher, Glacier de Zinal and Silvrettagletscher the mean absolute deviation between calculated and measured ice thicknesses is 26 m (corresponding to 19% of the measured ice thickness, standard error of estimate $SEE = 36$ m) (Fig. 2.4b). The mean absolute deviation between calculated and measured cross section area is $1.6 \times 10^4$ m$^2$ (15%, $SEE = 2.3 \times 10^4$ m$^2$) (Fig. 2.4b). The sum of

Table 2.3: Glacier-specific values of the dimensionless correction factor $C$.

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Rhone</th>
<th>Silvretta</th>
<th>Unteraar</th>
<th>Zinal</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C$</td>
<td>0.45</td>
<td>0.80</td>
<td>0.65</td>
<td>0.85</td>
</tr>
</tbody>
</table>
Figure 2.4: Comparison of calculated and measured (a) ice thickness $h$ and (b) cross-sectional area $A$. For better visualization, the cross-sectional area is normalized with the mean measured area $A_N$. The statistics on bottom right refer to the whole ensemble of points. $n$: number of points, $avg\ dev$: average deviation, $SEE$: standard error of estimate.

Table 2.4: Key parameters for the four analyzed glaciers resulting from the method application. $V_{Bahr}$ is the total ice volume determined using the volume-area scaling relation of Bahr et al. (1997).

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Area (km$^2$)</th>
<th>Volume (km$^3$)</th>
<th>$\bar{h}$ (m)</th>
<th>$h_{max}$ (m)</th>
<th>$V_{Bahr}$ (km$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>2000</td>
<td>15.12</td>
<td>1.97</td>
<td>130</td>
<td>345</td>
<td>1.33</td>
</tr>
<tr>
<td>Silvretta</td>
<td>2007</td>
<td>2.81</td>
<td>0.17</td>
<td>60</td>
<td>121</td>
<td>0.13</td>
</tr>
<tr>
<td>Unteraar</td>
<td>2003</td>
<td>22.71</td>
<td>4.00</td>
<td>176</td>
<td>369</td>
<td>2.31</td>
</tr>
<tr>
<td>Zinal</td>
<td>2006</td>
<td>13.41</td>
<td>0.82</td>
<td>61</td>
<td>174</td>
<td>1.13</td>
</tr>
</tbody>
</table>

all calculated cross section areas deviates by 3% from the sum of the measured cross section areas. On Unteraargletscher, used for validation, the absolute mean deviation between calculated and measured ice thickness is 39 m (20%, $SEE = 50$ m) (Fig. 2.5a). The absolute mean deviation between the calculated and the measured cross-sectional area is $2.6 \times 10^4$ m$^2$ (17%, $SEE = 3.3 \times 10^4$ m$^2$) (Fig. 2.5b). The deviation of the sum of all cross-sectional areas amounts to 6%.

Table 2.4 lists the key parameters of the four analyzed glaciers. The ice volume determined using a volume-area scaling relation [Bahr et al., 1997] is reported for comparison purposes. Except for the highly branched Glacier de Zinal, the ice volume determined using the volume-area scaling relation is smaller than the volume calculated by our method (~37% on average). Numerical values characterizing the deviation between calculated and measured ice thicknesses for the individual glaciers are listed in Table 2.5. Figures 2.6, 2.9 depict the calculated ice-thickness distribution; comparisons between calculated and measured bedrock topography along selected profiles are also.

The comprehensive data set available for Unteraargletscher allows two more aspects of the results to be validated. In the following, the ice volume fluxes and the surface flow velocities resulting from the presented method are compared with measurements and results of earlier studies.

Using the surface flow-speed measurements of Flotron (2007) and the ice-thickness distribution known from radio-echo soundings, Huss et al. (2007) calculated an annual ice volume flux (here referred to as “observed” ice volume flux) for different cross-profiles in the ablation
2.4. RESULTS

Table 2.5: Comparison between measured and calculated ice thickness and cross-sectional area. $|\Delta h|$ : average absolute deviation between measured and calculated ice thickness, $SEE_h$: standard error of estimate of $|\Delta h|$, $|\Delta A|$ : average absolute deviation between measured and calculated cross section area, $SEE_A$: standard error of estimate of $|\Delta A|$.  

| Glacier  | $|\Delta h|$ (m) | $SEE_h$ (m) | $|\Delta A|$ $(10^4 \text{ m}^2)$ (m) | $SEE_A$ $(10^4 \text{ m}^2)$
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rhone</td>
<td>36</td>
<td>27.8</td>
<td>45</td>
<td>2.8</td>
</tr>
<tr>
<td>Silvretta</td>
<td>16</td>
<td>24.9</td>
<td>19</td>
<td>0.5</td>
</tr>
<tr>
<td>Unteraar</td>
<td>39</td>
<td>20.2</td>
<td>50</td>
<td>2.6</td>
</tr>
<tr>
<td>Zinal</td>
<td>22</td>
<td>19.8</td>
<td>28</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 2.5: Comparison of calculated and measured (a) ice thickness $h$ and (b) cross section area $A$ for Unteraargletscher. $n$: number of points, $avg \; dev$: average deviation, $SEE$: standard error of estimate.
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Figure 2.6: Calculated ice-thickness distribution of Rhonegletscher. The insets (a-g) show the marked cross-sections; all have the same vertical exaggeration.

Figure 2.7: Calculated ice-thickness distribution of Glacier de Zinal. The insets (a-h) show the marked cross-sections; all have the same vertical exaggeration.
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Figure 2.8: Calculated ice-thickness distribution of Silvrettagletscher. The insets (a-f) show the marked cross-sections; all have the same vertical exaggeration.

Figure 2.9: Calculated and measured ice thickness distribution of Unteraargletscher. The insets (a-h) show the marked cross-sections. All have the same vertical exaggeration. Ice-flow velocity measurements are available for the gray dashed profiles with numbers.
Figure 2.10: Comparison of (a) calculated and observed ice volume fluxes $Q_{\text{ice}}$ and (b) calculated and measured surface ice-flow velocities $v_{\text{surf}}$ for the four cross-profiles labelled with numbers in Figure 2.9. Observed ice volume fluxes represent mean values for the 1989 to 1998 period (bars corresponding to two standard deviations); measured ice flow velocities at surface refer to the year 2001.

area. The flux was determined by integrating the flow-speed field resulting from up to 30 surface velocity measurements per profile. The vertical distribution of the horizontal flow speed was calculated from measured surface velocities with an assumption of simple shearing (Paterson, 1994). These results are compared with the ice volume flux resulting from our method. The latter is determined by adding up the ice volume fluxes of the individual ice flowlines at the location where the flow lines are crossing the considered profile.

The observed ice volume flux can be reproduced within a factor of 1.3 for four cross-sections located at the tongue of Unteraargletscher (Fig. 2.9). The mean deviation between observed and calculated ice volume flux is $1.3 \times 10^6$ m$^3$ a$^{-1}$ ($SEE = 2.6 \times 10^6$ m$^3$ a$^{-1}$) and is almost constant for the individual profiles (Fig. 2.10b).

For the same cross sections considered above, an ice-flow velocity distribution was calculated using a model described in Sugiyama et al. (2007). The model calculates the horizontal flow-speed field along a given cross-section by solving the equations for balance of shear stress and Glen’s flow law. Basal sliding is introduced by a linear relation between the sliding speed and the shear stress acting on the bed (Weertman, 1964; Lliboutry, 1979). The relation is given by the so-called “sliding coefficient”. The glacier bedrock calculated with the presented method and the glacier surface topography were used as the boundary condition. For the flow rate factor $A$, the same value was chosen as in the calculation of the ice-thickness distribution (Table 2.2). The surface slope of each profile was derived from the DEM. The sliding coefficient was supposed to be constant across one single profile but was adjusted for each in a range of 30 to 90 m (a MPa$^{-1}$) in order to match the respective maximum surface velocity. This leads to a basal sliding that accounts for 15 to 35% of the observed surface speed, which is slightly less than found by Gudmundsson et al. (1999) and Helbing (2005) by inclinometer measurements. The ice-flow velocities at the surface calculated using the model were then compared with the surface velocity measurements (Fig 2.10b). The average deviation is 2.2 m a$^{-1}$ ($SEE = 3.7$ m a$^{-1}$).
2.5 Discussion

The accuracy of the method in estimating ice thicknesses is assessed by comparing calculated and measured quantities for Unteraargletscher, which was used for validation without tuning of the parameters. The accuracy of the ice-thickness estimation is, thus, about 20%, which corresponds to less than 40 m for this glacier. The cross section areas are estimated within 17%. The estimated accuracy is a measure for the resolution of the calculated glacier bedrock topographies. Bedrock features smaller than the estimated accuracy cannot be resolved and should not be further interpreted. This may partially limit the use of the results for applications where the resolution of small-scale features is required (e.g., 3D ice flow modelling of basal processes). In such a case, an assessment of the sensitivity with respect to the input bedrock geometry is recommended.

Our method is based on the determination of the ice volume fluxes of a glacier. The apparent mass balance \( \dot{b} \), defined at any point as the difference between the surface mass balance \( \dot{b} \) and the rate of thickness change \( \frac{\partial h}{\partial t} \), is introduced in order to account for mass conservation. The main advantage of estimating \( \dot{b} \), and not \( \dot{b} \) and \( \frac{\partial h}{\partial t} \) separately, is that the glacier-wide average of \( \dot{b} \) is zero by definition (Eq. 2.5) and no steady-state assumption is therefore required. This is in contrast to other methods, such as volume-area scaling, that have an inherent steady-state assumption. An unique relationship between volume and area is only possible with glaciers in steady state. This assumption is often violated in today’s climate with many glaciers out of equilibrium.

The distribution of \( \dot{b} \) is described by two parameters, \( \frac{\partial b}{\partial z_{\text{acc}}} \) and \( \frac{\partial b}{\partial z_{\text{abl}}} \), defining the vertical gradient of \( \dot{b} \) in the ablation and the accumulation zone, respectively. In general, the gradients \( \frac{\partial b}{\partial z} \) do not correspond to the gradients of the actual mass balance \( \frac{\partial h}{\partial z} \). A correspondence of the two is given only if the rate of ice thickness change \( \frac{\partial h}{\partial t} \) is zero everywhere i.e. the glacier is in steady state. Thus, \( \frac{\partial b}{\partial z} \) is a good approximation of \( \frac{\partial h}{\partial z} \) when \( \frac{\partial h}{\partial t} \) is small. According to Johannesson et al. (1989), \( \frac{\partial h}{\partial t} \) is highest at the glacier tongue and becomes rapidly smaller as the distance from the tongue increases. Thus, in the accumulation zone, the approximation of \( \frac{\partial b}{\partial z} \) with \( \frac{\partial h}{\partial z} \) is justified in most cases and one can write \( \frac{\partial b}{\partial z_{\text{acc}}} \approx \frac{\partial b}{\partial z_{\text{acc}}} \). A larger difference is expected between \( \frac{\partial b}{\partial z_{\text{abl}}} \) and \( \frac{\partial b}{\partial z_{\text{abl}}} \). The difference increases as the glacier is further out of equilibrium. In the ablation zone, \( \frac{\partial b}{\partial z_{\text{abl}}} \) is expected to be steeper than \( \frac{\partial b}{\partial z_{\text{abl}}} \). Figure 2.11 illustrates the result of the parametrization of \( \dot{b} \) with \( \frac{\partial b}{\partial z_{\text{acc}}} \) for the case of Rhonegletscher in the period 1991-2000. The distribution of the mass balance \( \dot{b} \) with altitude was calculated based on direct measurements and a distributed mass-balance model (Huss et al., 2008a). The rate of thickness change \( \frac{\partial h}{\partial t} \) was determined by differencing the DEMs of the years 1991 and 2000. Despite of the approximation of \( \frac{\partial b}{\partial z_{\text{abl}}} \) with \( \frac{\partial b}{\partial z_{\text{abl}}} \), the difference \( \dot{b} - \frac{\partial b}{\partial t} \) and the estimated apparent mass balance \( \dot{b} \) agree well in both, the accumulation and the ablation zone (Fig. 2.11b). Thus, in this case, the approximation \( \frac{\partial b}{\partial z_{\text{abl}}} \approx \frac{\partial b}{\partial z_{\text{abl}}} \) is justified. The sensitivity of the present method with respect to the input surface topography was tested for Rhonegletscher. Bedrock topographies were calculated based on the surface topographies of the years 1929, 1980, 1991 and 2000. The comparison of the results showed that the difference between two bedrock topographies become larger as the time lag between the two considered input geometries increases. The mean specific net balance in the previous 20 years \( \dot{b}_{\text{20}} \) is considered an indicator for how far the considered glacier geometry is from a steady state. Figure 2.12 shows the bedrock calculated for Rhonegletscher with the surface topogra-
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Figure 2.11: Altitudinal distribution of (a) modelled mass balance $\dot{b}$, observed rate of ice-thickness change $\frac{\partial h}{\partial t}$ (Huss et al., 2008a) and estimated apparent mass balance $\tilde{b}$ and (b) difference $\dot{b} - \frac{\partial h}{\partial t}$ and estimated $\tilde{b}$ for Rhonegletscher. The elevation range is normalized. Values are means over the period 1991-2000 and expressed in m w.e. a$^{-1}$.

The bedrock topographies for the years 2000 ($b_{n,20} = -0.59$ m w.e. a$^{-1}$) and 1929 (+0.16 m w.e. a$^{-1}$) (Huss et al., 2008a). The mean deviation between the two bedrock topographies is +22 m, indicating that the bedrock calculated with the surface topography of the year 2000 has a higher average elevation. The mean deviation is smaller than the estimated accuracy. The largest differences occur in the ablation area (Fig. 2.12). This was expected due to the approximation of $\frac{\partial \dot{b}}{\partial z}$ with $\frac{\partial \dot{b}}{\partial z}$. The sensitivity of the method with respect to the input parameters was tested on Rhonegletscher and Glacier de Zinal. The sensitivity is quantified in terms of relative change in the mean ice thickness for all parameters. For the mass balance gradients, the sensitivity is also expressed in terms of relative change in the calculated apparent ELA.

The flow rate factor $A$ and the correction factor $C$ are the most sensitive parameters affecting the calculated mean ice thickness (Fig. 2.13a). On average, a variation in $C$ of 0.1 leads to a variation of 9% in the mean ice thickness. The parameters $C$ and $A$ are not independent of each other (Eq. 2.7). An increase in $A$ by a factor two is equivalent to a decrease in $C$ by 20%, and it reduces the mean ice thickness by 18% (Fig. 2.13b). The sensitivity of the two parameters diminish slightly towards larger values of $A$ and $C$ and are glacier-independent.

The sensitivity on the flow rate factor $A$ and the correction factor $C$ are intrinsic to the approach. Since uncertainties in $A$ can be transferred to $C$, the flow rate factor $A$ is set to values reported in the literature (e.g. Hubbard et al., 1998; Gudmundsson, 1999). The determination of $C$ is more difficult, as it accounts for different approximations and uncertainties. These are: (1) the approximation of the shear stress distribution by a linear relation (Nye, 1965); (2) the approximation of the specific ice volume flux at the center of the profile $q_{\text{center}}$ with the mean ice volume flux across the profile $\overline{q}$; (3) the influence of the basal sliding, assuming a linear relation with the deformation velocity (e.g. Gudmundsson, 1999); and (4) the uncertainties in the flow rate factor $A$.

Considering only approximation (1), the correction factor $C$ depends on the shape of the cross-section only. In this case $C$ assumes values between 0 (channel of infinite depth) and 1 (channel of infinite width) (Nye, 1965). For approximation (2), one can show that in the case of a channel with cylindrical shape, the approximation of $q_{\text{center}}$ with $\overline{q}$ increases $C$ by less than 10%. With approximation (3), a doubling of the surface speed velocity due to increased basal sliding, would require an increase in $C$ by 25%. An uncertainty in $A$ (approximation (4)) by a
2.5. DISCUSSION

Figure 2.12: Comparison of the glacier bedrock along the central flowline of Rhonegletscher calculated using two different input geometries: (a) glacier extent for the years 2000 (black) and 1929 (gray) and central flowline (dashed); (b) distribution of the deviation between the two calculated bedrocks in the domain covered by both (24’024 grid cells, 15.0 km²). The mean deviation (22.4 m) is marked by the black dot-dashed line, the range of two standard deviations (± 27.1 m) by the gray dashed lines.

factor 2 results in an uncertainty in C of about 20%. For cross-sections which have a greater width than depth, C is expected to assume values between 0.4 and 1.0. For glaciers with some field data, the correction factor C can be calibrated. However, for glaciers with no a priori information, an estimation is necessary. Since C depends on the shape of the cross-section, one approach to estimate C is to consider glaciers for which similar bedrock shapes are expected. For Unteraargletscher, C was set to the mean value calibrated for similar valley glaciers, i.e., Rhonegletscher and Glacier de Zinal.

The sensitivity of the mean ice thickness with respect to changes in the gradients of the apparent mass balance and the calculated apparent ELA $\tilde{z}_0$ (Fig. 2.13b) is glacier-dependent. A change in $\tilde{z}_0$ has stronger effects for highly branched glaciers (e.g. Glacier de Zinal, Fig. 2.1a) than for glaciers with compact geometry (e.g. Rhonegletscher, Fig. 2.1b). This is due to the different distribution of area and volume, with branched glaciers having a larger area-to-volume ratio than glaciers with compact geometry. The difference between the mass balance gradients for the ablation and the accumulation area leads to a different sensitivity of the mean ice thickness for an increase or a decrease in the apparent ELA. The sensitivity of $\tilde{z}_0$ with respect to the gradients of the apparent mass balance is almost linear. The method is less sensitive to changes in the mass-balance gradients compared to the parameters of Glen’s flow law. For the considered glaciers, identical gradients were assumed. This may not be realistic, but is a practical approach that diminishes the degrees of freedom. For an application of the method to glaciers in different climatic regions (e.g. maritime glaciers with high mass turnover or continental glaciers) additional input data (e.g. mass-balance measurements and rates of ice-thickness change) to determine the model parameters may be required. The comparison of calculated and measured ice thicknesses is the most direct way to validate the result. The validation with other types of data, such as flow-speed or ice volume flux measurements, is more complicated, since additional assumptions are required. The comparison between calculated and measured ice-flow velocities requires assumptions about unknown processes such as basal motion. Therefore, it provides only a plausibility check of the calculated glacier bedrock while indicating whether
2.6 Conclusions

A method to estimate the ice-thickness distribution and the total ice volume of alpine glaciers from surface topography was presented. The accuracy inferred from point-to-point comparison of calculated and measured ice thickness is about 25%. Individual cross section areas can be reproduced within 20%.

The method is robust with respect to the chosen input geometry, and relatively insensitive with respect to the parameters describing the apparent glacier mass balance. The sensitivity of
the method is higher for the flow rate factor $A$ and the correction factor $C$. $C$ can be calibrated when measurements of the ice thickness or the ice-flow velocities are available; otherwise it has to be estimated. An estimate of $C$ can be derived from the glacier type and geometry, since $C$ is influenced by the bedrock shape. At present, the data base of ice-thickness measurements available for estimating $C$ is still small and need to be expanded.

The analysis performed on four Swiss glaciers shows that the method is well suited to estimate the bedrock topography for glaciers where no direct measurements are available. The application of the method to different glaciers may require additional input data in order to correctly adjust the parameters describing the glacier mass turnover. The method is well suited to estimate the total ice volume of individual glaciers or small mountain ranges. The potential for analysis on a larger scale (e.g. questions related to sea level rise) is limited by the required (manual) digitization effort (glacier boundaries, flow lines and ice-flow catchments). For such analysis, the scaling approach may remain the only viable method \cite{Raper2005}. In this regard, the presented method can be very valuable to enlarge the data basis that such scaling relations are based on.
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Chapter 3

An estimate of the glacier ice volume in the Swiss Alps


**ABSTRACT:** Changes in glacier volume are important for questions linked to sea-level rise, water resource management and tourism industry. With the ongoing climate warming, the retreat of mountain glaciers is a major concern. Predictions of glacier changes, necessarily need the present ice volume as initial condition, and for transient modelling, the ice thickness distribution has to be known. In this paper, a method based on mass conservation and principles of ice flow dynamics is applied to 62 glaciers located in the Swiss Alps for estimating their ice thickness distribution. All available direct ice thickness measurements are integrated. The ice volumes are referenced to the year 1999 by means of a mass balance time series. The results are used to calibrate a volume-area scaling relation, and the coefficients obtained show good agreement with values reported in the literature. We estimate the total ice volume present in the Swiss Alps in the year 1999 to be $74 \pm 9 \text{ km}^3$. About 12% of this volume was lost between 1999 and 2008, whereas the extraordinarily warm summer 2003 caused a volume loss of about 3.5%.
3.1 Introduction

Glaciers are characteristic features of mountain environments and play an important role in various aspects. They are a key element of the water cycle of alpine catchments as they store water as snow and ice on many different time scales (Jansson et al., 2003), have a large contribution to the current rate of sea-level rise (e.g. Arendt et al., 2002; Raper and Braithwaite, 2006), and epitomize the “untouched environment”, thus being precious for tourism industry. Warming of the climate system is unequivocal (Solomon and others, 2007) and for the Swiss Alps, a further temperature increase of 1.8\( ^\circ \)C in winter and 2.7\( ^\circ \)C in summer has been projected until the year 2050 (Frei, 2007). This causes major concern about the (partial) disappearance of alpine glaciers (e.g. Zemp et al., 2006; Huss et al., 2008b).

When assessing future glacier retreat, the current ice volume is the most important initial condition. In general, this information is available for a small number of glaciers only and is linked with major uncertainties. For transient glacier modelling, supplementary information about the ice thickness distribution is required. Obtaining this information is difficult, as direct measurement techniques, such as radio-echo soundings or borehole measurements, are laborious, necessarily restricted to a limited area, and the spatial inter- and extrapolation of the field data may lead to large uncertainties. For glaciers without direct ice thickness measurements, the total ice volume is often estimated with empirical relations between glacier area and volume (e.g. Erasov, 1968; Bahr et al., 1997) or glacier area and mean ice thickness (e.g. Müller et al., 1976).

The glacier retreat in the Swiss Alps since the end of the Little Ice Age (around 1850) is well documented (e.g. Müller et al., 1976; Maisch et al., 2000; Glaciological Reports, 2008), and several studies provide projections for its future evolution (e.g. Schneeberger et al., 2003; Huss et al., 2007). Estimates of the total ice volume in the Swiss Alps, however, are scarce and based on the Swiss Glacier Inventory 1973 (SGI1973) by Müller et al. (1976) exclusively. Using two different empirical relations between glacier area and mean ice thickness, Müller et al. (1976) and Maisch et al. (2000) estimated the total ice volume of the Swiss Alps in 1973 to be 67 km\(^3\) and 74 km\(^3\), respectively.

A few more estimates exist for the total ice volume of the entire (not only the Swiss) Alps. Haebeli and Hoelzle (1995) applied a parametrization scheme based on vertical glacier extent, glacier length and glacier area to estimate the total ice volume around 1970 to be about 130 km\(^3\). Putting this value into context with the Swiss ice volume is not straightforward, since the size distribution of glaciers in the European Alps is different from that one in the Swiss Alps.

Recently, Farinotti et al. (2009b) proposed a method based on mass conservation and principles of ice flow dynamics to estimate the ice thickness distribution of alpine glaciers from surface topography. In the current paper, we apply this method (here referred to as ITEM for Ice Thickness Estimation Method) and present an updated estimate of the total glacier ice volume of the Swiss Alps referenced to the year 1999. All available direct ice thickness measurements are integrated, none of them available for any of the previously mentioned studies addressing the ice volume in the Alps. Particular attention is focussed on assessing the uncertainty in the results. The volume estimation is carried out by applying (1) ITEM to all glaciers of the Swiss Alps with a surface area larger than 3 km\(^2\) (59 glaciers in 1999) and some smaller selected glaciers for which ice thickness measurements are available (3 glaciers), and (2) an empirical volume-area scaling relation as proposed by Bahr et al. (1997) to glaciers smaller than 3 km\(^2\). The sample of glaciers analyzed using ITEM covers 67 % of the total glacierized area. For these glaciers a complete glacier bedrock topography is generated on a 25 m grid, which,
3.2 Data

The most recent glacier inventory for Switzerland is the Swiss Glacier Inventory 2000 (SGI2000) by Paul (2004). SGI2000 was created from multi-spectral satellite imagery using geographic information system technology in combination with digital elevation models (DEMs). The data refer to the years 1998-1999 and are available in the GLIMS Glacier Database (www.glims.org). The detection of the glaciers contained in SGI2000 was performed with a semi-automatic procedure. This affects the accuracy of the glacier outlines in some cases (Paul, pers. comm., 2008). In order to verify the reliability of the SGI2000-data, a cross check with SGI1973 was performed, deciding for each individual glacier on the plausibility of the outline. Glaciers with evident discrepancies to SGI1973 or obviously missing in SGI2000 were manually re-digitized from the most recent topographic maps of the Swiss Federal Office of Topography (Swisstopo) with a scale of 1:25000 (Landeskarten 1:25 000). The re-digitization procedure was necessary for 40 glaciers. Since the definition of 'glacier' becomes somewhat loose for very small ice fields, glacierized areas smaller than 0.001 km$^2$ were not considered. With the revised inventory, the total glacierized area in Switzerland in 1999 is estimated to be 1063 ± 10 km$^2$.

High resolution DEMs obtained from airborne imagery are available for 18 glaciers (Bauder et al., 2007). Outlines for these glaciers were digitized from the aerial photographs. For additional 44 glaciers DEMs are taken from the Swisstopo product DHM25. For consistency with this data source, outlines are digitized from the corresponding topographic maps of Swisstopo with a scale of 1:25 000. All DEMs have a grid size of 25 m. Radio-echo soundings of the ice thickness are available for 11 glaciers. The data were acquired using the methods described in Bauder et al. (2003). In individual cases, additional information from earlier studies about the ice thickness was available. The data sets used are summarized in Table 3.1. In order to reference the ice volumes calculated by using ITEM to the year 1999, a mass balance time series was generated for 30 glaciers for the period 1990-2008. The series was obtained by applying the methods described in Huss et al. (2008a).

Table 3.1: Glacier surface area $A$ and ice volume $V$ for the considered glaciers. $V_{year}$ is calculated by using ITEM and refers to the indicated year. $V_{1999}$ is the ice volume referenced to 1999. Data indicates the data source for DEMs and outlines: 1) VAW-ETHZ, and 2) Swisstopo. When direct ice thickness measurements are available, the number of radio-echo sounding profiles (rp) is indicated. Radio-echo sounding profiles of Vadret da Morteratsch were provided by P. Huybrechts and O. Eisen. Glaciers are listed by decreasing $V_{1999}$.

<table>
<thead>
<tr>
<th>#</th>
<th>Code</th>
<th>Glacier</th>
<th>Year</th>
<th>$A_{year}$ km$^2$</th>
<th>$V_{year}$ km$^3$</th>
<th>$V_{1999}$ km$^3$</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>ALE</td>
<td>Grosser Aletschgletscher</td>
<td>1999</td>
<td>82.17</td>
<td>15.36 ± 4.52</td>
<td>15.36 ± 4.52</td>
<td>1) 13p</td>
</tr>
<tr>
<td>2.</td>
<td>GOR</td>
<td>Gornergletscher</td>
<td>2003</td>
<td>55.23</td>
<td>5.85 ± 1.53</td>
<td>6.14 ± 1.97</td>
<td>1) 16p</td>
</tr>
<tr>
<td>3.</td>
<td>UAA</td>
<td>Unteraargletscher</td>
<td>2003</td>
<td>22.71</td>
<td>3.75 ± 0.87</td>
<td>3.84 ± 0.88</td>
<td>1) 48p</td>
</tr>
</tbody>
</table>
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| 4  | FIE | Fiescher glacier | 1993 | 37.01 | 3.84 ± 0.96 | 3.70 ± 0.97  |
| 5  | RHO | Rhone glacier | 2007 | 15.94 | 2.11 ± 0.38 | 2.23 ± 0.41  |
| 6  | OAL | Oberalp glacier | 1993 | 23.66 | 2.21 ± 0.55 | 2.05 ± 0.56  |
| 7  | FIN | Findel glacier | 1995 | 18.93 | 1.89 ± 0.47 | 1.84 ± 0.48  |
| 8  | ZMT | Zmutt glacier | 1995 | 20.24 | 1.57 ± 0.39 | 1.52 ± 0.40  |
| 9  | UGR | Unterer Grindelwald glacier | 2004 | 19.56 | 1.45 ± 0.37 | 1.50 ± 0.38  |
| 10 | CRB | Glacier de Corbassière | 2003 | 15.99 | 1.48 ± 0.65 | 1.48 ± 0.66  |
| 11 | KND | Kanderfirn | 1993 | 14.65 | 1.44 ± 0.36 | 1.39 ± 0.36  |
| 12 | OTM | Glacier d’Otemma | 1995 | 16.46 | 1.41 ± 0.35 | 1.37 ± 0.36  |
| 13 | MRT | Vaudret da Morteratsch | 1991 | 16.58 | 1.25 ± 0.32 | 1.15 ± 0.32  |
| 14 | TRF | Trift glacier | 2003 | 15.73 | 1.06 ± 0.26 | 1.11 ± 0.28  |
| 15 | HUF | Hüffirn | 1997 | 13.45 | 1.12 ± 0.28 | 1.10 ± 0.28  |
| 16 | ZIN | Glacier de Zinal | 2006 | 13.41 | 0.89 ± 0.15 | 1.00 ± 0.24  |
| 17 | GAU | Gauligletscher | 1993 | 16.79 | 1.05 ± 0.26 | 0.99 ± 0.26  |
| 18 | FRP | Glacier de Ferrière | 1995 | 13.22 | 0.97 ± 0.24 | 0.94 ± 0.24  |
| 19 | ALL | Allalingletscher | 2004 | 9.93 | 0.91 ± 0.23 | 0.90 ± 0.23  |
| 20 | MMN | Glacier du Mont Miné | 1995 | 11.28 | 0.89 ± 0.22 | 0.86 ± 0.22  |
| 21 | FEE | Fee Glacier | 1995 | 16.27 | 0.88 ± 0.22 | 0.84 ± 0.22  |
| 22 | TRT | Turtmanngletscher | 1995 | 13.35 | 0.86 ± 0.21 | 0.83 ± 0.22  |
| 23 | FOR | Vaudret del Forno | 1991 | 16.58 | 1.25 ± 0.32 | 1.15 ± 0.32  |
| 24 | LNG | Langgletscher | 1993 | 10.03 | 0.64 ± 0.16 | 0.61 ± 0.16  |
| 25 | BRN | Glacier du Brenay | 1995 | 8.96 | 0.62 ± 0.15 | 0.59 ± 0.15  |
| 26 | PLM | Glacier de la Plaine Morte | 1992 | 8.72 | 0.57 ± 0.14 | 0.53 ± 0.14  |
| 27 | STN | Steingletscher | 1993 | 8.74 | 0.56 ± 0.14 | 0.53 ± 0.14  |
| 28 | GIE | Glacier du Gietro | 2003 | 5.55 | 0.49 ± 0.08 | 0.50 ± 0.09  |
| 29 | OGR | Oberer Grindelwald glacier | 1993 | 10.11 | 0.49 ± 0.12 | 0.46 ± 0.12  |
| 30 | MDR | Glacier du Mont Durand | 1995 | 7.62 | 0.47 ± 0.12 | 0.45 ± 0.12  |
| 31 | MAL | Mittelaletschgletscher | 1993 | 8.42 | 0.48 ± 0.12 | 0.45 ± 0.12  |
| 32 | TRN | Glacier du Trient | 2005 | 5.87 | 0.41 ± 0.10 | 0.43 ± 0.10  |
| 33 | RIE | Riedgletscher | 1995 | 7.89 | 0.45 ± 0.11 | 0.43 ± 0.11  |
| 34 | SCW | Schwarzberggletscher | 2004 | 5.33 | 0.40 ± 0.10 | 0.42 ± 0.10  |
| 35 | SAL | Glacier de Saleina | 1995 | 8.82 | 0.43 ± 0.11 | 0.41 ± 0.11  |
| 36 | GR2 | Griesgletscher | 2007 | 4.97 | 0.34 ± 0.11 | 0.40 ± 0.12  |
| 37 | MOM | Glacier de Moming | 2006 | 5.59 | 0.35 ± 0.09 | 0.39 ± 0.10  |
| 38 | RSL | Rosenlaui gletscher | 1993 | 5.91 | 0.41 ± 0.10 | 0.39 ± 0.10  |
| 39 | OAA | Oberraargletscher | 1993 | 6.16 | 0.37 ± 0.09 | 0.34 ± 0.09  |
| 40 | MCL | Glacier du Mont Collon | 1995 | 6.58 | 0.35 ± 0.09 | 0.34 ± 0.09  |
| 41 | MRY | Glacier de Moiry | 1995 | 6.10 | 0.33 ± 0.08 | 0.32 ± 0.08  |
| 42 | RSG | Vadret da Roseg | 1991 | 8.79 | 0.36 ± 0.09 | 0.31 ± 0.09  |
| 43 | CLA | Claridenfirn | 1997 | 5.13 | 0.31 ± 0.08 | 0.31 ± 0.08  |
| 44 | TGL | Tschingelfirn | 1993 | 6.04 | 0.32 ± 0.08 | 0.30 ± 0.08  |
| 45 | BAL | Baltschiedergletscher | 1993 | 7.42 | 0.32 ± 0.08 | 0.29 ± 0.08  |
| 46 | TSC | Vadret da Tschierva | 1991 | 7.10 | 0.31 ± 0.08 | 0.27 ± 0.08  |
| 47 | ARL | Haut Glacier d’Arolla | 1995 | 5.18 | 0.26 ± 0.07 | 0.25 ± 0.07  |
| 48 | CHE | Glacier de Cheilon | 1995 | 4.07 | 0.24 ± 0.06 | 0.23 ± 0.06  |
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<table>
<thead>
<tr>
<th>#</th>
<th>Code</th>
<th>Glacier</th>
<th>Year</th>
<th>A_year km²</th>
<th>V_year km³</th>
<th>V_1999 km³</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>DMM</td>
<td>Dammagletscher</td>
<td>2007</td>
<td>4.60</td>
<td>0.19 ± 0.05</td>
<td>0.23 ± 0.05</td>
<td>1)</td>
</tr>
<tr>
<td>50</td>
<td>HLC</td>
<td>Hohlichtgletscher</td>
<td>1995</td>
<td>5.86</td>
<td>0.24 ± 0.06</td>
<td>0.22 ± 0.06</td>
<td>2)</td>
</tr>
<tr>
<td>51</td>
<td>PLU</td>
<td>Vadret da Pali</td>
<td>1991</td>
<td>5.99</td>
<td>0.26 ± 0.06</td>
<td>0.22 ± 0.06</td>
<td>2)</td>
</tr>
<tr>
<td>52</td>
<td>TFL</td>
<td>Glacier de Tschannfleuron</td>
<td>1998</td>
<td>3.30</td>
<td>0.21 ± 0.05</td>
<td>0.21 ± 0.05</td>
<td>2)</td>
</tr>
<tr>
<td>53</td>
<td>WEI</td>
<td>Glacier du Weisshorn</td>
<td>2006</td>
<td>3.10</td>
<td>0.17 ± 0.04</td>
<td>0.19 ± 0.05</td>
<td>1)</td>
</tr>
<tr>
<td>54</td>
<td>RTL</td>
<td>Rottalglletscher</td>
<td>1993</td>
<td>4.39</td>
<td>0.21 ± 0.05</td>
<td>0.19 ± 0.05</td>
<td>2)</td>
</tr>
<tr>
<td>55</td>
<td>HBG</td>
<td>Hohbarggletscher</td>
<td>1995</td>
<td>3.38</td>
<td>0.19 ± 0.05</td>
<td>0.18 ± 0.05</td>
<td>2)</td>
</tr>
<tr>
<td>56</td>
<td>SLV</td>
<td>Silvrettagletscher</td>
<td>2007</td>
<td>2.81</td>
<td>0.16 ± 0.03</td>
<td>0.18 ± 0.04</td>
<td>1)</td>
</tr>
<tr>
<td>57</td>
<td>BIS</td>
<td>Bisgletscher</td>
<td>1995</td>
<td>4.46</td>
<td>0.19 ± 0.05</td>
<td>0.18 ± 0.05</td>
<td>2)</td>
</tr>
<tr>
<td>58</td>
<td>FRG</td>
<td>Furggletscher</td>
<td>1995</td>
<td>3.98</td>
<td>0.17 ± 0.04</td>
<td>0.16 ± 0.04</td>
<td>2)</td>
</tr>
<tr>
<td>59</td>
<td>WBL</td>
<td>Wildstrubelgletscher</td>
<td>1992</td>
<td>3.15</td>
<td>0.15 ± 0.04</td>
<td>0.13 ± 0.04</td>
<td>2)</td>
</tr>
<tr>
<td>60</td>
<td>PRD</td>
<td>Paradisegletscher</td>
<td>1995</td>
<td>2.40</td>
<td>0.07 ± 0.02</td>
<td>0.07 ± 0.02</td>
<td>2)</td>
</tr>
<tr>
<td>61</td>
<td>ZPP</td>
<td>Zapportgletscher</td>
<td>1995</td>
<td>3.05</td>
<td>0.06 ± 0.01</td>
<td>0.05 ± 0.01</td>
<td>2)</td>
</tr>
<tr>
<td>62</td>
<td>BAS</td>
<td>Ghiacciaio del Basodino</td>
<td>2002</td>
<td>2.84</td>
<td>0.03 ± 0.01</td>
<td>0.04 ± 0.01</td>
<td>1)</td>
</tr>
</tbody>
</table>

**TOTAL** (glaciers analyzed with ITEM)  | 724.03 | 65.48 ± 7.32 | 64.92 ± 7.58 |

3.3 Methods

3.3.1 Ice thickness distribution and ice volume for glaciers \( \geq 3 \text{ km}^2 \)

For glaciers with a surface area larger than \( 3 \text{ km}^2 \) (Fig. 3.1), we estimate the ice thickness distribution and the ice volume using ITEM. The method is based on the principle of mass conservation: The mass balance distribution of a glacier is balanced by the ice flux divergence and the resulting surface elevation change. In general, the distributions of mass balance and surface elevation change are unknown. Therefore, a variable called “apparent mass balance” \( \bar{b} \), defined at any point as the difference between the glacier surface mass balance and the rate of ice thickness change, is introduced (Farinotti et al., 2009b). The definition allows fulfilling the mass conservation equation integrated over the glacier (e.g. Paterson, 1994) without the requirement of a steady-state assumption. \( \bar{b} \) is assumed to vary linearly with altitude according to two distinct gradients for the ablation and the accumulation area. The distribution of \( \bar{b} \) is used to calculate a cumulative ice volume flux for defined ice flow lines which need to be digitized manually. The ice volume flux is converted into an ice thickness using an integrated form of Glen’s (1955) flow law and the shallow ice approximation (e.g. Hutter, 1983). The resulting ice thickness is spatially interpolated over the glacier using the glacier outlines as boundary condition with zero ice thickness. Finally, the ice thickness distribution is adjusted with a factor that accounts for the local surface slope. For details refer to Farinotti et al. (2009b).

Five parameters need to be adjusted: (1, 2) Two vertical gradients of the apparent mass balance, \( db/dz_{acc} \) for the accumulation area and \( db/dz_{abl} \) for the ablation area, defining the distribution of \( \bar{b} \), (3) a debris coverage reduction factor \( f_{debris} \) which accounts for the influence of debris cover on mass balance, (4) the flow rate factor \( A \) of Glen’s flow law, and (5) a correction factor \( C \) which accounts for (i) the approximation of the shear stress distribution by a linear relation (Nye, 1965), (ii) the approximation of the specific ice volume flux at the centre of the profile with the mean ice volume flux across the profile, (iii) the influence of basal sliding,
Figure 3.1: Glaciers for which the ice volume was calculated by using ITEM. Glaciers are labeled with the same code as in Table 3.1. (a) Relative cumulative frequency of glacier surface area of all glaciers in the Swiss Alps.

assuming a linear relation between basal and deformation velocity (e.g. Gudmundsson, 1999), and (iv) the uncertainties in the flow rate factor $A$.

Except for the correction factor $C$, we chose the same parameters for all glaciers (Table 3.2). The vertical gradients $\frac{\partial b}{\partial z_{\text{acc/abl}}}$ were determined by analyzing the altitudinal distribution of mass balance and ice thickness change of 12 glaciers. We chose glaciers that are not debris covered, have an elevation range larger than 500 m and have two available DEMs in a time span of at least 20 years. The altitudinal distribution of the surface mass balance is calculated by using the methods described in Huss et al. (2008a). The distribution of the rate of ice thickness change is calculated by differencing the two successive surface DEMs. The aggregation of the data in 10 m surface elevation bands is then used to determine two vertical gradients for $\tilde{b}$, one for the accumulation and one for the ablation zone, by linear regression. We found typical gradients of $-4.0 \cdot 10^{-3} \, \text{a}^{-1}$ for the ablation and $-2.5 \cdot 10^{-3} \, \text{a}^{-1}$ for the accumulation area. $f_{\text{debris}}$ was set equal to 0.5 (Huss et al., 2007). $A$ was chosen to be $2.4 \cdot 10^{-15} \, \text{kPa}^{-3} \, \text{s}^{-1}$ (Hubbard et al., 1998; Gudmundsson, 1999). Two cases are distinguished for the correction factor $C$: (1) For glaciers with available radio-echo sounding profiles (cf. Table 3.1), $C$ is calibrated to obtain the best possible agreement between calculated and measured ice thickness. This is done individually for each profile. Between two profiles, $C$ is interpolated linearly with distance. (2) For glaciers with no ice thickness measurements, $C = 0.53$ was obtained from the mean value calibrated for all glaciers with ice thickness measurements.

The relative uncertainty in the ice thickness distribution calculated by using ITEM is expressed in terms of $\sigma_h / h$, where $\sigma_h$ is the standard deviation of the ice thickness $h$. Assuming normal-distributed errors, the 95% confidence interval of the ice thickness $h_i$ calculated at any location $i$, is then $h_i \pm 2 \frac{\sigma_h}{\sqrt{n}} h_i$.

Depending on the availability of direct ice thickness measurements, we estimate $\sigma_h / h$ by distinguishing three cases:

1) For glaciers with evenly distributed radio-echo sounding profiles over the surface area (9 glaciers), $\sigma_h / h$ is estimated as follows: When the glacier has $n$ available radio-echo
sounding profiles, n glacier bedrock topographies are calculated by using n − 1 profiles to calibrate the correction factor C. At each step, the measured, \( h_{\text{meas}} \), and calculated, \( h_{\text{calc}} \), ice thicknesses along the profile not used for calibration are stored. \( \sigma_h/h \) is then approximated with the normalized root mean square error of all \( m \) stored \( h_{\text{meas},i} \) and \( h_{\text{calc},i} \):

\[
\frac{\sigma_h}{h} \approx \sqrt{\frac{1}{m} \sum_{i=0}^{m} \left( \frac{h_{\text{meas},i} - h_{\text{calc},i}}{h_{\text{meas},i}} \right)^2}.
\] (3.1)

We found \( \sigma_h/h = 15\% \).

2) For glaciers without direct measurements, \( \sigma_h/h \) is estimated by calculating a bedrock topography for glaciers where measurements are available and setting \( C = 0.53 \). Comparing measured and calculated ice thicknesses, an uncertainty is computed according to Equation 3.1. This uncertainty is then assumed to be transferable to glaciers with no measurements. We found \( \sigma_h/h = 35\% \).

3) For glaciers where the available radio-echo sounding profiles are not evenly distributed over the glacier, but clustered in a specific region (i.e. Glacier de Zinal, Unterer Grindelwaldgletscher and Gornergletscher), we found that the information contained in the available radio-echo sounding profiles does not improve the accuracy of the ice thickness distribution calculated for the glacier section without measurements. Thus, the uncertainty in the results is estimated by combining the approaches (1) and (2) by subdividing the glacier in two sub-regions: One, where the radar profiles are clustered and for which the uncertainty is estimated using (1), and one with no radar profiles and for which the uncertainty is estimated using (2).

The accuracy in the digitized glacier areas is high. Based on multiple digitization of glacier outlines, we estimate \( \sigma_A/A \) to be equal to 3\%. The total uncertainty in the ice volume \( V \) calculated by using ITEM for a given glacier is then

\[
\frac{\sigma_{V,\text{ITEM}}}{V_{\text{ITEM}}} = \sqrt{\left( \frac{\sigma_h}{h} \right)^2 + \left( \frac{\sigma_A}{A} \right)^2}.
\] (3.2)

For the 62 glaciers analyzed by using ITEM, we found \( \sigma_{\text{ITEM}}/V_{\text{ITEM}} = 27\% \).

For each glacier, the bedrock topography calculated by using ITEM is based on the surface of the latest DEM available, corresponding to the minimal glacier extent (Table 3.1). Thus, the calculated ice volumes refer to different years. To obtain a data set which consistently refers to the reference year 1999 (given by the date of SGI2000), we adjust the calculated ice volumes
by using a time series of annual mass balance (Fig. 3.2). For a glacier with a calculated ice volume $V_y$ for a given year $y$ and a mean specific mass balance $\overline{b}_i$ in the year $i$, we calculate the ice volume $V_{1999}$ for the reference year as:

$$V_{1999} = \begin{cases} V_y + \sum_{i=y}^{1999} A \cdot \overline{b}_i & \text{if } y < 1999 \\ V_y - \sum_{i=1999}^y A \cdot \overline{b}_i & \text{if } y > 1999 \end{cases}$$

(3.3)

where $A$ is the glacier area, which is kept constant for the time interval $y$ to 1999. The time series of $\overline{b}_i$ includes 21 glaciers analyzed using ITEM. For the remaining glaciers, an averaged mass balance time series is used, calculated as the arithmetic mean of all data in each year. The additional uncertainty in the ice volume $\sigma_{V,\text{shift}}$ induced by referencing it to the year 1999 is calculated from the uncertainty $\sigma_{\overline{b}_i}$ due to assumption of a constant area in the interval $y$ to 1999 and the uncertainty $\sigma_A$ in the mass balance time series. Based on the average interval over which an ice volume calculated by using ITEM is shifted and the average glacier size, we estimate $\sigma_{\overline{b}_i}/A$ to be less than 3%. Note that $\sigma_{\overline{b}_i}$ has no direct relation to the uncertainty $\sigma_A$ in the digitized glacier areas, although the two quantities have the same numeric value. $\sigma_{\overline{b}}$ is assumed to be 0.2 m w.e. a$^{-1}$ for glaciers with mass balance records [Dyurgerov and Meier, 2002, Huss et al., 2009a] and is estimated as the average standard deviation of the mass balance of each year ($0.35$ m w.e. a$^{-1}$) for glaciers where the averaged series is applied. Based on these considerations, $\sigma_{V,\text{shift}}$ is calculated as:

$$\sigma_{V,\text{shift}} = A \cdot \sqrt{\sum_{i=y}^{1999} \left( \frac{\overline{b}_i \sigma_{\overline{b}_i}}{A} \right)^2 + (\sigma_{\overline{b}})^2}.$$  

(3.4)

Finally, the uncertainty in the ice volume $V_{1999}$ calculated for the reference year 1999 is given by:

$$\sigma_{V,1999} = \sqrt{\sigma_{V,y}^2 + \sigma_{V,\text{shift}}^2}.$$  

(3.5)

3.3.2 Ice volume for glaciers < 3 km$^2$

The application of ITEM requires (manual) digitization of glacier boundaries, ice flow lines and ice flow line catchments. An application to all glaciers inventoried in SGI2000 is, thus,
impracticable. The 62 glaciers analyzed by using ITEM cover 67% of the total glacier area. For the remaining 33%, an alternative approach has to be chosen. Based on a scaling analysis of the conservation equations for mass and momentum, Bahr et al. (1997) showed the physical basis of volume-area scaling relations for estimating ice volumes of alpine glaciers. Such relations are power laws of the form

\[ V = c \cdot A^\gamma, \]  

(3.6)

where \( V \) (km\(^3\)) is the total ice volume of a glacier with surface area \( A \) (km\(^2\)), \( \gamma \) and \( c \) empirical constants. To estimate the ice volume of the glaciers not analyzed using ITEM, we use this approach. We consider each of the analyzed glaciers as one single surface; individual glacier branches are not split. The parameters \( c \) and \( \gamma \) are determined by linear regression of the logarithmic area-volume data set obtained for the 62 glaciers analyzed using ITEM. We found \( c = 0.025 \) and \( \gamma = 1.41 \) (Fig. 3.3).

The 95% confidence interval of the ice volume \( V_{\text{Bahr}} \) predicted for an individual glacier of area \( A \) using Equation 3.6 is given by the prediction interval:

\[ V_{\text{Bahr}} \cdot \exp \left( \pm q \sqrt{\sigma_r^2 + \varepsilon_s^2} \right), \]  

(3.7)

where \( q \) is the 0.95-quantile for a \( t \)-distribution with \( n-2 = 60 \) degrees of freedom (\( q=2.000 \)), \( \sigma_r^2 \) is the variance of the \( n \) residuals \( r_i = V_{\text{ITEM},i} - V_{\text{Bahr},i} \) and

\[ \varepsilon_s = \sigma_r \cdot \sqrt{\frac{1}{n} + \frac{(A - \bar{A})^2}{\sum_{i=0}^{n} (A_i - \bar{A})^2}}, \]  

(3.8)

where \( \bar{A} \) is the average of the \( n \) glacier areas \( A_i \) used for the calibration of the relation and \( A \) the area of the glacier for which a volume is predicted. Assuming \( \sigma_{\text{Bahr}} = \frac{1}{2} q \sqrt{\sigma_r^2 + \varepsilon_s^2} \), one can write \( \ln(V_{\text{Bahr}}) \pm 2\sigma_{\text{Bahr}} \) for the 95% confidence interval. We found \( \sigma_{\text{Bahr}}/V_{\text{Bahr}} = 12.7\% \). Note that the confidence interval refers to the logarithmic relation and is, thus, not symmetric around the ice volume \( V \). On average, the confidence interval ranges from 75% above to 43% below the calculated value \( V \) (Fig. 3.3).

### 3.4 Results and Discussion

Applying the methods described above, we estimate the total glacier ice volume present in the Swiss Alps in 1999 to be 74 ± 9 km\(^3\). This corresponds to a mean ice thickness of 70 ± 8 m. About 88% of the volume (65 ± 5 km\(^3\)) is stored in the 59 largest glaciers (glaciers with a surface area \( A \geq 3 \text{ km}^2 \), Table 3.3). The glacier sample analyzed with the empirical volume-area scaling relation (glaciers with \( A < 3 \text{ km}^2 \)) contributes with 33% to the total surface area (Fig. 3.1a) and contains 12% of the total volume (Fig. 3.4). For 6 of the 10 largest glaciers, which contribute together to more than half of the total estimated ice volume, direct ice thickness measurements were available to determine the ice volume. This causes, together with the assumption of normally distributed uncertainties in the individual ice volumes, the confidence interval of the total ice volume to become relatively small (12%), even though significantly larger uncertainties are assessed for individual glaciers.

For the 62 glaciers analyzed using ITEM, a glacier bedrock topography is generated on a 25 m grid. The resulting data set is unique in its coverage and resolution. As an example, we present the results for the glaciers in the hydrological drainage basin of the Massa
The enlargement shows UAA, OAL, FIE, GOR and ALE (from left to right). For the volume-area scaling relation (line), the 95% confidence interval of the fitted curve (dashed) and the 95% prediction interval (dotted) are shown.

Figure 3.3: Relation between glacier area and estimated ice volume of the glaciers shown in Figure 3.1. The total glacierized surface area was 125 km² in 1999, which corresponds to 12% of the ice-covered area of Switzerland. For Grosser Aletschglacier, direct ice thickness measurements are available for 12 radio-echo sounding profiles. However, the information is generally constrained to the flanks of the main trough. In this configuration, ITEM is a powerful tool for integrating the available information which would be insufficient for using a simple interpolation scheme of the bedrock topography based on direct measurements. According to ITEM, the drainage basin has a total ice volume of 18 ± 7 km³ which corresponds to 24% of the ice volume in the Swiss Alps. This shows the importance of large glaciers in terms of ice volume. The largest ice thickness is at Konkordiaplatz, the zone where the three main branches composing Grosser Aletschglacin merge. The ice thickness at this location was already investigated in earlier studies. Thyssen and Ahmad (1969) draw an ice thickness map based on seismic measurements pointing out a pronounced local overdeepening. The maximum ice thickness was estimated to be about 890 m, corresponding to a bedrock at 1850 m a.s.l. However, ice thicknesses exceeding 800 m were assessed in an area of about 600 x 600 m only. In 1990-1991, VAW-ETHZ drilled boreholes in the same area, three of them reaching bedrock (Hock et al.)
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One of the boreholes reached a depth of 900 m, whereas the other two reached the bedrock at already about 750 m. The results confirmed that ice thicknesses larger than 800 m are attributable to a relatively small topographic feature. However, this type of features cannot be recognized by ITEM and thus, the maximum ice thickness calculated for the Konkordiaplatz (about 750 m) should not be interpreted as a failure of the method.

Figure 3.4: Relative cumulative frequency of calculated volume for all glaciers in the Swiss Alps. The dashed line indicates the volume corresponding to an area $A = 3 \text{ km}^2$ (Eq. 3.6).

The parameters determined by regression analysis for the volume-area scaling relation (Eq. 3.6), and in particular the power exponent $\gamma = 1.41$, are in good agreement with earlier published values (e.g., Macheret et al. 1988; Zhurovlyev 1985; Chen and Ohmura 1990a). Although Bahr et al. (1997) showed that, for physical reasons, $\gamma$ should assume a close range of values, the result is surprising, since the data set used is independent of those used in earlier studies. Analyzing a sample of synthetically generated glaciers, Radič et al. (2007) pointed out that for glaciers in non-steady-state conditions, $\gamma$ may differ significantly from the theoretical value. Although in our analysis we considered glaciers out of steady-state, this could not be confirmed.

With the calibrated volume-area scaling relation, the volumes of the 62 glaciers analyzed using ITEM can be reproduced with a standard deviation of 37% (Fig. 3.3). Due to the power relation between glacier area $A$ and volume $V$, the prediction interval of the volume-area scaling relation is not symmetric. For individual glaciers, the 95% confidence interval for the predicted ice volume ranges from 75% above to 43% below the predicted value (Fig. 3.3).

The uncertainty in the ice volumes calculated by using ITEM is mainly determined by the available data sets. The uncertainty in the ice volume calculated for a given year $\gamma$, can be significantly reduced when direct measurements are available, whereas the uncertainty added by referencing the result to 1999 plays a minor role. Even on glaciers where an averaged mass balance time series is applied, $\sigma_{V,\text{shift}}$ is less than 3% of the glacier volume.

The mass balance time series allows the total glacier ice volume calculated for the Swiss Alps to be put in context of climate change. Based on Equation 3.3 we estimate that in the time span 1999–2008, the total ice volume has decreased by about 12%. Due to the assumption of a constant glacier area in this time interval, the value has to be considered as an upper boundary. The volume loss occurring during the particularly warm year 2003 ($\overline{\delta} = -2.40 \text{ m.w.e.}$) is
estimated as about 3.5% of the total glacier ice volume of the Swiss Alps, corresponding to 2.6 km$^3$ of ice.

### 3.5 Conclusions

Applying *ITEM* to glaciers with a surface area larger than 3 km$^2$ (59 glaciers), integrating all available direct measurements of the ice thickness and calibrating a volume-area scaling relation, the total glacier ice volume present in the Swiss Alps by the year 1999 is estimated to be 74 ± 9 km$^3$. This corresponds to an average ice thickness of 70 ± 8 m. About 88% of the total ice volume is stored in the 59 largest glaciers.

The accuracy of the total ice volume is affected by the uncertainty in (1) estimating the ice thickness distribution using *ITEM*, (2) determining the glacier area of individual glaciers, and (3) applying the volume-area scaling relation. The uncertainty induced by referencing the individual ice volumes to a given year and the uncertainty due to the incompleteness of the SGI2000 are of minor importance. The comparison of the ice volumes calculated by using *ITEM* and the volume-area scaling relation indicates that the scaling approach is well suited for estimating total volumes of glacier samples.

Applying an averaged mass balance time series, we estimated that about 12% of the total ice volume present in the Swiss Alps by 1999 was lost during the period 1999 to 2008 and that the particularly warm summer 2003 caused a volume loss of about 3.5%.

The strength of *ITEM* is that a complete bedrock topography is generated and that direct ice thickness measurements can easily be integrated. The glacier bedrock topographies obtained offer the opportunity for further investigations. The combination of *ITEM* and a volume-area scaling relation is a valuable approach to estimate the total glacier ice volume of mountain ranges.
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Figure 3.5: Ice thickness distribution calculated by using *ITEM* in the hydrological basin of the Massa river. Available radio-echo sounding profiles are shown. Hatched areas are analyzed using the scaling relation (Eq. [3.6]).
Chapter 4

Snow accumulation distribution inferred from time-lapse photography and simple modelling


**Abstract:** The spatial and temporal distribution of snow accumulation is complex and significantly influences the hydrological characteristics of mountain catchments. Many snow redistribution processes, such as avalanching, slushflow or wind drift, are controlled by topography, but their modelling remains challenging. In situ measurements of snow accumulation are laborious and generally have a coarse spatial or temporal resolution. In this respect, time-lapse photography reveals itself as a powerful tool for collecting information at relatively low cost and without the need for direct field access. In this paper, the snow accumulation distribution of an Alpine catchment is inferred by adjusting a simple snow accumulation model combined with a temperature-index melt model in order to match the modelled melt-out pattern evolution to the pattern monitored during an ablation season through terrestrial oblique photography. The comparison of the resulting end-of-winter snow water equivalent distribution with direct measurements shows that the achieved accuracy is comparable to that obtained with an inverse-distance interpolation of the point measurements. On average over the ablation season, the observed melt-out pattern can be reproduced correctly in 93% of the area visible from the fixed camera. The relations between inferred snow accumulation distribution and topographic variables indicate large scatter. However, a significant correlation with local slope is found and terrain curvature is detected as a factor limiting the maximal snow accumulation.
4.1 Introduction

When studying characteristics of alpine catchments, snow is an important component. It can strongly increase the albedo of a surface, reduce its roughness, insulate the underlying ground from the atmosphere and store or release large amounts of water (Essery et al., 1999). In alpine environments, snow cover dynamics often dominate water resource formation, storage and release (Lehning et al., 2006). Modelling the snowpack and its evolution is thus of interest for a wide range of applications, including flood and avalanche forecasting or simulations of effects caused by climate change. However, modelling solid precipitation in the Alps is challenging. The Alpine chain modifies the structure of overlying synoptic systems through cyclogenetic processes (e.g. Mesinger and Pierrehumerbl, 1986), and the effect of complex patterns of mountain ridges and valleys modulates the distribution of precipitation via orographic upslope lifting and the development of local mesoscale circulations (Wallén, 1970). At smaller scales, the precipitation distribution is affected considerably by local topographic effects (e.g. Spreen, 1947; Basist et al., 1994). As a result, snow accumulation in mountainous terrain is complex.

The most important topographic factor controlling the amount of deposited snow is elevation (e.g. Seyfried and Wilcox, 1995). The strong altitudinal gradient is due to the relation between altitude and both, temperature and precipitation. Once on the ground, snow undergoes a variety of redistribution processes, such as wind drift (e.g. Kind, 1981; Dadic et al., 2010), avalanching and slushflow (e.g. Luckman, 1977). The resulting snow distribution patterns are often similar over time due to the topographic control of the redistribution processes (e.g. Elder et al., 1991; Luce et al., 1998).

Many approaches exist to model wind-drift processes (e.g. Schmidt, 1986; Liston and Sturm, 1998) some of them achieving a high grade of process-detail description, such as particle-bed collisions, particle motion and particle-wind feedback (e.g. Doorschot et al., 2001; Nemoto and Nishimura, 2004; Lehning et al., 2008). However, precipitation modelling is often only one component of a more complex model, for instance, one aiming at hydrological analysis (e.g. Schaeffli et al., 2005; Lehning et al., 2006). In such cases, simpler and computationally cheaper approaches are appreciated.

Although information on the snow cover is often available at high temporal resolution from automatic stations at individual points (Egli, 2008), the spatial resolution of this information is generally coarse. In situ measurement of snow accumulation with high spatial resolution is very costly in terms of time, manpower, and expense. For this reason, considerable effort has focused on developing methods for estimating the distribution of snow properties from remotely sensed data (e.g. Dozier and Painter, 2004; Machguth et al., 2006). Microwave remote sensing has shown promise for evaluating different properties, including snow depth and snow density (Shi and Dozier, 2000a,b). A review of methods developed for measuring snow and glacier ice properties through satellite remote sensing was presented by König et al. (2001).

The idea of inferring snow accumulation distribution from the observed melt-out pattern has been presented before in different studies (e.g. Martinec and Rango, 1981; Davis et al., 1995; Turpin et al., 1999) but often the observed snow cover evolution was used for the validation of distributed melt models only (e.g. Leavesley and Stannard, 1990; Blöschl et al., 1991; Mittaz et al., 2002). Moreover, in all mentioned studies the evolution of melt-out was observed either by satellite or aerial photography, which are relatively expensive sensors, not easy to operate, and generally with a low temporal resolution.

In comparison, conventional photography can be a powerful tool for collecting information in an easy way and at relative low cost (Corripio, 2004). If the information is referenced pre-
4.2 Study site and data

Our analyses are performed in the alpine catchment of Dammagletscher, in the central Swiss Alps (Fig. 4.1). The catchment had a glacierization of 50% in 2007, is 9.1 km² in size and has an elevation range between 1940 and 3630 m a.s.l.. The hydrological regime of the study area is dominated by the presence of the glacier and the seasonal snow cover. The topography of the study site is characteristic for the complexity of mountainous terrain, with small flat surfaces having relatively high surface roughness (e.g. glacier forefield) alternated with steep and high side walls clearly confining the catchment (e.g. west ridge). In the forefield, a debris-covered dead-ice body with virtually no ice flow dynamics represents the most prominent feature. The catchment is the focus of a larger multidisciplinary project of the Competence Centre of Environment and Sustainability (CCES) at ETH Zurich with the aim of providing a detailed description of the processes occurring at the biosphere-hydrosphere-geosphere interface.

The topography of the study site is known from a high-accuracy digital elevation model...
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(DEM) obtained from airborne photogrammetry in 2007. For the glacier-covered part of the catchment, two additional DEMs are available for 1939 and 1959 from digitized topographic maps. Glacier outlines for the three DEMs have been determined from the respective data source.

An automatic weather station (AWS) installed in the glacier forefield at 2025 m a.s.l. (Fig. 4.1) recorded average air temperature and precipitation sums in 10 minutes intervals since October 2007. Additional temperature and precipitation data are available from the network of meteorological stations of the Federal Office of Meteorology and Climatology (MeteoSwiss).

Pictures of the study site were taken daily during the period between mid-May and the end of September 2008 with a conventional Olympus OM-2N photographic camera. The camera was located about 2 km from the catchment outlet and the field of view covered 62% of the catchment area (Fig. 4.1). Pictures were taken automatically with a 28 mm unfiltered lens every day at 9 AM local time. The timing was chosen based on the incidence angle of the sunlight in order to get the best possible contrast in the region of interest. The camera was operated with Kodak Kodachrome ISO 64/19° 24×36 mm films, which had to be replaced manually about once a month.

On May 15, 2008 – just before the installation of the camera – a field survey was conducted to measure the SWE distribution in the catchment. A total of 227 snow depth measurements was collected and one snow pit was dug for determining snow density (Fig. 4.1). Density was determined by weighing snow samples collected with a metallic tube of known volume with a spring-scale balance. Snow samples were taken in 50 cm depth intervals and for each depth the procedure was repeated three times. The average density of the snowpack was then calculated as the arithmetic mean of all measurements.

4.3 Methods

In order to get quantitative information from the sequence of pictures taken using the fixed camera, a georeferencing of the images was necessary. The snow cover evolution was then modelled combining a temperature-index melt model and an accumulation model, both driven by daily temperature and precipitation time series. The accumulation model was adjusted in order to reproduce the short-term evolution of the snow cover, i.e., the melt-out pattern during a single season, while the melt model was adapted in order to match the glacier volume change observed during the period 1939–2007, reproducing, thus, the evolution on a longer time scale.

4.3.1 Image processing

For image processing, a method presented by Corripio (2004) was applied. The result is a snow cover map with the same resolution as the available DEMs, indicating for every grid cell whether the cell is snow-covered, snow-free or not visible from the position of the fixed camera. The image processing procedure consists of five steps:

A) Selection of images: In a first step, images suitable for further processing were selected. The selection had the objective to provide a homogeneous chronosequence of the melt-out pattern, not biased by summer snowfall events. Images taken during cloudy or foggy days as well as images with clouds obscuring the view of the catchment were discarded. The images were chosen in order to obtain the best possible contrast for snow detection. This resulted in the selection of 8 pictures, documenting the evolution of the melt-out
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during the period May 23 to July 30, 2008 in about 10 day-intervals. Pictures taken after July 30 were discarded because of important snowfalls interrupting the melt-out pattern evolution.

B) Relative image adjustment: When operating conventional photo cameras, small shifts in the camera orientation, e.g., after the replacement of the film, are common. In order to correct these small variations in orientation, images chosen for further processing were adjusted relative to each other (Fig. 4.2a). For this purpose, four reference points were manually selected in each of the 8 pictures. The pictures were then rotated and deskewed in order to co-register the four points.

C) Detection of snow-covered areas: Whereas the detection of snow is relatively easy on bare soils or dark surfaces, at least during cloud-free days, the distinction between snow and ice is more difficult in the visible band (e.g. Good and Martinec, 1987). Automatic snow detection procedures are, thus, generally unreliable. Since the camera used had no infrared sensor, the detection of snow-covered areas was performed manually. This was done by coloring zones interpreted as snow-covered using a commercial image-processing package (Fig. 4.2b). The manual snow detection required about 30 minutes per processed image.

D) Georeferencing of images: The georeferencing of the images was performed using a procedure developed by Corripio (2004). Basically, the georeferencing procedure requires the definition of a function relating two-dimensional pixels in the photograph to three-dimensional points in the DEM. This is achieved by applying a perspective projection of the image pixels after transforming the coordinates of the DEM to the camera coordinate system. In this way, a “virtual” photograph of the DEM is produced, that is, a two-dimensional representation of the relief information contained in the DEM, as seen from the point of view of the camera. By scaling this representation according to the resolution of the photograph, the necessary correspondence between pixels in the image, screen coordinates of the perspective projection of the DEM and their geographic location, can be established. The correct scaling functions are defined by matching the position of six ground control points (three manually installed ones and three well defined mountain tops for which the position is known from topographic surveys, Fig. 4.1 and 4.2a) to the corresponding locations on the images. The result is a georeferenced ortho-image of reflectance values. In case of visible photography, used in this study, reflectance refers to the three optical bands (red, green and blue) to which the film is sensitive (Fig. 4.2c). The same method is, however, applicable to images representing other wavelengths as well (e.g. infrared photography). For further details on the georeferencing procedure refer to Corripio (2004).

E) Compilation of snow cover maps: The final step consists of the compilation of a series of gridded maps with same coordinates and resolution as the DEM, containing the information about the snow cover of each individual grid cell. This is achieved by detecting the previously marked snow-covered areas through their reflectance value in the georeferenced images. Zones of the DEM which are not seen from the position of the camera are marked separately. The result is a series of 8 maps, corresponding to the 8 referenced photographs, in which every grid cell has one of three possible values characterizing cells which are snow-covered, snow-free or not visible from the camera.
Figure 4.2: Steps of image processing. (a) Rotated and deskewed picture, GCPs are shown by crosses, (b) manually detected snow cover (red area), (c) georeferenced ortho-image of reflectance values (red: detected snow cover; green to gray: snow free; white: invisible for the camera). The example refers to the image taken on July 2, 2008.
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4.3.2 Meteorological time series

The measurements of the AWS installed in the catchment are not continuous in time due to brief malfunctions of the temperature sensor and to the unheated rain gauge, which does not allow measurement of solid precipitation. The meteorological time series had, thus, to be adjusted with measurements from surrounding stations of the MeteoSwiss network.

For air temperature, the station at Grimsel Hospiz (13 km from study site) shows an almost perfect linear relation with the measurements of the AWS for both hourly (correlation coefficient $r^2 = 0.97$, average deviation $\Delta T = 0.1^\circ C$, standard deviation $\sigma_{AT} = 1.4^\circ C$) and daily ($r^2 = 0.99$, $\Delta T = 0.1^\circ C$, $\sigma_{AT} = 0.8^\circ C$) values. The temperature data of this station were, thus, shifted by the observed average deviation and adopted, completely replacing the time series collected at the AWS.

For choosing a representative precipitation station to adjust the precipitation time series, daily precipitation sums recorded at the AWS were correlated with those at surrounding MeteoSwiss stations. Since no solid precipitation could be measured at the AWS, only days with a minimum hourly temperature greater than $3^\circ C$ were considered. The correlations were computed using daily and three-day aggregated values. Precipitation is generally known as a parameter which correlates poorly, even over short distances, in alpine environments (e.g. Fliri, 1986; Frei and Schär, 1998). However, the correlation between the precipitation measured at the AWS and at the Göscheneralp station (3 km from the AWS, 280 m elevation difference), indicates that the approximation of the precipitation occurring in the catchment with that measured at the Göscheneralp station is reasonable. Daily aggregated values yield a correlation coefficient of $r^2 = 0.73$ ($\Delta P = 0.3$ mm, $\sigma_{AP} = 5.4$ mm) and three-day aggregated values of $r^2 = 0.87$ ($\Delta P = 1.3$ mm, $\sigma_{AP} = 5.5$ mm). In this case, daily precipitation sums at the AWS ($P_{AWS}^\prime$) were generated by linearly adjusting the precipitation records from Göscheneralp ($P_{GOS}$):

$$P_{AWS}^\prime = \begin{cases} 1.31 \cdot P_{GOS} + 0.81 \text{ if } P_{GOS} > 0 \\ 0 \text{ if } P_{GOS} = 0 \end{cases}$$

(4.1)

The relations between daily values of air temperature and precipitation measured at the AWS ($T_{AWS}, P_{AWS}$) and the linearly transformed values of the chosen reference stations ($T_{AWS}^\prime, P_{AWS}^\prime$) are shown in Figure 4.3.

4.3.3 Melt modelling

The modelling of the snow depletion was performed with a distributed temperature-index model which accounts for potential direct clear-sky solar radiation and neglects refreezing (Hock, 1999). This temperature-index approach was chosen as it has been shown to be robust (e.g. Hock, 2005), is easy to implement and is driven by readily available meteorological data. The rate of daily snowmelt $M_i$ at a given location $i$ is computed according to:

$$M_i = \begin{cases} (f_M + r_{snow} \cdot I_{pot,i}) \cdot T_i \text{ if } T_i > 0^\circ C \\ 0 \text{ if } T_i \leq 0^\circ C \end{cases}$$

(4.2)

where $f_M$ is a melt factor, $r_{snow}$ the radiation factor for snow, $I_{pot,i}$ the potential direct clear-sky solar solar radiation at the location $i$ and $T_i$ the mean daily air temperature at the same location. The potential direct clear-sky solar radiation is a function of the considered location and day of the year, accounting for effects of slope, aspect and shading, as well as for the seasonality in the incident solar radiation. Accounting for shading effects implies that the potential direct
radiation is calculated at time steps shorter than one day. We used time steps of one hour and computed daily values by integrating the results over 24 hours. For further details refer to Hock (1999).

The mean daily air temperature at a given location is computed from the daily temperature at the AWS by means of a constant lapse rate. The lapse rate is determined from temperature records of 14 stations in the MeteoSwiss network ranging from elevations of 273 to 3580 m asl and is set to $-5.6 \times 10^{-3} \degree C m^{-1}$.

The parameters in Equation 4.2 are adjusted, in order to match the long-term glacier volume changes inferred from the available DEMs (Bauder et al., 2007), with an iterative calibration scheme proposed by Huss et al. (2008a). We found $f_M = 1.30 \cdot 10^{-3} \text{m} (\degree C)^{-1}$ and $r_{\text{snow}} = 1.36 \cdot 10^{-5} \text{m}^3 (\text{Wd} \degree C)^{-1}$. Note that for the purpose of this study, only the parameters controlling snowmelt are of interest, although the used calibration procedure adjusts the parameters for icemelt as well.

### 4.3.4 Accumulation modelling

Precipitation is assumed to increase linearly with elevation with a lapse rate of $dP/dz$ (Peck and Brown, 1962). The gauge catch deficit is accounted for with a correction factor $c_{\text{prec}}$ (Bruce and Clark, 1981). A threshold temperature $T_{\text{thr}}$ distinguishes snow from rainfall, whereas the fraction of solid precipitation $r_s$ linearly decreases from 1 to 0 in the temperature range $T_{\text{thr}} - 1 \degree C$ to $T_{\text{thr}} + 1 \degree C$ (Hock, 1999).

The spatial variation in accumulation of solid precipitation is influenced substantially by the preferential deposition and redistribution of snow (e.g. Lehning et al., 2008). Since most redistribution processes are controlled by topographic effects, snow distribution patterns are often consistent over time (e.g. Elder et al., 1991; Luce et al., 1998). A simple way to take advantage of this fact was presented by Jackson (1994) which accounted for the complex patterns of snow redistribution through a predefined spatial precipitation matrix. The matrix is applied to every event of solid precipitation in the form of a location-dependent “snow multiplier” $D_{\text{snow},i}$. The approach was applied successfully in some studies (e.g. Tarboton et al., 1995; Huss et al.,...
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Figure 4.4: Calibration of the local precipitation gradient \( \frac{dP}{dz} \) and the correction factor accounting for the gauge catch deficit \( c_{\text{prec}} \). The gray scale and the contour lines indicate the goodness-of-fit measure, defined as the percentage of grid cells visible from the camera for which a correct snow cover was calculated. The best parameter combination (goodness-of-fit measure = 78.3\%) is marked by a cross.

Combining the described assumptions, the daily snow accumulation \( C_i \) at any location \( i \) with elevation \( z_i \) during a day with measured precipitation \( P_{\text{AWS}} \) at the AWS is calculated as:

\[
C_i = P'_{\text{AWS}} \cdot (1 + c_{\text{prec}}) \cdot [1 + (z_i - z_{\text{AWS}}) \cdot \frac{dP}{dz}] \cdot D_{\text{snow},i} \cdot r_s. \tag{4.3}
\]

4.3.5 Calibration of the accumulation parameters

The calibration of the parameters of the accumulation model is performed in a multilevel iterative procedure. First, \( \frac{dP}{dz} \) and \( c_{\text{prec}} \) are adjusted. This is done by initializing the accumulation and melt model simultaneously at the end of August 2007 (a time of the year in which the catchment is assumed to be almost snow-free), and building up the snow cover during the 2007-2008 winter season. The simulated evolution of the melt-out pattern is then compared to the one observed during the melt season 2008. This procedure is repeated, systematically varying the parameters \( \frac{dP}{dz} \) and \( c_{\text{prec}} \). The fraction of area seen by the fixed camera for which a correct snow cover is simulated was defined as goodness-of-fit measure. This measure, which can be interpreted as the degree to which the observed melt-out pattern can be reproduced correctly, is computed by comparing the calculated and observed snow cover in every grid cell and averaging the percentage of correctly calculated grid cells over the 8 snow cover maps available. As best estimate for the two parameters \( \frac{dP}{dz} \) and \( c_{\text{prec}} \), the combination which leads to the highest goodness-of-fit measure is chosen (Fig. 4.4). We found \( \frac{dP}{dz} = 5.5\% /100 \text{m} \) and \( c_{\text{prec}} = 25\% \).

In a second step, an analogous procedure is repeated systematically varying \( T_{\text{thr}} \). The concomitant variation of \( \frac{dP}{dz} \) and \( c_{\text{prec}} \) with the systematic variation of \( T_{\text{thr}} \) showed that the best estimate for \( T_{\text{thr}} \) is almost independent from the choice of the first two parameters. The best matching of calculated and observed snow cover evolution was found for \( T_{\text{thr}} = 1.2^\circ \text{C} \).

Finally, the snow multiplier matrix \( D_{\text{snow}} \) is adjusted in a third step, in order to optimize the spatial agreement between simulated and observed melt-out pattern. This is done iteratively, starting again the accumulation and melt modelling at the end of August 2007, and optimizing
the previously defined goodness-of-fit measure for the melt-out patterns observed during the melt season 2008 (Fig. 4.5). The unity matrix is chosen as the initial estimate for $D_{\text{snow}}$. At the end of each iteration loop, which consists of a one-year model run starting in August 2007, a location dependent correction factor $k$ is applied to $D_{\text{snow}}$. $D_{\text{snow}}$ is assumed to be constant over the entire modelling period. The correction factor is calculated taking advantage of the information contained in grid cells for which a snow cover is simulated, but no snow cover is observed in the corresponding picture. In this case, the local value of $k$ is chosen to be inversely proportional to the SWE simulated for the given grid cell. For grid cells where snow cover is observed, but no snow cover is simulated, the definition of a correction factor is more complicated since no direct information about the magnitude of the misfit is available. However, the time interval between individual snow cover maps allows to estimate how long the situation “no snow cover calculated, but observed” persists and thus, gives a measure for the magnitude of the misfit. In this case $k$ is chosen to be inversely proportional to the length of the persistence of the situation during the melting season. Note that, since the 8 pictures define 7 time intervals in which the situation “no snow cover calculated, but observed” can occur (or not occur) independently, $k$ assumes one of $\sum_{i=1}^{7} 2^i = 254$ possible discrete values. For grid cells where the snow cover is simulated correctly, or the fixed camera has no insight, the local value of $k$ is set to 1.

The adjustment of $D_{\text{snow}}$ is performed in each iteration loop after the simulation of the last day with a snow cover map by multiplying $D_{\text{snow}}$ with $k$. In order to cause $D_{\text{snow}}$ to redistribute the solid precipitation without affecting the total amount, the matrix is normalized over the catchment domain to an average value of 1. After the adjustment of $D_{\text{snow}}$ the melt and accumulation models are restarted, and the whole procedure repeated until convergence. The change in the goodness-of-fit measure compared to the value of the previous iteration loop is defined as convergence criterion. The iteration is aborted for a change less than 0.1 %.

Note that at this stage, it is impossible to discern whether the calibrated accumulation parameters are correct or biased in order to compensate errors arising from the melt calculation. This problem will be discussed and solved later in the text (see sections “Validation” and “Sources of uncertainty”).

### 4.4 Results and discussion

#### 4.4.1 Resulting snow accumulation distribution

The procedure for the adjustment of the snow multiplier matrix converges after about 10 iterations (Fig. 4.6a). On average over the 8 available snow cover maps, the snow cover can be reproduced correctly for about 93 % of the grid cells seen by the fixed camera (Fig. 4.6b). The high level of correctly calculated grid cells is almost constant over the melt-out season and independent from the degree to which the catchment is snow-covered (Fig. 4.6b).

The resulting snow accumulation distribution for a hypothetical day with 10 mm precipitation measured at the AWS and solid precipitation occurring in the entire catchment is shown in Figure 4.7. The effect of steep slopes is evident. On the upper ridges of the basin, as well as on the north-facing steep slopes and the lateral moraines of the forefield, snow accumulation is very limited. On the other hand, large snow deposits are recognizable in the southern sector of the dead-ice body. These deposits were observed indeed during the field survey and were mainly caused by avalanches. Note that in zones not seen by the camera and in zones which are snow covered throughout the melting season, the accumulation distribution remains a function
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Figure 4.5: Calibration procedure used for adjusting the snow redistribution matrix $D_{snow}$.
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of elevation only, since no information is available for adjusting \( D_{\text{snow}} \) (Fig. 4.7, hatched area).

Since processes affecting the snow accumulation distribution are often controlled by topography (e.g. Elder et al., 1991), the values inferred for the snow multiplier matrix \( D_{\text{snow}} \) are correlated with two topographic variables: local slope (Fig. 4.8a) and curvature (Fig. 4.8b). The correlations were evaluated only for zones for which \( D_{\text{snow}} \) could be adjusted (non-hatched area in Fig. 4.7).

Curvature is a topographic attribute used as proxy for the degree of wind exposure of a given grid cell and has often been used for explaining some variance in the observed distribution of snow accumulation due to wind drift (e.g. Elder et al., 1989; Blöschl et al., 1991; Huss et al., 2008a; Carturan et al., 2009). We compute the parameter as the difference between the local altitude and the average altitude of a portion of terrain lying inside a given radius (Carturan et al., 2009). According to this definition, negative curvature values indicate concave terrain (hollows) and positive values convex terrain (hills).

In spite of the large scatter, values inferred for \( D_{\text{snow}} \) show a significant correlation with local slope \((r^2 = 0.54, \text{Fig. } 4.8a)\). This is attributable to gravity driven mechanisms of snow redistribution as avalanching and slushflow, as well as wind-drift and -erosion processes taking place on steep walls because of downward winds. The linear relation fitted to the data indicates that the terrain is almost permanently snow-free for local slopes exceeding about 55 degrees. This is in agreement with results of earlier studies (e.g. Witmer, 1984; Blöschl and Kirnbauer, 1992). Based on the intercomparison of different studies, Blöschl et al. (1991) pointed out that the local slope for which hillsides become permanently snow-free may depend on the cell size of the underlying grid. In order to analyze this effect, we reevaluated the correlation between inferred values of \( D_{\text{snow}} \) and local slope resampling the DEM to 50, 75 and 100 m resolution. For increasing cell size we observed a decrease in the correlation coefficient \((r^2 = 0.54 \text{ for } 25 \text{ m and } r^2 = 0.44 \text{ for } 100 \text{ m cell size})\) as well as a decrease in the local slope for which hillsides become permanently snow-free \((55^\circ \text{ for } 25 \text{ m and } 45^\circ \text{ for } 100 \text{ m})\). This is attributed to the smoother topography caused by larger grid cells, resulting in reduced local slope.

The linear correlation between \( D_{\text{snow}} \) and curvature is weak \((r^2 = 0.09, \text{Fig. } 4.8b)\). This can
Figure 4.7: Snow accumulation distribution inferred for a hypothetical day with 10 mm precipitation at the AWS and no liquid precipitation occurring in the catchment. In zones not seen by the fixed camera (hatched ///) and in zones with permanent snowcover (hatched \ \ ), $D_{\text{snow}}$ cannot be adjusted.

Figure 4.8: Correlation of the snow multiplier $D_{\text{snow}}$ with (a) local slope, and (b) local terrain curvature. Dashed lines are fitted by linear regression. The dotted line in (b) indicates a threshold curvature for the maximal predicted value of $D_{\text{snow}}$. Slope is evaluated on a 25 m grid, curvature with a radius of 125 m.
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Figure 4.9: Temporal evolution of the mass balance of the snowpack. A time span of one year is shown. The day of the field survey and the day for which the last snow-cover map is available are marked. The mass balance components are averaged over the catchment area seen by the fixed camera.

However not be interpreted as the absence of influence of curvature on $D_{\text{snow}}$. The effect may be masked by interactions with other factors or not be linear. In fact, curvature controls the maximal value inferred for $D_{\text{snow}}$. Very low values of $D_{\text{snow}}$ are found over almost the whole range of curvature values, whereas very high values of $D_{\text{snow}}$ occur only at curvatures close to zero (dashed line in Fig. 4.8b). This means that zones where snow accumulation is significantly below average occur independently of the concavity of the terrain, whereas zones with high above-average snow accumulation are only present in rather flat areas (neither concave nor convex terrain). The sensitivity of the definition of curvature was assessed varying the evaluation radius in the range of 50 to 200 m. The effect on the relation between curvature and $D_{\text{snow}}$ is small. The correlation coefficient becomes somewhat larger towards a smaller radius ($r^2 = 0.20$ for 50 m radius and $r^2 = 0.08$ for 200 m radius), but the limiting effect of curvature remains visible.

The linear correlation of $D_{\text{snow}}$ with some other topographically-controlled parameters was explored without detecting significance or simple interpretable patterns. In particular, this was the case for aspect and potential solar radiation. However, similarly as stated for curvature, the absence of significant correlations can not be interpreted as the absence of influence of the analyzed factors on $D_{\text{snow}}$ as effects may be masked by interactions with other parameters.

4.4.2 Validation

In order to validate the inferred snow accumulation distribution, the model was re-initialized at the end of August 2007, building up the snow cover during the 2007-2008 winter season. Thereby, all solid precipitation events are redistributed according to $D_{\text{snow}}$. According to the modelling, the field survey providing the direct SWE measurements was conducted two weeks after the maximal SWE was reached in the catchment (Fig. 4.9). Considering a one-year period starting from the end of August 2007, 87% of the accumulation and 16% of the melt occurred prior to the field survey. The collected SWE measurements are thus suitable for a validation of the inferred snow accumulation distribution and the accumulation model, as they are not biased significantly by melt processes. The calculated and measured SWE distribution for May 15, 2008 agrees well in the point-to-point comparison (Fig. 4.10a). The difference between observed and calculated average snow depth $\Delta h$ is 5 cm w.e., with a standard deviation of the residuals $\sigma_{\Delta h}$ of 28 cm w.e.. The inferred snow accumulation distribution explains 51%
of the observed variance in the sample of measured snow depths.

In order to compare the accuracy of the resulting snow distribution with other possible methods for estimating the SWE distribution, two additional experiments were conducted.

(1) In a first experiment, the SWE distribution for the day of the field survey was calculated building up the snow cover during the 2007-2008 winter season using the same accumulation and melt model as described above, but setting the snow multiplier matrix $D_{\text{snow}}$ uniformly to 1. The residuals between calculated and measured snow depths at the locations of direct measurement were then used as estimator for the accuracy of the experiment. The standard deviation of the residuals was $\sigma_{\Delta h} = 31$ cm w.e. and is, thus, not significantly larger than $\sigma_{\Delta h}$ calculated when $D_{\text{snow}}$ is adjusted as previously described. This relatively small standard deviation can be explained with the correlation of the measured snow depth with altitude ($r^2 = 0.42$) and the fact that setting the snow multiplier matrix to 1 causes the precipitation to become a function of altitude only (Eq. 4.3). The difference between mean measured and mean calculated SWE is, however, high ($\Delta h = -33$ cm w.e.). This offset could be corrected by adjusting the factor $c_{\text{prec}}$, but this would cause the degree to which the observed melt-out pattern can be reproduced to decrease from about 93% (Fig. 4.6) to about 77% (Fig. 4.4).

(2) In a second experiment, the SWE distribution for the day of the field survey was obtained by inverse distance weighting of the direct measurements. In this case, the uncertainty was assessed by starting the inverse distance interpolation $N$ times, omitting one measurement point each time. The residuals were then computed, storing the deviation between measured and calculated SWE at the omitted measurement point in each step (“cross validation”). The standard deviation of the residuals of this experiment is $\sigma_{\Delta h} = 26$ cm w.e., whereas the average snow depth is matched exactly ($\Delta h = 0$ cm w.e.). The explained variance is 50% (Fig. 4.10b). In respect to the variance of the residuals, no significant difference is observed between the results of this second experiment and the SWE distribution inferred through the adjustment of $D_{\text{snow}}$. The result is astonishing, since the inverse distance weighting procedure is based exclusively on the snow depths measurements, whereas the inferred accumulation distribution for solid precipitation relies on the observed melt-out pattern only. Of course, the variance of the residuals of the inverse distance weighting interpolation is expected to decrease with increasing number of snow depth measurements and with a more homogeneous distribution of the measurement points. This, however, is a result which is difficult to achieve, since the required effort in terms of field work is large.

A comparison of the two described experiments shows that (a) the adjustment of $D_{\text{snow}}$ with the presented procedure enhances significantly the degree to which the measured SWE distribution can be reproduced, and (b) the inferred SWE distribution is comparable in terms of standard deviation of the residuals to the result achieved by interpolating direct snow depth measurements with an inverse distance interpolation scheme.

Once the accumulation model has been proven to be sufficiently accurate, the performance of the combined model (accumulation and melt) during the ablation season can be interpreted as well. According to Fig. 4.9 only 12% of the accumulation but as much as 78% of the melt of a one-year period starting from the end of August 2008 occurs during the day of the field survey (May 15, 2008) and the last available snowcover map (July 30, 2008). The matching of the modelled melt-out pattern evolution with the observed one in this period thus indicates that the melt model performs well and that the melt parameters calibrated using the long-term ice volume changes are in a reasonable range.
Figure 4.10: Comparison between snow depths measured on May 15, 2008 and calculated snow depth using (a) the inferred accumulation distribution, and (b) an inverse distance interpolation procedure applied N times, omitting 1 data point at each time. For the comparison, only measurements in regions seen by the fixed camera were considered (Fig. 4.1).

4.4.3 Sources of uncertainty

Different sources of uncertainty affect the accuracy of the inferred parameters for the accumulation model; estimating their magnitude is, however, difficult.

The accuracy of the image-referencing procedure was assessed by picking one prominent feature on all available images, for which the position was determined from the aerial photograph used for the preparation of the DEM. The feature was chosen as far as possible from the position of the fixed camera, where the resolution of the image in terms of image pixels per real meter length is minimal (about 0.41 pixel per meter), and in a location where the incidence angle of the camera was estimated to be representative for the whole picture. The images on which the feature was picked were then georeferenced and the transformed position of the feature compared with the previously determined coordinates. In all cases the transformed position matched the known coordinates within twice the resolution of the DEM, i.e. 50 m. We assume this value to be representative for the average accuracy of the georeferencing procedure, although for flat zones, where the incidence angle of the camera becomes small, the accuracy may be lower.

The accuracy of the compiled snow cover maps is also determined by the accuracy with which snow-covered areas of the picture can be detected. Quantifying this accuracy is difficult, as it is both location- and time-dependent. Snow detection is relatively easy in the early season, when almost the whole catchment is snow-covered and the area becoming snow-free is concentrated in the low-lying glacier forefield (where the contrast to the bare ground is high) and on steep mountain ridges (where the incidence angle of the camera is high). On the other hand, detection becomes difficult later in the season, when the snowline retreats to the glacierized parts of the basin, where the contrast between snow and underground (i.e. bare ice) is less pronounced. Based on the experiences collected during the manual detection of the snow cover on the images, we estimate the accuracy to be in the order of 50 to 75 m in the glacierized parts of the catchment and in the order of the DEM resolution (i.e. 25 m.) in the remaining area.

Several uncertainty sources are introduced due to assumptions made for accumulation and melt modelling. The daily precipitation sums driving the accumulation model are not measured in situ but taken from a station outside the catchment. The threshold temperature distinguishing solid and liquid precipitation is assumed to be constant, although Rohrer (1989) reported
a tendency towards lower threshold temperatures in summer than in winter, and constant lapse rates are assumed for precipitation and temperature too. The threshold temperature is based on daily mean temperature, excluding thus smaller snowfall events, e.g., during cold nights, and the snow multiplier matrix, redistributing the solid precipitation instantaneously, is assumed to be constant over time. Finally, the parameters of the melt model are calibrated with long-term ice volume changes and assumed to be constant over time as well, although a significant year-to-year variation was pointed out by Huss et al. (2009b). Assessing the effect of each assumption on the overall accuracy is difficult, as no direct measurements are available for validation. Moreover, uncertainties induced by different assumptions can potentially compensate for one another. The inferred snow multiplier matrix could, thus, also be regarded as a parameter lumping corrections for uncertainties arising from different model assumptions, although being mainly determined by processes controlling the redistribution of snow accumulation. However, the timing of the field survey and the beginning of the snowcover monitoring divide two distinct periods dominated either by accumulation or by melt. This allows us to state, that both model components - representing accumulation and melt - reproduce the observations reasonably and independently from each other.

The direct measurements of snow depth used for validation are affected by uncertainties as well. Although the accuracy in individual snow depth measurements is high (accuracy of reading = $\pm 5$ cm), uncertainty is introduced by the roughness of the underground, which may cause individual measurements to not be representative for larger areas. On glaciers, the ice surface is generally smoother than the surface of bare soils, thus making individual measurements representative for larger portions of terrain, but the detection of the correct sounding horizon is not always easy, especially for measurements in the firm area. Moreover, a homogeneous distribution of the collected measurement (Fig. 4.1) was hampered by the avalanche risk in the catchment. This resulted in a data set which is slightly biased toward relatively small surface slopes.

Further uncertainty is introduced by the conversion of measured snow depth into SWE. Also in this case, the snow density measured at a single location may not be representative for the whole area. This uncertainty source has potential for systematic errors when assessing the total SWE of the catchment. The modelling procedure has the advantage of computing SWE directly, without requiring further information on snow density.

### 4.4.4 Potential, recommendations and limitations for further applications

The method as presented relies on images taken through terrestrial oblique photography in the visible band (VIS) and was developed in an Alpine environment. However, it can easily be applied using any kind of sensor able to observe melt-out pattern evolution (e.g. aerial photography or satellite imagery) and is not restricted to glacierized or mountainous catchments. We see a large potential for application to remote and inaccessible areas, where the seasonal depletion of the snowcover has significant impacts on hydrology or other processes (e.g. Siberia, Himalaya, Canadian plains).

For a faster and more accurate snow detection in the images, we recommend the use of imagery sensible to both, VIS and near infrared (NIR), as combination of this information has been shown to be suitable for automatic snow detection (e.g. Hall et al. 1995). The accuracy of the snow detection also depends on the incidence angle of the fixed camera. The position of the camera should, thus, be chosen so that the incidence angle is as close as possible to $90^\circ$. We furthermore recommend the use of a digital camera, which reduces the effort required for
operating the camera and simplifies some steps of the image processing. When working on VIS, attention has to be paid to the time of the day at which images are taken, since shadows or reflections may compromise the possibility of detecting snow visually.

We calibrate the parameters of the melt model to long-term ice volume changes. This is, however, not the only possible procedure. Empirical temperature-index snow-melt parameters for different areas may be, for example, calibrated with snow-depth data collected at stakes or by a sonic ranger and in combination with local temperature and precipitation measurements.

The monitoring of the melt out pattern should start the latest at the beginning of the melting season. This is crucial for allowing the melt and the accumulation model to be validated separately.

According to our experience, snow cover maps compiled at intervals of 10–20 days are suitable for the application of the method. However, the interval at which individual pictures are taken should be considerably smaller (e.g. one to three days) as, especially when operating in VIS, several pictures may not be suited for further processing because of reduced visibility due to fog or clouds. Local meteorological conditions may thus limit the applicability of the method to some regions.

The calibration scheme for $D_{snow}$ (Fig. 4.5) limits the application to areas where the seasonal snowcover melts completely, or at least to regions where snow layers from different seasons are clearly recognizable. This, for instance, is often not the case in accumulation zones of glaciers.

### 4.5 Conclusions

The evolution of the melt-out pattern observed during one ablation season using conventional oblique photography was combined with a temperature-index melt model and a simple accumulation model to infer the snow accumulation distribution of a small Alpine catchment. On average over the melt-out season, the observed snow cover depletion could be reproduced correctly in 93% of the area seen by the fixed camera. The inferred snow accumulation distribution was validated with in situ snow depth measurements. The comparison with the results of an inverse-distance interpolation of direct measurements showed that the inferred accumulation distribution is able to explain almost the same fraction of variance in the snow depth measurements. Correlations with topographic variables showed a large scatter, but a significant linear relation with local slope was found. Curvature was detected as a factor controlling the maximal local accumulation. Quantifying an overall accuracy is difficult as there are various sources of uncertainty which may compensate for one another to some degree.

Our results suggest that the method is suitable for inferring the spatial distribution of SWE in remote areas without the need of direct access for field measurements, as long as melt-out patterns are observable. As the distribution of snow in mountain regions is highly complex and difficult to reproduce with unconstrained modelling, the presented method has the potential to enhance the performance of models in different fields. Better representation of SWE and its spatial variability is of crucial importance for distributed hydrological models providing runoff forecasts, the monitoring of glacier mass balance or avalanche forecasting.
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Chapter 5

Conclusions and outlook

In this thesis, two new methods for inferring two variables of difficult access – ice-thickness and snow-accumulation distribution – were presented and the potential for a wide application shown. However, the approximations used lead to limitations in the accuracy and further improvements are possible.

For the method for estimating the ice thickness distribution (Chapter 2), the sensitivity of the method with respect to the input parameters, and in particular, to the correction factor $C$, was shown. A careful choice of the parameters is, thus, essential.

As explained in Section 2.5, $C$ is introduced to account for (a) the uncertainties in the flow-rate factor $A$; (b) the approximation of the shear stress distribution by a linear relation; (c) the influence of the basal sliding; (d) the approximation of the specific ice volume flux at the center of the profile with the mean ice volume flux across the profile.

Uncertainties in the flow-rate factor $A$ arise since it has been shown that $A$ departs from the values determined in laboratory experiments when used in flow-modeling experiments (e.g. Hubbard et al., 1998; Gudmundsson, 1999). Deviations up to a factor of two have been found.

The approximation of the shear stress distribution by a linear relation was proposed by Nye (1965) and a linear relation has also been proposed to link the basal sliding to the deformation velocity (e.g. Gudmundsson, 1999). The approximation of the specific ice volume flux at the center of the profile with the mean ice volume flux across the profile is an approximation required in order to avoid assumptions of the bedrock shape when computing the specific ice-volume flux.

While the influence of the approximation (d) can be shown to have a minor effect (Section 2.4), addressing the approximations (a) to (c) in more detail has the potential of constraining $C$ in a more physically based manner and thus improving the accuracy of the method. In fact, using $C$ as a tuning parameter which lumps different kinds of uncertainties voids the parameter from most physical meaning.

When leaving the method unchanged, two types of data seem promising for better constraining the value of the parameter:

First, the potential of the ice-thickness measurements, collected during numerous field campaigns throughout the Swiss Alps, is not exhausted yet. A more sophisticated analysis may help to derive rules to infer $C$ from morphological characteristics. Currently, it is suggested that $C$ may depend upon the glacier type, having different values for valley and cirque glaciers for instance, but the relation is not explored in a quantitative way yet.

Second, surface velocities could be used to constrain $C$ too. A three-step procedure, which seems promising, could adopt the following scheme: (a) compute an ice-thickness distribution
with a first estimate of \( C \); (b) compute surface velocities using the estimated ice-thickness and compare the results to measured velocities; (c) adjust the ice-thickness distribution by adapting the local value of \( C \) in a way that the measured surface velocities are matched.

When adopting this scheme, two options may be of interest for computing surface velocities. One approach would be to consider an approximation for individual flowlines, as the shallow-ice approximation. In this case, the proposed three-step procedure may even be simplified as \( C \) would be fixed in a deterministic way. A second approach could be to calculate surface velocities with a more sophisticated approach, e.g. with a 3D model solving the full Stokes equations as proposed by Jouvet et al. (2008, 2009). In this case a stepwise procedure seems necessary, as the problem is non-linear (Jouvet et al., 2008). The result would be a self-consistent bedrock topography regarding ice-thickness and surface velocities, which, up to now, is not necessarily the case.

From the theoretical point of view, a second, iterative procedure, seems possible to infer \( C \). Again, an initial guess of \( C \) would be necessary to compute a first estimate of the ice-thickness. From that, the basal shear stress along the flowlines – which corresponds to the denominator in Equation 2.7 (i.e. \((C \rho g \sin \alpha)^n\)) multiplied by the local ice thickness – could be computed and used to calculate a new, local ice thickness. This would then fix the local value of \( C \).

The implementation of this promising procedure was attempted but, unfortunately, not successful. The reason may be the following: when computing the local basal shear stress, the local surface slope is required. In Equation 2.7 however, only the average surface elevation of the glacier appears, as the local slope is accounted for in a subsequent step (see point “F” on page 9). This causes a conflict which results in the non-convergence of the algorithm. A solution should address this point first. Note that the reason for implementing the average (and not the local) slope in Equation 2.7 is that, in doing so, the sensitivity of the exact position of the individual flowlines in respect to the calculated ice thickness can be significantly reduced. In the other case, the position of the flowlines would be determinant for the computed slope and, thus, for the computed ice thickness on the flowline. Since this ice thickness is then interpolated over the whole glacier (see point “E” at page 9), the estimate of the total ice volume would be (strongly) influenced as well.

When a 3D flow model as proposed by Jouvet et al. (2008, 2009) is available, a third iterative procedure could be used for improving the estimated ice-thickness distribution. The main idea would be to iteratively adjust the ice-thickness distribution in order to achieve consistency between the estimated bedrock topography, the calculated flow field and the current glacier geometry. Starting with an initial guess for the ice-thickness distribution, the flow model could be initialized and run one time-step forward. The reaction of the modeled surface topography should then give hints regarding the plausibility of the ice-thickness distribution: in regions of the glacier where the adjustment of the surface appears unrealistic, the local ice-thickness should be corrected. The procedure seems promising since unrealistic rates of surface-elevation change can be detected and direct measurements of surface-elevation change could be used to further constraining the problem.

Finally, the way the local surface slope \( \alpha \) is accounted for (point “F” at page 9) may be improved too. Currently, \( \alpha \) is accounted for through a factor proportional to \((\sin \alpha)^{n+2}\). As one notes immediately, the factor tends to \( \infty \) as \( \alpha \) tends to 0 and so the local ice thickness does. To avoid the problem, a filtering of the surface slope was introduced. However, no rule has been provided for avoiding an arbitrarily choice of the value with which the slope is filtered. Following Kamb and Echelmeyer (1986), \( \alpha \) should be averaged in flow direction over an interval of about 4 times the local ice thickness. This procedure is easily applicable
when individual flowlines are considered, but is difficult to implement in a distributed way. In fact, this would require the computation of the iceflow direction at any point of the glacier, as well as an iterative procedure, since the local ice thickness is initially unknown. Currently, the choice of the value of the filter has an effect on how many “overdeepenings” are produced in the calculated bedrock topography. One should be aware of the problem when interpreting such features, especially when trying to forecast the formation of new glacier ponds and lakes, once the glacier has retreated.

When the estimate of the total ice volume of the Swiss Alps (Chapter 3) was presented, the attention of the wide public – including media – was concentrated on the quantification of the relative volume loss in the last decade, rather than on the estimated total volume. In this respect it has to be noted, that the estimation of the volume loss was performed in a very simple way, that is, applying a mean time series of mass balance and letting the area of the individual glacier unaltered (see Section 4.4). Since the mean time series was derived averaging individual series of 30 glaciers and the total number of analyzed glaciers is large (about 1500, see Table 3.3), this may be defensible from a statistical point of view. However, the fact that the mass balance of individual glaciers can vary significantly even over short geographical distances (Huss et al., 2010a) and that glaciers are currently experiencing a significant retreat, indicates that the approach should be revised at least in part. The first step for an improved estimate would be to apply the averaged time series only to glaciers where no glacier-specific time series is available. Since for most of the largest glaciers such a series has been compiled, the uncertainty of the total volume loss should decrease significantly, as the total volume – and thus, the relative change as well – is mainly determined from these glaciers. The second step would be to account for the evolution of surface area, occurred during the considered period. For larger glaciers, a suitable approach to address the issue may be the parametrization scheme of glacier retreat as proposed by Huss et al. (2010b). For smaller glacier, the assumption of an unchanged surface area should have a very minor influence on the overall picture.

For a more precise estimate of the total volume, emphasis has to be put in the largest glaciers. Up to now, the data basis for estimating the bedrock topography in the basin of Grosser Aletschgletscher is scarce. The acquisition and evaluation of field data from this glacier should have priority since, as shown, the basin contains almost one quarter of the total ice volume in the Swiss Alps.

Large potential was shown for the method presented for inferring the snow accumulation distribution from time-lapse photography (Chapter 4) as well. Similarly, however, some detail may be readdressed in more detail.

The method was applied to one catchment (Damma) and for one season only (summer 2008). It would be necessary to assess the performance of the method in different circumstances. Apart from the performance of the method itself, interesting questions would arise from the comparison of the results from different catchments and between different years. The most important one would be, to assess how stable the observed melt-out pattern and snow-accumulation distribution is through time. For the Damma catchment, which would be a suitable starting point, the data basis for 2009 is now available.

The control of topographic variables on the observed patterns was addressed only in an approximative way. The performed analysis is limited to two simple linear regressions. An analysis with multiple linear regression or some geostatistical approach should guarantee further insights in the controlling mechanisms. In this respect, the set of more than 1400 snow-depth measurements collected during the Damma field campaign on April, 2009 (see Appendix B) gives a rather unique possibility for explorative analysis.
The method was applied by manually detecting the snowcover from each individual picture. As mentioned in Section 4.4.4, this was necessary since the camera was operated in the visible band only, and no robust automatic procedure exist for detecting snow on that band. For an application on a regional scale however, an automated detection of the snowcover seems indispensable. Working with a camera sensible to the IR band would be a significant improvement.

Finally, the method seems suitable for estimating the parameters controlling the mass balance distribution in the method presented for estimating the ice thickness. The combination of the two methods seems an exciting idea.

The objective of this thesis was to provide simple methods for inferring two variables of difficult access, as the ice-thickness and accumulation distribution, from more readily available data. I hope and have the impression, that this goal was achieved. However, when using the methods, I encourage to stay critical and to try to further improve them, rather than having the impression, that the “world formula was found”, all problems are solved and no field measurements are longer required.
Appendix A

Ice thickness measurements on glaciers in the Swiss Alps

A.1 Overview

First experiments in measuring the ice thickness of glaciers in the Swiss Alps go back to the late 1920s. Using seismic techniques, H. Mothes tried to measure the ice thickness at the Konkordiaplatz of the Grosser Aletschgletscher in 1929. The adopted methods were developed in 1927 already (Mothes, 1927).

Early studies, based on seismic measurements too, were performed on Rhonegletscher in 1931 (Gerecke, 1933; Jost, 1936) and on Unteraargletscher starting from 1936 (Mercanton, 1936). Seismic methods remained the commonly used measurement technique until the 1950s. Measurement campaigns take further place in the region of the Konkordiaplatz (Mothes, 1929; Haefeli and Kasser, 1948), but extended to other glaciers too. Measurements were performed in 1943 on Vadret da Morteratsch (Kreis, 1944; Renaud and Mercanton, 1948), in 1946 on Glacier de la Plaine Morte (Renaud and Mercanton, 1948; Kreis et al., 1947), starting from 1948 on Gornergletscher (Renaud and Mercanton, 1948; Süsstrunk, 1950) and in 1949 on Glacier du Mont Collon (Süsstrunk, 1951) and Zmuttgletscher (Süsstrunk, 1950).

From the 1950s on, drilling campaigns became more popular for measuring ice thickness and seismic methods were applied more sparsely, e.g. in 1958 at Konkordiaplatz (Thyssen and Ahmad, 1969) or 1959 on Findelgletscher (Süsstrunk, 1959). First experiments with thermal- and hydrothermal drilling were started on Gornergletscher already in 1948, in the frame of the studies for the realization of the Grande Dixence. Drilling campaigns were started in 1949 on Zmuttgletscher, 1958 on Findelgletscher (Swissborung, 1959), 1960 on Glacier du Trient (VAWE, 1961), 1966 on Glacier du Giétro and Glacier du Tournel Blanc (Kasser and Aellen, 1974), 1972 and 1975 on Grubengletscher (Kasser and Aellen, 1976; Kasser et al., 1982; Röthlisberger, 1979), 1973 on Oberaletschgletscher (Kasser and Aellen, 1976) and starting from 1977 on Unteraargletscher and Glacier du Brenay (Kasser et al., 1983). In many cases the focus of the measurements were not the ice thickness directly. At Colle Gnifetti for example, core drilling campaigns started in 1976 already (Deschger et al., 1977; Schotterer et al., 1981), but the glacier bedrock was reached first only 6 years later.

In the first half of the 1960s, some experiment was started to determine the ice thickness using geoelectric techniques, e.g. in 1963 on Unteraargletscher and 1964 on Ewigschneefeld (Röthlisberger and Vogtli, 1976). This technique was used 1982 on the Grubengletscher as well, but was never employed extensively.
First experiments using radio-echo soundings were performed in 1978 (Thyssen, 1979). The encouraging experiences led to more extensive campaigns between 1980 and 1982 on Colle Gnifetti, Glacier de la Plaine Morte, Findelgletscher, Grubengletscher and Rhonegletscher (Haeberli et al., 1982), during which the technique was further developed. The technique became state of the art from the 1980s on. Extensive measurement campaigns were performed in 1982 on Glacier de Saleina, Allal Ingletscher (VAW, 1983a) and Gries gletscher (VAW, 1983b), between 1987 and 1998 on Unteraargletscher (Bauder et al., 2003), 1988 and 1998 on Glacier du Corbassière (VAW, 1998), 1990 on Haut Glacier d’Arolla (Sharp et al., 1993), 1990, 1991 and 1995 on Grossen Aletschgletscher, 1993 on Claridenfirn (Funk et al., 1997), 1997 on Glacier du Gietro (VAW, 1998), 2001 and 2002 on Vadret da Morteratsch (research work of AWI), 2001 and 2003 on Triftgletscher (Müller, 2004), 2002 on Ghiacciaio del Basodino (Bauder et al., 2006), 2003 and 2008 on Rhonegletscher (Zahno, 2004; Farinotti et al., 2009b), 2004, 2005 and 2007 on Gornergletscher (Huss, 2005; Riesen, 2006; Eisen et al., 2009), 2006 on Unteren Grindelwaldgletscher (VAW, 2007b), 2006 and 2007 on Glacier de Zinal (VAW, 2006, 2007a; Farinotti, 2007; Huss et al., 2008b) and 2007 on Silvrettagletscher (Farinotti et al., 2009b).

In 2008, an experiment with an airborne radio-echo sounding system was performed on Gornergletscher. The technique showed the potential for performing ice thickness measurements in an extension and a speed which was unachievable until now: through the use of an helicopter, measurements which would have required days and days of fieldwork can be collected in a few hours. The system was further applied in 2008 on Findelgletscher, Allal ingletscher, Schwarzberggletscher, Rhonegletscher and Triftgletscher, as well as in 2009 on Grossen Aletschgletscher but the results for Trift-, Rhone- and Grosser Aletschgletscher are not yet completely evaluated (status May 2010).

### A.2 Detailed information

An overview of the ice thickness measurements collected in the Swiss Alps until 2009, as well as of the concerning publications and reports, is given in the following table.

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Meth</th>
<th>dd</th>
<th>Literature</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aletsch</td>
<td>1947</td>
<td>3 o</td>
<td>Haefeli and Kasser (1948)</td>
<td>1 pr below Konkordiaplatz</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1995</td>
<td>1a x</td>
<td>Farinotti et al. (2009a)</td>
<td>7 pr between Konkordiaplatz and tongue, deepest points not reached</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2009</td>
<td>1b p</td>
<td></td>
<td>Results non yet available (May 2010)</td>
<td></td>
</tr>
<tr>
<td>- Konkordiaplatz</td>
<td>1929</td>
<td>3 p</td>
<td>Mothes (1927, 1929)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Meth</th>
<th>dd</th>
<th>Literature</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1958</td>
<td>3</td>
<td>p</td>
<td>Thyssen and Ahmad (1969)</td>
<td>2 bh to the bed, 1 ca. 20-30 m above</td>
</tr>
<tr>
<td></td>
<td>1990-91</td>
<td>2a</td>
<td>x</td>
<td>Hock et al. (1999)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1990-91</td>
<td>1a</td>
<td>x</td>
<td>Farinotti et al. (2009a)</td>
<td>7 pr, deepest points not reached</td>
</tr>
<tr>
<td>Ewigschneefeld</td>
<td>1964</td>
<td>4</td>
<td>o</td>
<td>Roethlisberger and Voegtl (1976)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1976-77</td>
<td></td>
<td>o</td>
<td>Atlas der Schweiz, Bl. 80, Kasser et al. 1982, 1983; Oeschger et al. 1977</td>
<td>Core drillings</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Allalin</td>
<td>1982</td>
<td>1a</td>
<td>x</td>
<td>VAW (1983a)</td>
<td>3 pr at ca. 2800 m asl</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1b</td>
<td>x</td>
<td>VAW (2009)</td>
<td>Pr until ca. 3500 m asl</td>
</tr>
<tr>
<td>Arolla, Haut</td>
<td>1990</td>
<td>1a</td>
<td>x</td>
<td>Sharp et al. (1993)</td>
<td>Good coverage, poor accuracy</td>
</tr>
<tr>
<td>Basodino</td>
<td>2002</td>
<td>1a</td>
<td>x</td>
<td>Bauder et al. (2006)</td>
<td>5 pr</td>
</tr>
<tr>
<td>Brenay</td>
<td>1977</td>
<td>5</td>
<td>o</td>
<td>Kasser et al. (1983)</td>
<td></td>
</tr>
<tr>
<td>Clariden</td>
<td>1993</td>
<td>1a</td>
<td>x</td>
<td>Funk et al. (1997)</td>
<td>4 cross-pr, 1 longitudinal-pr at ca 2900 m asl</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Corbassière</td>
<td>1988</td>
<td>1a</td>
<td>x</td>
<td>VAW (1998)</td>
<td>5 pr in tongue region</td>
</tr>
<tr>
<td></td>
<td>1998</td>
<td>1a</td>
<td>x</td>
<td>VAW (1998)</td>
<td>5 pr above, 1 below the steep step</td>
</tr>
<tr>
<td>Fiescher</td>
<td>2000</td>
<td>1a, 2b</td>
<td>p</td>
<td>Zweifel (2000)</td>
<td>8 pr, 1 bh near Fieschersattel</td>
</tr>
<tr>
<td>Findel</td>
<td>1958-59</td>
<td>2a+b</td>
<td>o</td>
<td>Swissborung (1959)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1959</td>
<td>3</td>
<td>o</td>
<td>Sussstrunk (1959)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980, 82</td>
<td>2a</td>
<td>p</td>
<td></td>
<td>Research work VAW (A. Iken)</td>
</tr>
<tr>
<td></td>
<td>1980, 82</td>
<td>1a</td>
<td>o</td>
<td>Haeberli et al. (1982)</td>
<td>Research work VAW</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1b</td>
<td>x</td>
<td></td>
<td>2 pr, poor coverage</td>
</tr>
<tr>
<td>Giétre</td>
<td>1966</td>
<td>3</td>
<td>2a</td>
<td>Kasser and Aellen (1974)</td>
<td>4 cross-pr, 1 longitudinal-pr</td>
</tr>
<tr>
<td></td>
<td>1997</td>
<td>1a</td>
<td>x</td>
<td>VAW (1998)</td>
<td></td>
</tr>
<tr>
<td>Gorner</td>
<td>1948</td>
<td>3</td>
<td>o</td>
<td>Renaud and Mercant (1948)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1948-49</td>
<td>3</td>
<td>o</td>
<td>Sussstrunk (1950)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1948-50</td>
<td>2a</td>
<td>o</td>
<td>Archive Grande Dixence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1969</td>
<td>2b</td>
<td>o</td>
<td>Bezinge et al. (1969)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1974, 79</td>
<td>2a</td>
<td>o</td>
<td>Kasser et al. (1982)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2004</td>
<td>1a</td>
<td>x</td>
<td>Huss (2005)</td>
<td>10 pr below Gornersee</td>
</tr>
<tr>
<td></td>
<td>2005</td>
<td>1a</td>
<td>x</td>
<td>Riesen (2006)</td>
<td>8 pr below Gornersee</td>
</tr>
<tr>
<td></td>
<td>2004-08</td>
<td>2a</td>
<td>x</td>
<td>Sugiyama et al. (2008); Eisen et al. (2009)</td>
<td>Several bh until bedrock</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1b</td>
<td>x</td>
<td></td>
<td>Pr below 3500 m asl</td>
</tr>
<tr>
<td>- Colle Gnifetti</td>
<td>1976-77</td>
<td>2b</td>
<td>o</td>
<td>Oeschger et al. (1977)</td>
<td>Core drilling</td>
</tr>
<tr>
<td></td>
<td>1978</td>
<td>1a</td>
<td>o</td>
<td>Thyssen (1979)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980-81</td>
<td>1a</td>
<td>x</td>
<td>Haeberli et al. (1982)</td>
<td></td>
</tr>
<tr>
<td>Gries</td>
<td>1982</td>
<td>1a</td>
<td>o</td>
<td>VAW (1983b)</td>
<td>Bedrock mapping near tongue</td>
</tr>
<tr>
<td></td>
<td>1987-89</td>
<td>1a</td>
<td>x</td>
<td>VAW (1983b); Vieli et al. (1997)</td>
<td>2 pr, research work VAW (M. Funk)</td>
</tr>
<tr>
<td></td>
<td>1999</td>
<td>1a</td>
<td>x</td>
<td>von Deschwanden (2008)</td>
<td>14 pr</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Meth</th>
<th>dd</th>
<th>Literature</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gruben</td>
<td>1972</td>
<td>2b</td>
<td>o</td>
<td>Kasser and Aellen (1976)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1975</td>
<td>2a</td>
<td>o</td>
<td>Kasser et al. (1982); Röthlisberger (1979)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1981</td>
<td>1a</td>
<td>o</td>
<td>Haeberli et al. (1982)</td>
<td>Pr at tongue, until 3000 m asl</td>
</tr>
<tr>
<td></td>
<td>1982</td>
<td>2a, 4</td>
<td>o</td>
<td></td>
<td>Research work VAW (W. Haebel)</td>
</tr>
<tr>
<td>Mont Collon</td>
<td>1949</td>
<td>3</td>
<td>o</td>
<td>Süstrunk (1951)</td>
<td></td>
</tr>
<tr>
<td>Morteratsch</td>
<td>1943</td>
<td>3</td>
<td>o</td>
<td>Kreis (1944); Renaud and Mercanton (1948)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2001-02</td>
<td>1a</td>
<td>x</td>
<td>Research work AWI (P. Huybrechts, O. Eisen)</td>
<td></td>
</tr>
<tr>
<td>Oberaletsch</td>
<td>1973</td>
<td>2a</td>
<td>o</td>
<td>Kasser and Aellen (1976)</td>
<td></td>
</tr>
<tr>
<td>Pizol</td>
<td>2010</td>
<td>1a</td>
<td>o</td>
<td>Huss (ress)</td>
<td>25 pr</td>
</tr>
<tr>
<td>Plaine Morte</td>
<td>1946</td>
<td>3</td>
<td>o</td>
<td>Renaud and Mercanton (1948); Kreis et al. (1947)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>1a</td>
<td>p</td>
<td>Haeberli et al. (1982)</td>
<td>First attempts with VAW-device, 1 measurement point</td>
</tr>
<tr>
<td></td>
<td>2010</td>
<td>1a</td>
<td>o</td>
<td></td>
<td>17 pr Research work Uni Fribourg (M. Huss)</td>
</tr>
<tr>
<td>Rhone</td>
<td>1931</td>
<td>3</td>
<td>o</td>
<td>Gerecke (1933); Jost (1936)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1980</td>
<td>1a</td>
<td>o</td>
<td>Wächter (1979); Haebel et al. (1982)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2005-09</td>
<td>2a</td>
<td>p</td>
<td>Several bh to the bed</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2003</td>
<td>1a</td>
<td>x</td>
<td>Zahno (2004)</td>
<td>12 pr</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1a</td>
<td>x</td>
<td>Farinotti et al. (2009b)</td>
<td>8 pr</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1b</td>
<td>p</td>
<td></td>
<td>Good coverage, especially at the tongue, poor accuracy</td>
</tr>
<tr>
<td>Rossboden</td>
<td>1997</td>
<td>1a,3,4</td>
<td>p</td>
<td>Oberholzer and Salm (1998)</td>
<td>Tongue only, good coverage</td>
</tr>
<tr>
<td>Saleina</td>
<td>1982</td>
<td>1a</td>
<td>o</td>
<td>Research work VAW (B. Ott)</td>
<td></td>
</tr>
<tr>
<td>Schwarzberg</td>
<td>2008</td>
<td>1b</td>
<td>x</td>
<td>VAW (2009)</td>
<td>Good coverage</td>
</tr>
<tr>
<td>Sex Rouge</td>
<td>2010</td>
<td>1a</td>
<td>o</td>
<td></td>
<td>2 pr Research work Uni Fribourg (M. Huss)</td>
</tr>
<tr>
<td>Silvretta</td>
<td>2007</td>
<td>1a</td>
<td>x</td>
<td>Farinotti et al. (2009b)</td>
<td>9 pr</td>
</tr>
<tr>
<td>Theodul</td>
<td>2002</td>
<td>1a</td>
<td>x</td>
<td>VAW (2002)</td>
<td>3 pr above 3000 m asl</td>
</tr>
<tr>
<td>Trift</td>
<td>1960</td>
<td>2a</td>
<td>o</td>
<td>VAW (1961)</td>
<td>1 pr at 2070 m asl</td>
</tr>
<tr>
<td>Trift</td>
<td>2001, 03</td>
<td>1a</td>
<td>o</td>
<td>Müller (2004); VAW (2004)</td>
<td>5 pr below, 1 above the steep step</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>1b</td>
<td>o</td>
<td></td>
<td>Results non yet available (May 2010)</td>
</tr>
<tr>
<td>Tsanfleuron</td>
<td>1999</td>
<td>2a</td>
<td>o</td>
<td>Hubbard et al. (2000)</td>
<td>5 bh near tongue</td>
</tr>
</tbody>
</table>
Table A.1 – Continued from previous page

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Year</th>
<th>Meth</th>
<th>dd</th>
<th>Literature Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glacier</td>
<td>Year</td>
<td>Meth</td>
<td>dd</td>
<td>Literature Notes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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A.3 Maps

The maps on the following pages show the location of the ice thickness measurements (circles) for glaciers for with digital data are available at VAW - ETH Zurich. The year to which the glacier outlines refers to is stated in the figures. Contour lines inside the glacier boundary correspond to the glacier bed generated with the methods described in Chapter 2. Contour lines outside the glacier show the surface topography according to the Swisstopo DHM25.
Appendix B

Snow-depth measurements on Dammagletscher, April 2009

During the period from April 6 to April 8, 2009 a large snow-depth measuring campaign was conducted on Dammagletscher. This was the second snow-depth measuring campaign after May 15, 2008 (see Chapter 4). During three days, eight people from the institutes VAW-ETH Zurich and WSL-SLF Davos collected more than 1400 snow-depth measurements and determined the snow density in three different snow-pits. The data give a rather unique possibility for explorative analysis and are available at VAW. The map on Figure B.1 displays the locations of the individual measurements.
Figure B.1: Location of the measurements collected during the field campaign on Dammagletscher in April 2009. Snow-depth measurements are shown by crosses, snow pits for snow-density measurements with squares.
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