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Part I. Introduction

What is an electronic health record?
Challenges in text mining of medical records
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Electronic health records (EHRs)

A definition Reddy and Aggarwal [2015]

Data related to a patient’s care

Demographics

Medications

Vital signs

Medical history

Laboratory data

Reports (e.g. radiology)

Progress notes

Source: All icons in figures were downloaded & modified
from: flaticon.com (designed by Freepik)
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Electronic health records (EHRs)

Adoption in the United States

Source: ONC Data Brief 2016. Henry et al. [2016] Source: www.himssanalytics.org/emram
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MIMIC-III database

Contents Johnson et al. [2016]

58,000 hospital admissions (2001–2012)

46,520 patients (38,645 adults; 7,875 neonates)

Demographics

Vital sign measurements

Laboratory test results

Medications

Caregiver notes

Imaging reports

Mortality (both in and out of hospital)

Reports for adult patients
Type Count
Radiology 507,326
Nursing/other 418,041
Nursing 223,546
ECG 208,413
Physician 141,617
Discharge summary 55,396
Echo 44,589
Respiratory 31,739
Nutrition 9,418
General 8,301
Rehab Services 5,431
Social Work 2,670
Case Management 966
Pharmacy 103
Consult 98
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MIMIC-III database contd.

Sample radiology report Johnson et al. [2016]
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Mining medical records

Challenges

Data heterogeneity

Extensive use of quantitative data

Misspelling detection and correction

Negated and probable events

Ambiguous acronyms and
abbreviations

Sample admission report
BLOOD WBC-9.6 RBC-3.97* Hgb-11.8* Hct-34.4*
MCV-87 MCH-29.7 MCHC-34.2 RDW-15.8*
BLOOD Plt Ct-326
BLOOD Glucose-112* UreaN-23* Creat-0.7 Na-137
K-4.2 Cl-101 HCO3-23 AnGap-17
BLOOD TSH-2.0
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Misspelling detection and correction

Examples Johnson et al. [2016]

Patient’s respirtory status improved significantly over the first hopsital day and patient was
transferred to the floor.

A: Tolerating current feeding regiman. P: Continue to support nutritioanl needs.

. . .blood culutes was postive for GPC, he was started on 2 weeks of Vancomycin. He continued
to have numerous cultures. . .

Related work Damerau [1964] , Lai et al. [2015]

80% of spelling errors: insertion, deletion, substitution, or two letters transposed or switched

Detection: Unified Medical Language System (UMLS) lexicon + other sources (e.g. RxNorm)

Correction: Scoring algorithms based on orthographic and phonetic edit distances
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Negated and probable events

Examples Johnson et al. [2016]

Reason: evaluate cough wheezing ?copd/pneumonia

. . .demonstrated no trace pulmonic regurgitation and no tricuspid regurgitation. . .

The Neurosurgery Team recommended a four-vessel angiogram to rule out any vessel damage.

CARDIAC: RR, normal S1, S2. No murmurs but apparent pericardial friction rub with 2
knocks. No thrills, lifts. No S3 or S4.

Related work Harkema et al. [2009] , Kuhn and Eickhoff [2016]

ConText/NegEx algorithm: sentences are labeled as negative, affirmative, certain or uncertain.

There are algorithmic benefits to taking negated events into account
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Ambiguous acronyms and abbreviations

Examples for the word ACC Johnson et al. [2016]

i) American College of Cardiology; ii) Agenesis of the Corpus Callosum; iii) Accident

. . . dental work 2 weeks ago without antibiotic prophylaxis, per current ACC/AHA guidelines. . .

Infant with prenatally diagnosed ACC, copolcephaly, microcephalic

MOTORYCLE ACC OPEN FX’S, Admitting Diagnosis: TIB/FIB FRACTURE. . .

Word sense disambiguation (WSD). Related work Navigli [2009] Jurafsky and Martin [2017]

It is considered an AI-complete problem

Disambiguate a word given a lexicon with an inventory of senses for each entry
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Part II. Word embeddings

Representation of documents and words
Words as vectors
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Documents as vectors

Linking terms to documents

In the term-document matrix ∈ R|V |×|D|

with a vocabulary of size |V | and a corpus of size
|D|
a row represents a word wi

a column is a document Dj

the contents of each cellij is a term weight, e.g.
tf -idf (wi ,Dj)

General assumption: if two documents are similar,
they tend to have similar words
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Words as vectors

Linking terms to context

In the term-context matrix ∈ R|V |×|V |

with a vocabulary of size |V |
a row represents a word wi (target)
a column is a word wj (context)
each cellij represents how frequently wi co-occurs
with wj

General assumption: if two words are similar, they
tend to be present in similar documents. It is a
representation of the meaning of a word based on
the documents in which it occurs.
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Words as vectors contd.

Different representations

Pointwise mutual information (PMI) Church and Hanks [1990]

Singular value decomposition (SVD) Eckart and Young [1936]

Neural-network embeddings

Learned distributed feature vector Bengio et al. [2003]

Skip-gram with negative sampling (word2vec) Mikolov et al. [2013]
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Pointwise mutual information (PMI) Church and Hanks [1990]

Measure

How often two events x and y occur when compared to the expectation of independence

I (x , y) = log2
P(x , y)

P(x)P(y)

Extending it to co-ocurrence of words

PMI (w , c) = log2
P(w , c)

P(w)P(c)

Correcting for negatives values, obtain positive PMI

PPMI (w , c) = max(log2
P(w , c)

P(w)P(c)
, 0)
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Singular value decomposition (SVD) Eckart and Young [1936]

Procedure

Factorization of a term-context matrix X as

X = L ·∆ · R>

Alternative, one can truncate to the top d eigenvalues in ∆

Xd = Ld ·∆d · R>d

To finally obtain
W = Ld ·∆d C = R>d

where rows of W are word representations; rows of C are context representations
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Words as vectors

General goal of learning neural word embeddings

Define a predictive model, for a center word wt and words in its context

P(wc |w),wc ∈ context(w)

Specify a cost function to minimize (loss)

E = 1− P(wc |w)

Perform this task for all words w in corpus

Iteratively adjust the word vectors to minimize E

Stanford University, Lecture 2, CS224N/LING284, NLP with Deep Learning
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Skip-gram with negative sampling (word2vec) Mikolov et al. [2013]

Motivation

Traditional encoding of word (as vector) in a corpus

Number of elements is equal to size of vocabulary

Referred to as one-hot vector

Similarity between words with inner product is meaningless
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Skip-gram with negative sampling (word2vec)

Goal

Given a sequence of words w1,w2, . . . ,wT

Maximize the probability of any context word given the center word
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Part II. word2vec

Objective function
Skip-gram model

Results
Mikolov et al. [2013]
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word2vec

Objective function

Given a sequence of words w1,w2, . . . ,wT

Maximize the probability of any context word given the center word

T∏
t=1

∏
−c≤j≤c,j 6=0

p(wt+j |wt)

Equivalent to the negative log likelihood

− 1

T

T∑
t=1

T∑
−c≤j≤c,j 6=0

log p(wt+j |wt)
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word2vec contd.

Objective function

Given a sequence of words w1,w2, . . . ,wT

Maximize the probability of any context word given the center word

Maximize the average log probability (Eq. 1) Mikolov et al. [2013]

1

T

T∑
t=1

T∑
−c≤j≤c,j 6=0

log p(wt+j |wt)
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word2vec contd.

Skip-gram model contd.

Stanford University, Lecture 2, CS224N/LING284, NLP with Deep Learning (edited to fit slide)
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word2vec contd.

Obtaining probabilities: softmax function

Transforms elements of a vector (real numbers) to [0, 1] range, adding up to 1

P(v) =
ev∑M
i=1 e

vi
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word2vec contd.

Putting the parts together

We said before that the objective function is:

1

T

T∑
t=1

T∑
−c≤j≤c,j 6=0

log p(wt+j |wt)

The model computes the probability p(wt+j |wt) as (Eq. 2) Mikolov et al. [2013]

p(wO |wI ) =
ev

′>
wO

vwI∑W
w=1 e

v ′>
w vwI

F. Llinares-López & D. Roqueiro Deep Learning & Applications to Biomedical Data ISMB’18 Tutorial AM2 July 6, 2018 25 / 38



word2vec contd.

Increasing predictive performance

Apply sub-sampling of frequent words

A word wi is discarded with probability, (Eq. 5) Mikolov et al. [2013]

P(wi ) = 1−
√

t

freq(wi )

where

t is a parameter set by the user with default value 10−5

freq(wi ) is the frequency of wi in the corpus

Desirable side effect: Removing words effectively increases the size of context window
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word2vec contd.

Analysis

Trained model on internal Google dataset ∼1 billion words

Discarded very infrequent words (< 5 times)

Final vocabulary size of 692,000 words

Tests

Syntactic analogies: “quick” is to “quickly” as “slow” is to “slowly”

Semantic analogies: “Germany” is to “Berlin” as “France” is to “Paris”

Solved as:

find the closest vector vec(x) to vec(“Berlin”) – vec(“Germany”) + vec(“France”)
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word2vec contd.

Results

Mikolov et al. [2013], Figure 2

F. Llinares-López & D. Roqueiro Deep Learning & Applications to Biomedical Data ISMB’18 Tutorial AM2 July 6, 2018 28 / 38



word2vec contd.

Results contd.

More illustrative examples

Relation Nearest token
sushi – Japan + German bratwurst
Cu – copper + gold Au
bigger – big + cold colder

AI Summit Vienna 2017 – Tomas Mikolov, Neural Networks for Natural Language Processing
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Part III. Mortality Prediction

Word embeddings from clinical reports
Prediction of mortality based on unstructured data

Attention mechanisms

Patricia Calvo Pérez
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Mortality prediction

Endpoints

In-hospital

30-day

1-year post-discharge

Importance Luo and Rumshisky [2016]

Critical to understand and prevent future complications in order to discharge patients
more safely and efficiently

Majority of previous approaches are based on structured data
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Added feature: attention mechanism

Example: Yelp reviews Lin et al. [2017]

1-star review

5-star review
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Example: mortality prediction contd.

Model Grnarova et al. [2016]
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Preliminary results

Prediction

AUC In-hospital 30-day 1-year
10-model ensemble 0.960 0.801 0.815

Interpretation

Top sentences, P(in-hosp survival=low)
not moving any extremities moving chin tongue with oral care no cough no gag no pupillary
pt continues to overbreathe though at times
frequent generalized myoclonus anoxic brain and nerve injury
found by fd unresponsive apneic in arrest

Top sentences, P(1-year survival=high)
low lung volumes accentuate normal pulmonary vasculature
no acute fractures are present
low lung volumes
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Conclusions

Deep learning and mining of electronic health records

Text mining of EHRs faces many challenges due to unstructured nature of text

Creation of word embeddings from EHRs

Deep learning model gave good prediction performance in mortality prediction task

Not mentioned in the slides, but many baselines were tried (SVD, bag-of-words, and others)

Attention mechanism(s) will assist physicians in the interpretation of the results
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