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In this discussion we elaborate on the state of the art in computational

bioinorganic chemistry and aim at identifying and defining the most difficult

obstacles in the process of obtaining unambiguous and predictive results from

quantum chemical calculations. We then proceed to discuss and analyse

well-known as well as new concepts for overcoming some of these obstacles.
1 Introduction

Bioinorganic chemistry is a very complex and diverse field. Structures with different
types of ligands ranging from chelate co-factors to full proteins, with a varying
number of interacting (transition) metals provide the stage for the most complex
chemical transformations and for intricate reaction mechanisms: prominent exam-
ples are the dioxygen evolution at the water-oxidizing complex of Photosystem
II1–3 or reductions at the active centers of Hydrogenases4,5 or Nitrogenases.6 From
the perspective of active sites, the protein environment represents a coordination
sphere of utmost complexity.

The optimum way to understand the function of such systems is to accomplish
a perfect structural and time resolution of their catalytic chemical reactions to obtain
results that explain experimental studies but also to provide complementary infor-
mation not accessible in experiment. Exactly this is at least in principle possible
by a quantum mechanical description based on the elementary particles of chem-
istry, i.e., the electrons and the atomic nuclei.7 However, the mono- and polynuclear
transition-metal active sites demand highly accurate electronic structure methods.
These have to be very flexible with respect to the type of electron correlation to be
described because of the diverse bond-breaking and bond-formation processes
that can occur—apart from the high density of states that emerges from open-shell
transition-metal centers and unsaturated ligands.

Reliability and predictability of calculations on such systems depend crucially on
the accuracy of these necessarily approximate electronic structure methods. Unfor-
tunately, to date there still does not exist a universal and well-established computa-
tional protocol for the study of bioinorganic reaction mechanisms in proteins and
enzymes. Instead, recipes have been established by various schools which are not
always congruent with one another and which feature a somewhat heuristic char-
acter. This is because of the method-inherent errors and because of the large set
of parameters to cope with in an electronic structure method—for example: struc-
tural model, spin state, charge, solvation, choice of the density functional (in Density
Functional Theory (DFT)) etc.
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One aim of theoretical bioinorganic chemistry—despite the elucidation of the
structural and functional variety of a particular system—should be to develop
universally valid concepts that allow us to extract chemical principles from the calcu-
lated results unaffected by method-inherent errors. These concepts must be transfer-
able to different systems beyond the consideration of individual case studies.

In this paper we will elaborate on some thoughts along these lines and begin with
three theses on the computational modeling of bioinorganic reaction sites in order to
stimulate a discussion on the future progress and options of theoretical bioinorganic
chemistry beyond the mere accurate calculation of specific experimental results for
a particular metalloenzyme. In order to illustrate these three theses, we will discuss
two concepts to address structure and reactivity of a model active site, focus on
structure–property correlations, and investigate the flexibility of transition states.

View Article 
2 Three theses on the current status of computational bioinorganic
chemistry

Quantum mechanics applied to chemistry, i.e., quantum chemistry, allows us to
study the electrons (and atomic nuclei) within the stationary picture of the time-
independent electronic Schr€odinger equation,

ĤelJel,n ¼ Eel,nJel,n (1)

which assigns a nuclear-coordinate-dependent electronic energy Eel,n—the
so-called potential energy hypersurface—to a collection of electrons and nuclei
in electronic state n via application of the electronic Hamiltonian operator Ĥel

to the many-electron wave function Jel,n (after having introduced the convenient
Born–Oppenheimer approximation). Molecular structures of educts, products,
reactive intermediates, and transition states are stationary points on this surface
Eel,n, which also directly provides their relative energies (at 0 K without zero-point
vibrational effects). Molecular properties of these structures that may eventually
allow one to identify them by experiment are obtained from Eel,n by differentiation
with respect to external perturbations like electromagnetic fields.8–10

Quantum chemistry meets its greatest challenges in the description of metallopro-
teins because of the size of these molecules and the fact that the correlated motion of
the electrons is particularly difficult to capture in an ansatz for the many-electron
wave function. Electron correlation is an issue for large conjugated ligands (like
porphyrins), soft ligand atoms (like sulfur atoms), open-shell transition metals
(like iron or manganese), which all come together to provide the stage for the chem-
istry enabled by metalloproteins. Of course, these challenges are not specific to
computational bioinorganic chemistry, but to computational chemistry in general
albeit they are most prominent in the field of bioinorganic chemistry.
2.1 Thesis 1: Method-inherent approximations are difficult to control

Approximations are inevitable for the solution of eqn (1). It is important to separate
unnecessary approximations from the most crucial ones. Purely technical issues like
effective core potentials, approximate relativistic Hamiltonians and one-electron
basis sets11 can be well controlled. By contrast, the most crucial approximations
which we have to control very carefully (at least we must pursue to do so) are those
that affect the description of electron correlation. In DFT this is the choice of the
exchange–correlation energy density functional, while it is the choice of the many-
electron basis in case of a wavefunction-based ab initio method.

Mathematically speaking, the electronic wave function can be exactly expanded
into a complete basis of many-electron functions (or somewhat less rigorous: of elec-
tronic configurations),
120 | Faraday Discuss., 2011, 148, 119–135 This journal is ª The Royal Society of Chemistry 2011
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Jel;n ¼
X

i1 i2/iN

C
ðnÞ
i1 i2/iN

ji1i2/iNi (2)

which is called full configuration interaction (F-CI). Wavefunction-based ab initio
methods now try to approximate this expansion by selecting a finite number of config-
urations |i1i2/iNi. Prominent examples of these attempts are truncated CI expansions,
coupled-cluster approaches or multiconfiguration methods like the complete-active-
space self-consistent field (CASSCF) method.12 However, all these methods implicitly
assume that the construction scheme for the many-electron basis set is so general that
it can cope with any chemical situation. The assumption is especially challenged in
reactions of transition-metal clusters that break more than one bond at a time.

Ab initio methods are universal and systematically improvable in principle, but for
a specific structure under consideration it is often not clear how fast convergence
with increasing size of the many-electron basis set is. Convergence can be slow for
active sites of interest to bioinorganic chemistry and the limited capabilities of highly
accurate ab initio methods may prohibit arrival at truly converged results. Even
worse, the accuracy of such methods changes with position on the potential energy
hypersurface so that the effect on relative energies like reaction energies or barrier
heights can be difficult to control and to predict. Systematic improvability can hence
become a myth when improvement of the many-electron basis is not significant if
only deadwood is picked up in Hilbert space.

Consequently, computational bioinorganic chemistry requires truly universal
methods which yield a constant error at any point of the potential energy hypersur-
face Eel,n, but there exists so far no completely satisfying solution to this problem in
the standard repertoire. In recent work, we pursued a different strategy and adopted
novel concepts developed in physics for model Hamiltonians like the Heisenberg or
the Hubbard Hamiltonian.13,14 The principle idea is not to generate a pre-defined
many-electron basis set but to construct directly the most important CI coefficients
and to leave it to the algorithm to determine the electronic configurations that
feature CI coefficients above a certain threshold. One such method is the density
matrix renormalization group algorithm (DMRG),15–17 which constructs CI coeffi-
cients from so-called matrix product states (MPS)18,19

JMPS
el ¼

X
i1 i2/iN

A
½1�
i1

A
½2�
i2

/A
½N�
iN
j i1i2/iNi (3)

where the transformation matrices A[k]
ik represent the change of the basis when adding

to systematically constructed many-particle states on an active subset of orbitals
explicitly described states on an additional orbital taken from the complementary
subset (note that A[1]

i1 and A[N]
iN are vectors). However, also such an ansatz has its

drawbacks and calculations on transition metal complexes are not trivial even if
they are feasible13 (also for DMRG the increase of DMRG basis states to improve
the accuracy represents a major bottleneck and leads to highly sophisticated calcu-
lations that cannot be carried out routinely on a daily or weekly basis20). Still, novel
ab initio methods are being developed. For instance, a new type of parametrization
are the so-called tensor network states.21–23 Such an ansatz was for the first time
considered for a full quantum chemical Hamiltonian Ĥel by Marti et al.14

For our pioneering DMRG study on transition metal clusters13 we selected the
Cu2O2

2+ core of copper containing enzymes that has been identified by Cramer
and collaborators24 as a particularly difficult case for electronic structure methods.
Cramer et al. plotted the relative energy for the interconversion of bis(m-oxo) and
the side-on peroxo structures of Cu2O2

2+ along a one-dimensional isomerization
path for various quantum chemical methods. While all methods deviate from
one another at some distance, the failure of CASSCF is particularly striking indi-
cating the decisive role of a sufficiently large active orbital space that allows one to
construct an at least qualitatively correct many-electron wave function.

View Article 
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Perturbation-theory calculations of second order (CAS-PT2) on top of such a result
are then not able to cure the qualitatively wrong behaviour of the CASSCF wave
function. This difficulty of the CASSCF/CASPT2 approach has attracted some
attention.25,26

Of course, the most popular method in computational bioinorganic chemistry is
DFT—because of the feasibility of such calculations rather than because of their
reliability. In principle, there exists an exact energy density functional that allows
us to calculate the potential energy surface Eel,0 of the electronic ground state
from the electronic density alone owing to the first Hohenberg–Kohn theorem.27

However, we only know approximations to this functional which we assume to be
more accurate the more advanced the terms considered are, in the sense of a Jacob’s
ladder,28 but increased accuracy is not guaranteed.

The approximate density functionals are not systematically improvable and hence
if a failure is somehow detected, it cannot be cured. Usually, density functionals are
judged on the basis of a statistical analysis of results obtained for a test set of mole-
cules. Very many such studies exist and can thus hardly be reviewed here. The
problem is that such stochastic statements on the accuracy of density functionals
depend on the choice of test molecules and quantities in the training set. In a parti-
cular case under consideration one can hardly tell the accuracy of the results ob-
tained. Method-inherent discrepancies are regularly observed when studying
transition metal complexes and clusters with DFT. To provide an example from
our own work we refer to the binding energy of dinitrogen to the central iron
atom of Sellmann-type model complexes designed as biomimetic models to mimic
nitrogen fixation. Here, we observed discrepancies between the BP86 and B3LYP
density functionals of about 70 kJ mol�1.29 In such cases, one may choose the worst
case result in order to still draw a chemically relevant conclusion.

Interestingly, although relative electronic energies may differ largely from func-
tional to functional, it is often claimed (also by us) that certain quantities like molec-
ular structures or properties can be reproduced quite reliably with some established
functionals. This, however, is a matter of experience gained by studying very many
examples. For more rigorous evidence of this belief one would have to show that
derivatives of the electronic energy are predicted more accurately than relative
electronic energies.

Actually, the situation is even worse. The accuracy of DFT methods (and others
are not even feasible for this purpose) is not sufficient to predict a structure of an
active site in a metalloenzyme. On the contrary, DFT calculations can only be per-
formed on the mode of action of a metalloenzyme once the molecular structure of its
active site has been resolved experimentally. A prominent example is the recently
discovered central ligand in the FeMo-cofactor of nitrogenase30 that had been ne-
glected in first DFT calculations that nevertheless ‘explained’ the mechanism.
However, it is important to understand that such studies on wrong sites or faulty
active-site structures are still very useful because also the wrong mechanisms that
seemed to be plausible at first sight point to a deeper understanding of the true
mode of action once this is known.

View Article 
2.2 Thesis 2: Structural models of active sites are not easy to construct

The errors introduced into the potential energy surface due to the method-inherent
approximations in chemical methods are not the only sources of uncertainties that
could corrupt a scientific conclusion on the chemical reactivity and molecular prop-
erties of a metalloenzyme’s active site. Eqn (1) is to be solved for a predefined molec-
ular structure and hence a structural model has to be chosen for modeling the
chemical behavior of the active site. One may argue that the complete enzyme
structure—taken, for instance, from an X-ray diffraction experiment—should
provide a good starting point. However, eqn (1) can be solved for a molecular struc-
ture of about 200 atoms rather than for a structure of more than 2,000 atoms let
122 | Faraday Discuss., 2011, 148, 119–135 This journal is ª The Royal Society of Chemistry 2011
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alone 200,000 atoms. Therefore, small structural models of the metal cluster and its
surrounding ligand sphere that carefully resemble the active site structure within the
protein need to be chosen. This also includes the selection of solvent molecules
considered to be relevant. However, choices made at this stage will certainly lead
to deviations from the true structural behaviour of the metalloprotein.

Fortunately, reaction energetics are dominated by the ligand binding energies to
the active site and usually dominate by far all other interaction energies (although
this is not always guaranteed, of course, and dynamic effects come into play when
ligand binding energies are small and of the order of strong hydrogen bond
energies). This is the reason why we can expect that structural models of restricted
size may well represent the essential chemistry the active site is capable of
performing.

Of course, advanced methods that include the complete protein environment are
available. Most prominent are the so-called QM/MM methods (see ref. [31] for
a most recent review). Here, however, the protein environment is modelled by
a collection of classical charges parametrized to reproduce certain protein proper-
ties. Invoking a QM/MM model provides the comfy feeling that the complete
metalloprotein is considered at the cost of new additional approximations
(classical-mechanical energy contribution evaluated for a parametrized force-field
that electrostatically interacts with the quantum-mechanical kernel where the reac-
tions take place).

2.3 Thesis 3: Transferable results are difficult to extract

Even if the two major obstacles of computational modeling in bioinorganic chem-
istry could be satisfactorily solved (Theses 1 and 2), we would obtain for a given
system one particular number for the quantity under consideration. It was Max
Planck who once said: ‘Wenn man genau ermittelt hat, wieviele K€orner irgendein
Sandhaufen enth€alt, so ist das eine ungeheure Leistung. Aber man kann mit dieser
Zahl nichts weiter anfangen, weil sie nur eine ganz spezielle Bedeutung besitzt’32

(Translation: If one has determined the exact number of grains in some pile of sand,
then this is a huge accomplishment. However, one cannot benefit from this number
because it has only very special meaning.) The true challenge in science is to put these
numbers into context in order to extract principles that govern chemical reactivity
and that eventually allow us to design synthetic (biomimetic) catalysts which can
accomplish the function for which nature invented metalloenzymes. Only if transfer-
able knowledge is provided can we expect to rationally re-design metalloenzymes for
other purposes than those of the wild-type enzymes and also to design new biomi-
metic systems. Hence, the question arises what are the proper theoretical and
computational means to do that so that we do not end up collecting unrelated
numerical data?

View Article 
3 Correlation diagrams for quantitative structure–property relations

For transition metal chemistry, the equilibrium structure of the (catalytically active)
transition metal core is determined by the ligand sphere and by the environment in
general, which mutually influence the electronic structure, i.e., the oxidation state,
the spin distribution, and the charge distribution. In addition to these system-
inherent structural variations, we have to deal with the method-inherent variations:
optimized stationary structures may vary for different quantum chemical methods.

Being able to estimate the method-inherent errors and the system-inherent varia-
tions is a mandatory step en route to understanding transition-metal chemistry and
to develop unifying and system-transgressing concepts. In order to gain insight into
the nature (properties) and reactivity of such transition-metal clusters, we may
investigate the flexibility of these clusters in terms of correlation diagrams. These
diagrams have a long history and were particularly popular in times when
This journal is ª The Royal Society of Chemistry 2011 Faraday Discuss., 2011, 148, 119–135 | 123
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computational resources and algorithms had not been developed yet (e.g., Walsh
diagrams, Tanabe–Sugano or Orgel diagrams). The potential energy hypersurface
provides a direct means to correlate structures to each other if screened properly
in the space of relevant coordinates.

However, we are not only interested in the variance in energy of an active site with
respect to nuclear positions but also in the change of its molecular properties with
respect to cluster structure. Relevant properties are, e.g., the total electronic spin
expectation value and the spin density distribution that can be assigned to atomic
centers by local spin expectation values.33–37 Local spin values denote the excess of
a- or b-electrons on a certain atom or a group of atoms.33 For this purpose, the
molecule can be divided into local basins defined by atom-centered basis functions
such that projection operators allow us to decompose the total spin expectation
value hŜ2i or its projection onto the z-axis hŜzi.33–36

Following the example already discussed, we investigate the structural flexibility
of transition-metal clusters at the example of the planar dinuclear copper model
cluster [Cu2O2]2+ with respect to the different spin states, total charges, and density
functionals by continuously screening relevant cluster structures. Such copper-
cluster structures are central moieties in active sites of various enzymes in nature.
Activation of dioxygen is mediated by copper-containing proteins like oxyhemocya-
nin or oxytyrosinase38,39 (see also for dicopper–oxygen complexes refs. [40–43]).
Cramer et al.24 investigated the structural changes from the bis(m-oxo) to the side-
on peroxo structure. However, this scan was only one-dimensional. Here, we present
a two-dimensional scan of the Cu–Cu and the O–O bond lengths as well as a scan of
the properties such as the total and the local spin expectation values. Apart from
insights into the electronic structure of the cluster, representations of local spin prop-
erties depending on the cluster structure allow us also to identify whether the wave
function has converged always to the same electronic configuration or whether
different structures yield qualitatively different Kohn–Sham determinants with
distinct molecular properties, such as local spin distributions. This, of course, also
allows us to detect whether the energy and property scans are without technical flaws
that may arise because of convergence to local energy minima in parameter space of
MO coefficients. Qualitative changes in electronic structure are thus easily identified
and can be substantiated or eliminated by convergence control.37,44

View Article 
3.1 Technical issues

In order to arrive at a detailed picture of the structural flexibility of the system, it is
necessary to scan higher-dimensional potential energy and property surfaces of
which certain cuts can be conveniently plotted. In the current illustrative example,
we shall restrict ourselves to the two structural degrees of freedom that emerge
when the [Cu2O2]2+ cluster is distorted within the plane of all nuclei. Thus, we shall
present here such a two-dimensional scan of the Cu–Cu and the O–O bond lengths
as well as of total and local spin expectation values.

A graphical representation of the scanned [Cu2O2] structures is depicted in Fig. 1.
Our scan includes the bis(m-oxo) and the side-on peroxo structures studied by
Cramer et al.24 We investigated three different spin states: the high-spin S ¼ 2 state,
the triplet S¼ 1 state, and the S¼ 0 / MS¼ 0 broken-symmetry (BS) state with the
BP86, B3LYP, and TPSS density functionals.

For each scan we chose a step size of 0.26 �A for the Cu–Cu bond and of 0.13 �A for
the O–O bond resulting in 242 grid points of the potential energy surface. As initial-
guess molecular orbitals the converged a- and b-molecular orbitals (MOs) of the
bis(m-oxo) structure were provided. For further details of the potential energy
surface and property surface generation, the reader is referred to the ‘‘Computa-
tional Methodology’’ section in the appendix. The potential energy surface plots
are presented in Fig. 2, where the structure with the lowest energy has been arbi-
trarily set equal to zero and all structures up to a relative energy of 1000 kJ mol�1
124 | Faraday Discuss., 2011, 148, 119–135 This journal is ª The Royal Society of Chemistry 2011
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Fig. 1 Graphical illustration of the [Cu2O2] structure scan (left): from left to right the O–O
bond length is scanned from 1.0 �A to 3.8 �A, whereas from bottom to top the Cu–Cu bond
length is plotted from 2.0 �A to 4.7 �A. A cut through the potential energy hypersurface around
the most stable side-on peroxo TPSS/RI/TZVP-optimized triplet structure displays the smooth
potential well (right).
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are depicted. For each scan, all other structures with a higher relative energy than
1000 kJ mol�1, which may occur due to unfavorable electron–electron and
nucleus–nucleus repulsion at short distances, were omitted. The overall picture of
the potential energy surface is little affected by this choice of maximum energy
plotted as can be seen from the plot of the potential energy hypersurface around
the most stable TPSS/RI/TZVP optimized [Cu2O2] triplet structure presented on
the right hand side of Fig. 1 when compared with the same plot in Fig. 2 (middle).
It can be seen that the potential energy well is smooth around the most stable struc-
ture, when relative energies up to 100 kJ mol�1 are plotted.

From Fig. 2 it can be seen that the structural flexibility of the [Cu2O2]2+ cluster
depends on the spin state (and somewhat on the density functional employed).
Although all density functionals predict a bis(m-oxo) structure to be most stable
for the high-spin state, the TPSS and the B3LYP functionals show a second local
energy minimum for the side-on peroxo structure. In case of B3LYP the bis(m-oxo)
and the side-on peroxo structure are separated by a barrier.

Interestingly, in the TPSS/triplet structure a distinct area with higher stability
compared to the surrounding points is visible for an O–O separation of about
3.0 �A and a Cu–Cu distance between 3.6 and 4.6 �A. Analysis of the total spin expec-
tation value hŜ2i and the local spin expectation value on the Cu center shows cusps
in the property surface as witnessed in the middle panel of Fig. 2 (see below). Closer
inspection reveals that this higher stability may arise due to convergence of the initial
guess orbitals to local-minimum solutions, which are identical to the converged
orbitals at the equilibrium structure. One might also attribute this to our current
resolution of the potential-energy-surface grid but test calculations with a smaller
step size yield very similar results. Thus, the impact of the initial guess MOs on
the potential energy hypersurface is more pronounced than the influence of grid
resolution: all characteristics of the potential energy hypersurface for the fine grid
are already visible for the hypersurfaces at lower resolution. Hence, one is alarmed
by those individual cases where the surface is not smooth but features kinks that may
arise due to an improper choice of the initial guess MOs.

As a first conclusion, we understand that such automatically performed potential
energy scans provide very useful information that may prevent one from drawing
incorrect conclusions based on technical deficiencies (approximate density
functional or orbital convergence to local energy minima) or from exaggerating
individual numerical results. The value of such plots can therefore hardly be overes-
timated. One may argue that the single-point calculations may become unfeasible for
larger clusters or small clusters with large ligand environments (large cofactor
ligands or fragments of the protein environment). However, present-day DFT
This journal is ª The Royal Society of Chemistry 2011 Faraday Discuss., 2011, 148, 119–135 | 125
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Fig. 2 Potential energy plots for the [Cu2O2]2+ cluster in high-spin, triplet and broken-
symmetry states as obtained with the BP86, B3LYP, and the TPSS density functionals.
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programs are remarkably efficient and a set of single-point calculations can easily be
carried out in parallel on widely available computer clusters. Finally, if the reliability
of results and chemical conclusions can be increased, limited computer time must
not be an objection.

3.2 Relating results for specific choices of charge and ligand environment

In the following we shall delve somewhat deeper into the information that can be
extracted from correlation diagrams.

The equilibrium structure for a given spin state also depends on the overall charge
of the cluster, which can be seen in Fig. 3, where the potential energy surface plots of
the MS ¼ 0 broken-symmetry state are depicted for three different total charges of
the cluster: [Cu2O2]2�, [Cu2O2]0, and [Cu2O2]2+. The electron rich clusters [Cu2O2]2�

and [Cu2O2]0 favor the bis(m-oxo) structure, whereas for [Cu2O2]2+ the side-on
peroxo structure is most stable.
126 | Faraday Discuss., 2011, 148, 119–135 This journal is ª The Royal Society of Chemistry 2011
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Fig. 3 Comparison of the BP86/RI/TZVP potential energy plots for the broken-symmetry
state of differently charged clusters [Cu2O2]2�, [Cu2O2]0, and [Cu2O2]2+.
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From these results we observe a certain flexibility of the investigated clusters and
get an estimate for the depth of the potential well, which depends on the individual
spin state, total charge, and the density functional employed. Still, we only studied
the generic [Cu2O2] cluster structure and the flexibility is, of course, modified by
a ligand sphere that may stabilize a bis(m-oxo), a side-on peroxo, or any other
type of O2 coordination (cf. ref. [45]).

An example that highlights the effect of ligands on the generic correlation plots is
presented in Fig. 4. Here, we compare the triplet state potential energy hypersurface
of the generic [Cu2O2] cluster (left) with that of the [Cu2O2(NH3)2]2+ cluster (right),
where the copper centers are embedded in a square-planar ligand field generated by
four NH3 ligands and the two m-oxo bridges. It can be seen that for the
[Cu2O2(NH3)2]2+ cluster both a side-on and a bis(m-oxo) species are stable with
the bis(m-oxo) structure being energetically slightly favored, whereas for the generic
[Cu2O2]2+ complex only a side-on peroxo species is stable. The ligand sphere can,
however, be modeled by point charges of �0.75 a.u. at the positions of the nitrogen
atoms as can be seen from Fig. 4 (middle). The point charges do not only shift the
stability of the generic cluster towards the bis(m-oxo) structure but also reproduce
the potential energy hypersurface of the full-fledged cluster. Thus, such a simplified
model can mimic the reactivity of the full-fledged cluster. The electrostatic embed-
ding can therefore conveniently be employed for the generation of a structural model
abstracted from a specific ligand sphere.
Fig. 4 Comparison of the BP86/RI/TZVP potential energy surfaces for the triplet state of the
generic [Cu2O2]2+ complex (left), the [Cu2O2(NH3)2]2+ cluster (right) and the generic [Cu2O2]2+

cluster with ligands substituted by point charges (middle). The ammonia ligand sphere
promotes a bis(m-oxo) structure and point charges of �0.75 a.u. mimic this electronic effect.
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3.3 Comparison of two [Cu2O2]2+ broken-symmetry states

For the broken-symmetry state of [Cu2O2]2+ two different local spin distributions
could be converged: the BS1 state, where the two copper atoms are coupled ferro-
magnetically, and the BS2 state, where the Cu centers couple in an antiferromagnetic
fashion. These two different local spin distributions correspond to two different
Slater determinants yielding two different potential energy surfaces as is evident
from Fig. 5.

The qualitative electronic difference between the two broken-symmetry states
becomes further evident when comparing the local hŜzAi spin expectation values de-
picted in Fig. 6. The BS1 state features ferromagnetic coupling of the two copper
centers, where on each metal atom the local spin value is larger than zero indicating
an excess of a-spin, whereas both oxygen atoms carry a negative local spin referring
to an excess in b-spin except for the region with large Cu–Cu and O–O bond lengths.
Here, the oxygen atoms couple in an antiferromagnetic fashion with local spin
values of about �0.8 and 0.8 a.u., respectively. The local spin plots of the BS2 state,
however, clearly indicate an antiferromagnetic coupling of the Cu atoms, where each
metal center carries a local spin but with inverted sign. Absolute local spin values on
the metal centers are approximately the same for the BS1 and the BS2 state. By anal-
ysis of these property plots, we can conclude that BS1 exhibits a symmetric local spin
distribution with respect to the metal atoms—both metal atoms carry a local spin of
the same value and sign. Furthermore, it is clear from Fig. 5 and 6 that the most
stable side-on peroxo structure is in fact a closed-shell structure because local spin
values are smaller than 0.0001 a.u., while the bis(m-oxo) structure shows antiferro-
magnetically coupled copper atoms.

Although the two different electronic structures represented by two different
Kohn–Sham Slater determinants feature a side-on peroxo structure to be most
stable, the relative energy difference between these two Slater determinants varies
from �150.0 kJ mol�1 in favor of the BS1 state up to 300 kJ mol�1 in favor of the
BS2 state. The relative energy differences between the two BS states were obtained
by subtraction of the total energies of the two states at each grid point. In the region
of the side-on peroxo coordination the BS1 state is lower in energy, whereas in the
region of the bis(m-oxo) structure the BS2 state is energetically favored. The plot
illustrates that the type of magnetic coupling can also depend on the structural
parameters such as metal–metal and oxygen–oxygen bond lengths.

Although for this small generic [Cu2O2]2+ cluster both Slater determinants favor
the side-on peroxo coordination of O2, a ligand sphere may alter this situation
and stabilize a bis(m-oxo) structure or a structure, where the energy difference
between these two states is negligible. Given a ligand sphere stabilizes a structure
in which the energy difference between the two broken-symmetry states is small

View Article 
Fig. 5 The two BP86/RI/TZVP potential energy surfaces of the BS1 and the BS2 broken-
symmetry states of [Cu2O2]2+ as well as the relative energy difference between the two potential
hypersurfaces. Bond lengths are given in �A.
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Fig. 6 Comparison of local hŜzAi spin expectation values calculated for all atoms A for the
two different broken-symmetry states of [Cu2O2]2+.
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compared to the method-inherent error of the quantum chemical protocol em-
ployed, it is not only impossible to predict which state is more stable, but also the
two potential energy surfaces may intersect. Hence, the cluster may switch between
the two states during a reaction and one must be aware of this in quantum chemical
modeling. (Note that we are well aware of the model character of a broken-symmetry
state in DFT when compared to a rigorous description by an ab initio method.46)
This behavior is conceptually different from a well known singlet–triplet crossing
because the molecular broken-symmetry spin state is maintained, only local properties
change. Here, one may object that all these problems vanish if an appropriate
quantum chemical method—like a reliable multireference ab initio method—replaces
This journal is ª The Royal Society of Chemistry 2011 Faraday Discuss., 2011, 148, 119–135 | 129
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the DFT approach. That is often, however, a mere assumption neglecting the facts
that feasibility usually prevents the use of high-accuracy quantum chemical
approaches and that the quality of their results is also not constant for different struc-
tures on the potential energy surface due to the finite many-electron basis set as dis-
cussed above.

While we have analyzed the potential energy surfaces and the local spin plots, we
shall now relate them to the total spin expectation values hŜ2i as depicted in Fig. 7.

We observe that the onset of local spins on the oxygen atoms for the BS1 state is
accompanied by an increase of the total hŜ2i expectation, that in turn is a measure
for the spin contamination of the cluster structures. This effect is even more
pronounced for the BS2 state. In both cases, it can be seen that the increase in
spin contamination correlates with the onset of increased local spin distribution
on the atoms, i.e., with the transition from a closed-shell state with no a- or b-spin
excess to an open-shell species, where spin pairing is no longer perfectly obeyed.

View Article 
4 Chemical reactivity and transition state flexibility

The reliable prediction of chemical reactivity and revealing possible reaction paths is
a central capability of quantum chemical approaches. In order to draw any reliable
conclusion from calculations of reaction energies or barrier heights it is a prerequisite
to understand the impact of the method-inherent error on the particular molecular
system under study. Whereas the calculation of stationary points on the potential
energy hypersurface, required e.g., for the calculation of binding energies, is
generally considered to be straightforward, the question of accuracy is more severe
for the calculation of rate constants where deviations in barrier heights on the order
of 10 kJ mol�1 already produce an error in the rate constant of more than one order
of magnitude. Moreover, because usually transition-state structures are obtained
under idealized conditions—i.e., by simplifying or neglecting the influence of the
surrounding like the protein environment—it is necessary to estimate how, in
general, barrier heights are affected by small distortions of the molecular geometry.

In order to verify that a calculated structure represents a proper transition state
one performs a vibrational analysis that should then reveal only one normal mode
with imaginary frequency. Additionally to this information the procedure provides
a complete set of normal modes that can be considered as basis vectors for construct-
ing any allowed movement of the molecular architecture within the harmonic
approximation.
Fig. 7 Comparison of total spin expectation values hŜ2i for the two broken-symmetry states of
[Cu2O2]2+ BS1 and BS2.
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In order to grasp the flexibility of a transition-state structure we now consider its
distortion in such a way that a given energy threshold shall not be exceeded. When
studying the active site of a metalloenzyme (or of any synthetic catalyst in general)
this corresponds to the question to what extent the structure can vary from the ideal
one at the rate-determining first-order saddle point of the potential energy surface
without sacrificing the activity of the catalyst.

In our approach here, we consider distortions along low-frequency normal modes
that describe activity-related vibrations. These vibrations are those that affect the
ligand to metal center distances and orientations rather than intra-ligand vibrations
which are not likely to play a role for the reaction mechanism. Of course, within the
harmonic approximation of the potential energy surface around the saddle point, we
may directly relate the increase in energy to the distortion along a normal mode,

Epot;i ¼
1

2
Q
ðmÞ†
i F

ðmÞ
ii Q

ðmÞ
i (4)

if we adopt a semi-classical picture that neglects the quantization of the nuclear
motion. With Qi

(m) denoting the ith mass-weighted normal mode and Fii representing
the corresponding force constant, i.e., the ith element of the diagonalized mass-
weighted Hessian, which can be reformulated in terms of the wavenumber ~ni of
the ith normal mode by using,

~ni ¼
1

li

¼ 1

2pc

ffiffiffiffiffiffiffiffiffi
F
ðmÞ
ii

q
(5)

to arrive at

Epot;i ¼ Ecutoff ¼ 2p2c2~niQ
ðmÞ2
i (6)

As an example for illustrating the transition-state-flexibility concept we choose
a model structure by Hall and co-workers47 which resembles a transition state in
the reaction mechanism of the iron-containing enzyme methylenetetrahydrometha-
nopterin dehydrogenase (Hmd) that catalyzes the reversible oxidation of molecular
hydrogen. The reaction mechanism of the active site was studied with DFT by Yang
and Hall and we consider here a transition state TS2,3,47 that is passed upon splitting
the bond of a dihydrogen molecule bound to the central iron atom to yield two
hydrogen atoms attached to the metal and to the sulfur atom of a coordinating
cysteine residue (see Fig. 8).

View Article 
Fig. 8 Transition state TS2,3 of methylenetetrahydromethanopterin dehydrogenase (Hmd)
from the work of Yang and Hall.47 One of the hydrogen atoms is still attached to the central
iron atom whereas the other is already connected to the sulfur atom of a coordinating cysteine
residue (modeled as thiomethanolate). Element coloring scheme: White¼H, red¼ 0, blue¼N,
grey ¼ C, yellow ¼ S, brown ¼ Fe.
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Fig. 9 Distortion of the transition state TS2,3 from ref. 47 along selected normal modes. The
distortions were generated such as to not exceed an energy increase by about 10 kJ mol�1. The
figure shows superpositions of the perturbed structures (red) with the true transition state
structure (blue) and lists the corresponding wavenumber ~ni for each node.
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After performing a vibrational analysis, the transition state was distorted along
selected normal modes without exceeding an increase in energy by more than approx.
10 kJ mol�1 per mode. For the selection we focused on low-frequency modes that should
allow a significant molecular distortion and which should involve the thiomethanolate
group with which the metal cluster is attached to the protein, because this position
allows a direct influence by the protein environment. As the superpositions of the result-
ing structures with the optimized transition-state structure of TS2,3 demonstrate (Fig. 9)
the geometrical variations needed to reach this threshold are very subtle.

Note that such results have implications for the computational design of catalysts,
as, e.g., for the design of enyzme active sites, where single optimized transition-state
structures of model active sites are used as a guide to properly arrange/design the
protein environment for catalysis,48,49 because our data show that even small distor-
tions have the potential to significantly impede reactivity.

5 Conclusions

In this Faraday discussion paper, we pursued the stimulation of a discussion on the
reliability and validity of quantum chemical methods in bioinorganic chemistry that
may reach beyond the mere calculation of individual numerical results for specific
active sites. While feasibility has been a big issue in the past, modern algorithms
and implementations in combination with the efficiency of comparatively cheap
computer clusters puts us in a position where the question of reliability becomes
of utmost importance. Once this is solved, we are still left with the question of
how to design a most appropriate model system for the study of the active site in
a metalloprotein. Finally, the question arises of how to extract system transgressing
results on the chemistry of a particular transformation from the quantitative data
provided by quantum chemical calculations.

While we have reviewed some material from the literature to substantiate the first
two theses, we argued in favor of two concepts to tackle the third thesis. First we
presented a plea for the use of correlation diagrams to relate energies and properties
132 | Faraday Discuss., 2011, 148, 119–135 This journal is ª The Royal Society of Chemistry 2011
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of relevant cluster structures. The relevance of a certain cluster structure is, of
course, determined by the chemistry that is performed by this cluster, which also
conveniently reduces the coordinate space to be investigated in correlation diagrams.
For our generic dinuclear copper model cluster we encountered diverse technical and
reliability problems that would hardly be evident in standard calculations that focus
solely on individual optimized stationary points with predefined spin and charge.
Hence, correlation diagrams provide a means to identify such problems and prevent
one from overinterpreting the calculated data. Electrostatic embedding of the
generic cluster accounts for electronic effects of a specific ligand sphere and can
be employed as a simplified surrogate system.

Moreover, the correlation diagrams allow us to grasp the flexibility of a cluster
structure by investigation of relevant sections of the potential energy hypersurface.
In this sense, they help us to understand the structural flexibility and with some
imagination also the dynamics of the cluster that could otherwise only be extracted
by involved (first-principles) molecular dynamics simulations. The diagrams also aid
us in relating different structural and electronic features of the cluster under consid-
eration. It is obvious that one may plot many useful properties in such diagrams that
allow one to better understand its reactivity. It is even possible to probe the coordi-
nation energy of a ligand at the different structures spanned by the correlation plot.

The second concept proposed the flexibility of transition state structures. Here,
the standard procedure is to optimize a single transition state structure and to assign
an energy for the barrier height. This barrier height, however, does depend on the
structural model that is chosen (apart from the fact that it also depends on the accu-
racy of the quantum chemical method selected) and it is not clear from inspection of
the single structure how flexible or rigid that structure is with respect to distortions
that may lead to an increase in electronic energy. The concept of normal-mode
guided perturbation can be employed as a valuable tool to estimate the range of
structural flexibility of a given transition state in order to assess whether the struc-
tural distortion is still consistent with energetic boundary conditions required by
the catalytic cycle under consideration as, for instance, highlighted in the kinetic
model by Kozuch and Shaik.50,51

The examples discussed in this paper were designed to demonstrate that a broader
perspective in quantum chemical studies of reaction mechanisms in bioinorganic
chemistry is suitable to arrive at a more complete and reliable picture of the active
site’s reactivity.

View Article 
Computational methodology

All-electron calculations were carried out with the DFT programs provided by the
TURBOMOLE suite.52 The complexes and clusters were treated as open-shell systems
in the unrestricted Kohn–Sham framework. The self-consistent-field (SCF) single
point calculations were considered to be converged when the energy difference
between two cycles was less than 10�6 Hartree. For all atoms included in our
complex and cluster models we used Ahlrichs’ valence triple-z TZVP basis set
with polarization functions53 on all atoms.

For the calculations we used different density functionals, namely the Becke–Per-
dew exchange–correlation functional dubbed BP86,54,55 the hybrid B3LYP func-
tional,56,57 and the TPSS functional28 (for the non-hybrid functionals, BP86 and
TPSS, we invoked the resolution-of-the-identity (RI) approximation as implemented
in TURBOMOLE). We chose those functionals for the correlation diagrams to get an
estimate for the functional-inherent discrepancies—especially for the differences
between the pure and the hybrid density functionals—and thus, extend the results
from the study of Cramer et al.24 They found that the pure density functionals,
such as TPSS, BLYP, and mPWPW91, predict the relative energy gap of the
bis(m-oxo) and the side-on peroxo [Cu2O2]2+ more accurately than the hybrid density
This journal is ª The Royal Society of Chemistry 2011 Faraday Discuss., 2011, 148, 119–135 | 133

http://dx.doi.org/10.1039/c004195e


D
ow

nl
oa

de
d 

by
 E

T
H

-Z
ur

ic
h 

on
 2

5 
M

ar
ch

 2
01

3
Pu

bl
is

he
d 

on
 2

2 
Se

pt
em

be
r 

20
10

 o
n 

ht
tp

://
pu

bs
.r

sc
.o

rg
 | 

do
i:1

0.
10

39
/C

00
41

95
E

Online
functionals compared to the completely renormalized coupled-cluster CR-CCDS(T)
and CR-CCSD/TQ) benchmark calculations.

The structure–property plots were obtained by a two-dimensional scan of the
metal–metal and O–O bond lengths. For each structure (grid point) a DFT single-
point calculation was performed with the BP86 density functional if not mentioned
otherwise. For this purpose a Fortran program has been written that automatically
carries out all steps for the generation and collection of the raw data. Local spin
values were obtained by that program calling our local version of TURBOMOLE’s
MOLOCH module (employing L€owdin projection operators33–36,58). Local spin values
smaller than 0.0001 a.u. were set to zero. Broken-symmetry Slater determinants
were generated by our restrained optimization tool.37 It constrains local spins to
ideal values44 and afterwards guides the SCF iterations towards the region with
the desired local spin distribution corresponding to an minimum of the energy for
the given cluster structure. Finally, structure–property plots were created with the
commercially available MATHEMATICA 7.0 program by Wolfram Research.59

For the investigation of the transition-state flexibility we implemented a C++
program that distorts a transition-state structure along the pre-selected normal
modes to yield distorted structures within a pre-defined energy threshold. The
B3LYP/TZVP single-point calculations have been carried out by calls to the TURBO-

MOLE modules. The vibrational analysis that provides the normal modes has been
performed with the SNF program.60

Pictures of molecular structures were visualized with PYMOL.61
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