Complete reconstruction of ultra-broadband isolated attosecond pulses including partial averaging over the angular distribution
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Abstract: Attosecond streaking is a powerful tool to investigate ultrafast electron dynamics on the attosecond time scale. To obtain the highest temporal resolution in a pump-probe experiment, soft-X-ray (SXR) and infrared (IR) pulses have to be carefully characterized. Here, we present a detailed description of our recent generalization of the Volkov-transform generalized projection algorithm (VTGPA) and its application to multiple overlapping photoelectron bands. This method allows for the complete temporal reconstruction of both IR and SXR pulses under the inclusion of accurate complex photoionization matrix elements (PMEs). In this article, we compare the performance of our new method with traditional algorithms. We particularly focus on the important role played by the photoelectron angular distribution (PAD) which needs to be taken into account for the highest fidelity of attosecond pulse reconstruction. For this purpose, we investigate numerically the influence of the finite collection angle of the electron spectrometer on the retrieval and the obtained pulse parameters. We further theoretically demonstrate the reliability of the reconstruction for pulse durations even shorter than the atomic unit of time.
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1. Introduction

The real-time measurement of electronic dynamics in atoms, molecules and solids has provided essential new insights into their fundamental properties [1–7]. To probe the electron dynamics during photoionization [2], Auger decay [1], or charge migration [4–6], which typically occur on the sub-femtosecond to attosecond time scale, attosecond temporal resolution is required. Huge efforts have been made to generate broader continua for shorter attosecond pulses to resolve faster processes or to reach higher cut-off energies in the water window region. Due to the ponderomotive scaling of the high-harmonic generation (HHG) cut-off ($\propto I\lambda^2$), mid-infrared (mid-IR) laser sources are favorable, which has motivated rapid development in optical parametric amplifier (OPA) and optical parametric chirped pulse amplification (OPCPA) systems during the last years. The longer pulse period of mid-IR driven lasers requires carefully synthesized few-cycle pulses to obtain the highest possible temporal resolution, e.g. in pump-probe experiments utilizing strong-field ionization as the pump [8]. Together with shorter (broadband) attosecond SXR pulses new techniques for a fast and reliable reconstruction of the pulse parameters are needed.

With current sources, ultrabroadband spectra [9–13] reaching K-edges of important elements have been demonstrated. Assuming a perfectly compensated attochirp, these ultrabroad spectra support pulses well below the atomic unit of time (24 as). Recently, the first time-resolved experiment has been performed with such sources [14] and attosecond pulses with new record pulse durations of 53 as [15] and 43 as [16] have been synthesized. For an accurate characterization of these pulses, the standard methods of attosecond science are insufficient, such that sophisticated reconstruction methods beyond the present state-of-the-art are required.

With SXR continua from HHG sources, spanning up to 500 eV the choice of target gas for pulse characterization by attosecond streaking becomes an important parameter. While helium presents the advantage of a single photoelectron line, the cross section drops by several orders of magnitude, from 0.45 Mb at 100 eV to 0.004 Mb at 500 eV [17]. To mitigate the deleterious effect of low photon flux of the SXR sources in addition to the low photoionization cross section, several groups have demonstrated streaking with a magnetic-bottle time-of-flight (MB-TOF) spectrometer owing to its high collection efficiency [18–21]. However, the reconstruction requires an extension of the traditional streaking formalism [22–25] that incorporates the effect of the photoemission-angle-dependent complex transition amplitudes (I). Alternatively, other target gases with higher cross sections than helium can be used. However, multiple orbitals are then simultaneously ionized leading to overlapping energy shifted streaking-spectrograms (II), which differ from each other in the ionization potentials (IPs) of the involved atomic orbitals of the target and the photoionization matrix elements (PMEs).

In this article, we provide a detailed numerical analysis of our recent generalization of the VTGPA method. We discuss details and present further numerical tests of the reconstruction method underlying our recent publication [16]. We present the extension of the mathematical formalism for the VTGPA method [26], making it suitable for streaking traces recorded with MB-TOFs (cf. (I)) and multiple overlapping photoelectron bands (cf. (II)). Using this new approach, the central momentum approximation (CMA) is no longer required, and any target can be used for streaking as long as the complex-valued, energy-dependent PMEs of the target are incorporated and the angle dependence of the complex transition amplitude can be fully accounted for, allowing for complete temporal reconstruction of isolated attosecond pulses.

2. Ultrashort pulse characterization

Typically two types of algorithms are used for the reconstruction of streaking spectrograms: (a) FROG-type algorithms [24] and (b) phase retrieval by omega oscillation filtering (PROOF) [28,29]. For the principle-component generalized projection algorithm (PCGPA), time and energy domain are connected to each other by Fourier transformation, leading to square streaking spectrogram
of size \( N_E \times N_T \), with \( N_E = N \) energy steps and \( N_T = N \) time steps. The sampling theorem \( \delta E \cdot \delta \tau = 2\pi / N \), therefore defines the amount of data points \( N \) that are needed for a measurement at a given energy resolution \( \delta E \) and a time step \( \delta \tau \). For ultrashort pulses generated by long wavelength drivers, this leads to extremely large streaking spectrograms. Assuming a delay scan \( \tau \), the measured spectrogram is the (incoherent) sum of several energy-shifted streaking spectrograms. The measured spectrogram is the sum of probabilities of the individual transitions from different initial electronic shells to single-ionization continua. The measured spectrogram is the sum of probabilities of the individual transitions from different initial electronic shells to single-ionization continua. The full streaking spectrogram can then be expressed as a sum of probabilities of the individual transitions from different initial electronic shells to single-ionization continua.

The measured spectrogram is the (incoherent) sum of several energy-shifted streaking spectrograms, which differ from one another because of the different PMEs. For narrowband SXR pulses (\( \leq 5 \) eV) photoelectron bands can easily be distinguished from each other, however broadband SXR pulses (\( \gg 10 \) eV) may lead to multiple overlapping bands, as presented in Fig. 1(A) for a \( \tau_{SXR} = 420 \) as (narrowband) and (B) a \( \tau_{SXR} = 42 \) as broadband SXR pulse (center photon energy \( W_0 = 110 \) eV) streaking a few-cycle pulse at \( \lambda_c = 650 \) nm. In panel (C), the photoelectrons generated using the same short SXR pulse are streaked using a mid-IR pulse centered at \( \lambda_c = 1650 \) nm. This spectral domain is referred to as “mid-infrared” within the attosecond.

Recently, the VTGPA has been proven to overcome the limitations of previous attosecond pulse characterization methods. The VTGPA algorithm [26] allows the reconstruction of both the SXR pulse \( E_{SXR}(t) \) and streaking IR field \( E(t) \) (or its vector potential \( A(t) \)), without the need of a Fourier transform to be introduced. Overcoming the limitations of the commonly used PCGPA or LSGPA approaches, VTGPA allows reconstruction without any inherent bandwidth limitation due to the central-momentum approximation and incorporates the target-atom dipole-transition matrix elements. Keathley et al. [26] have demonstrated the VTGPA for the case of a transition from a single electronic ground state to a single-ionization continuum state with final momentum \( \vec{K} \) on the basis of numerical simulations and experimental data in the regime of attosecond pulse trains. Our work is motivated by the work of Keathley et al. [27] and generalizes their approach to multiple photoelectron bands and includes the photoelectron angular distribution. The first experimental application of the generalized VTGPA to isolated attosecond pulses has been reported by Gaumnitz et al. [16].

The original implementation of VTGPA is limited to spectrograms consisting of a single photoelectron band. Depending on the SXR center energy the photoelectron spectrum contains contributions from several orbitals in the case of a multi-electron system. The full streaking spectrogram can then be expressed as a sum of probabilities of the individual transitions from different initial electronic shells to single-ionization continua.
Fig. 1. Simulated traces for a few-cycle near- or mid-IR pulse streaking photoelectrons emitted from xenon by narrow- or broad-band SXR pulses. Panel (A) shows a simulated streaking spectrogram $S(E, \tau)$ for the xenon 5p, 5s, and 4d shells of a few-cycle pulse centered at $\lambda_c = 650$ nm for a $\tau_{SXR} = 420$ as SXR pulse centered at $W_0 = 110$ eV. The difference in intensity is due to the included PMEs. The spectrum is sufficiently narrow that the three (5s, 5p, 4d) photoelectron bands are separated from each other. In panel (B) the spectrum of the $\tau_{SXR} = 42$ as pulse is so broad that the individual photoelectron bands from 5p and 5s cannot be separated anymore and a single photoelectron band is observed. The ionization potential of the 4d shell is sufficiently large to be separated from the two other lines, even the wings of the photoelectron lines start to overlap. In panel (C) a mid-IR streaking pulse ($\lambda_c = 1650$ nm) with the same intensity was used for comparison with the result in panel (B), where the streaking amplitude has increased due to the longer wavelength of the streaking pulse. All spectrograms are normalized to the peak intensity and plotted on the same false-color representation. The 5s, 5p lines have been scaled by a factor of $\approx 3.3$ in intensity, due to the lower cross section.

The term “short-wavelength infrared (SWIR)” is more widely used. In the latter cases (panel (B) and (C)), the photoelectrons measured at a given energy may originate from different initial electronic shells, which have been ionized to the same final photoelectron energy by different frequencies within the attosecond pulse bandwidth. The individual photoelectron bands cannot be separated anymore and ultrabroadband photoelectron lines are observed. The calculations in Fig. 1 are obtained by evaluating Eq. (1) below, which derives from the strong-field approximation (SFA), which is corrected to include the accurate complex-valued PMEs. This leads to an asymmetric (kinetic-energy dependent) streaking amplitude in the spectrogram for the broadband pulse in panel (B), as the ponderomotive shift $\Phi$ of the photoelectrons depends on the initial momentum at ionization $k_0$. The effect is more pronounced in panel (C) due to the longer wavelength of the streaking pulse.

For the FROG-type algorithms like LSGP or PCGPA, that have been used [31], the problem for multiple contributing ionization channels has been solved by assuming a single initial shell. The effect of multiple initial shells is effectively incorporated in the extracted SXR pulse, whose phase depends on both the spectral phase of the SXR pulse and the dipole phase of the initial electronic states. In this article, we provide a detailed numerical analysis of our recent generalization of the VTGPA method for the case of multiple initial states. To exemplify the complete reconstruction of attosecond pulses, including the contribution from several valence orbitals to the photoelectron spectrum, xenon has been used as the target system due to its high cross section, especially for photon energies around 90-100 eV, where most of the streaking experiments have been carried out with Titanium:Sapphire (Ti:Sa) driving laser systems. For long attosecond pulses $\tau_{SXR} \approx 350$ as (bandwidth $\approx 5$ eV), the streaking from 5p ($I_{p,5p} \approx 12.1$ eV [32]), 5s ($I_{p,5s} \approx 23.4$ eV [32]), and 4d ($I_{p,4d} \approx 67.5$ eV [33]) channels are well separated and can be reconstructed individually. For shorter pulses with larger bandwidths ($10 - 20$ eV) the photoelectron bands start to overlap. In addition, the energy-dependent photoionization matrix elements have to be included into the
reconstruction method to obtain reliable results, since the cross section of xenon or any other noble gas changes by up to several orders of magnitude over such broad energy ranges, such that their influence cannot be neglected anymore. For even larger bandwidths, photoelectron lines may even overlap completely in the measured spectrogram. Unless a target with contributions from just one single photoelectron line is used, the retrieval algorithm will determine a misleadingly short pulse duration, due to the very large bandwidth “generated” by the coalescence of two individual lines, wherein the retrieval assumes that the bandwidth belongs to a single SXR pulse. To avoid such an erroneous result, all contributing photoelectron lines have to be included with the corresponding PMEs or the measurement has to be performed with helium as the target medium, where the low magnitude of the cross section poses a challenge.

Besides low cross sections and their variation with photon energy (which is typically neglected in PCGPA, LSGPA, PROOF, and related algorithms, except for iPROOF) in the region of interest, the SXR flux might pose a problem for a reliable temporal characterization of the isolated attosecond pulse and the IR pulse. Major issues are the low conversion efficiency of the HHG process in the gas medium, as well as the low reflectivity of the SXR optics, and absorption in metallic filters that are typically used to filter out the residual driving laser and to compensate for the attochirp.

To perform attosecond time-resolved measurements with high stability, with short scan duration, a MB-TOF spectrometer provides an alternative to the traditionally used field-free spectrometers. It increases the collection efficiency and hence the signal-to-noise ratio, by collecting electrons over a finite range of emission angles. This approach allows for faster data acquisition or better statistics.

The overall signal increases, however, the integration of the electrons emitted in different directions by a pulse polarized in the direction of the TOF axis, has to be accounted for in the reconstruction procedure. Figure 2 shows the streaking spectrograms for three different maximum collection polar angles (defined in Fig. 3) of $\theta_{\text{max}} = 90^\circ$ (A), $\theta_{\text{max}} = 120^\circ$ (B), and $\theta_{\text{max}} = 150^\circ$ (C) normalized on the peak count rate assuming an isotropic photoelectron angular distribution, corresponding to an anisotropy parameter $\beta = 0$.

![Simulated streaking traces in helium with a 350 as SXR pulse centered at the photon energy 110 eV for different polar collection angles of the spectrometer.](image)

**Fig. 2.** Simulated streaking traces in helium with a 350 as SXR pulse centered at the photon energy 110 eV for different polar collection angles of the spectrometer. Simulated streaking spectrogram $S(E, \tau)$ in helium for a $\tau_{\text{SXR}} = 350$ as SXR pulse for a spectrometer integrating over a collection polar angle of $\theta_{\text{max}} = 90^\circ$ (A), $\theta_{\text{max}} = 120^\circ$ (B), and $\theta_{\text{max}} = 150^\circ$ (C) normalized on the peak count rate assuming an isotropic photoelectron angular distribution, corresponding to an anisotropy parameter $\beta = 0$. So far, several groups have demonstrated streaking using a magnetic-bottle time-of-flight spectrometer, however, the contributions due to collection over a larger finite polar angle has never been accounted for, see e.g. [15, 19]. The simplified streaking formalism, which takes only electrons emitted parallel to the pulse polarization into account, in general fails to reconstruct streaking traces integrated over a finite polar angle. In this article, we discuss the theoretical formalism for streaking taking photoelectron
angular distributions into account and introduce a retrieval scheme for streaking spectrograms integrated over a large polar angle, due to a large collection angle of the electron spectrometer. We test the method with numerical experiments, using simulated streaking traces. Hereby we show the applicability of this method to attosecond supercontinua of arbitrary bandwidths.

3. Method

The strong-field approximation is commonly used to model photoelectron streaking spectrograms. A linearly polarized attosecond SXR pulse $\tilde{E}_{\text{SXR}}(t) = E_{\text{SXR}}(t)e^{iW_0t/\hbar}\tilde{e}_x$, where $E_{\text{SXR}}(t)$ is the time-dependent electric-field envelope and $W_0$ the central photon energy, is assumed to instantaneously promote the transition of an electron from the ground state of a particular shell $i$ of an atom/molecule with the ionization potential $I_{0,i}$ and a PME $d_{[i,\hat{k},\theta]}$ into the continuum with an initial momentum $\hat{k}_0$. During the interaction with the IR streaking field $\tilde{E}(t) = E(t)\tilde{e}_x$, the momentum $\hat{k}_0$ is modified.

Assuming a linearly polarized streaking pulse with the electric field $\tilde{E}(t) = -\partial\tilde{A}/\partial t$ in the direction of the time-of-flight spectrometer, and the angle $\theta$ between the vector potential $\tilde{A}$ and the final momentum $\hat{k}$ of a photoelectron (cf. Fig. 3) allows to write the complex transition amplitude $a'_i(|\hat{k}|, \theta, \tau)$ for a transition from the ground state to $|\hat{k}|$ at a particular time delay $\tau$ between SXR and IR pulses. This leads to the following equations:

$$a'_i(|\hat{k}|, \theta, \tau) = -i \int_{-\infty}^{\infty} E_{\text{SXR}}(t - \tau)d_{[i,\hat{k} + \tilde{A}(t),\theta]}e^{-i\Phi(\tilde{k}, \theta, t)}e^{i(k^2/2 + E_0)t} dt$$

$$\Phi(\vec{k}, \theta, t) = \int_{t}^{\infty} \left( \vec{k} \cdot \tilde{A}(t') + A^2(t')/2 \right) dt'.$$ (1)

The angle-integrated streaking spectrogram $S'_i(|\hat{k}|, \tau)$ for the $i$-th photoelectron line is then...
A complete streaking spectrogram can be expressed as the sum of individual streaking traces $S'_i(|k|, \tau)$:

$$S'_i(|k|, \tau) = \sum_{i=1}^{N_i} S'_i(|k|, \tau),$$  \hspace{1cm} (3)

where $N_i$ is the number of contributing orbitals (or shells) of the target medium. The merit function $M$ for the least-squares (LS) minimization during the reconstruction routine can be defined as follows:

$$M = \sum_{l=1}^{N_w} \Delta W[l] \sum_{m=1}^{N_r} \Delta \tau \left(a'[l, m] - a[l, m]\right)^2,$$  \hspace{1cm} (4)

with $a^2 = |a'|^2 = S' = \sum_{i=1}^{N_i} \int_{\theta=0}^{\theta_{max}} |a'_i|^2 \sin(\theta)d\theta$.

Here $a^2$ represents the measured streaking spectrogram $S(|k|, \tau)$. The calculated complex transition amplitude $a'_i$ is obtained by numerical integration of Eq. (1) in the discrete form. As only an intensity distribution is measured, the phase of the measured spectrogram is zero (arg($S$) = 0).

The computed streaking spectrogram $S'(|k|, \tau)$ is composed from individual spectrograms of the $N_i$ contributing photoelectron bands $a'_i$ with the ionization potential $E_{p,i}$ that are superimposed according to Eq. (3). Following the merit definition from Eq. (4), the complete spectrogram $S'$ does not have a phase (arg($S'$) = 0), while only the individual complex transition amplitudes have phases associated with them. By expanding the set of equations one obtains:

$$M = \sum_{l=1}^{N_w} \Delta W[l] \sum_{m=1}^{N_r} \Delta \tau \left(a'[l, m]^2 + a[l, m]^2 - 2a'[l, m]a[l, m]\right).$$  \hspace{1cm} (6)

Similar to Keathley et al., the least-squares minimization is performed in the frequency domain, eliminating the need of a Fourier transform. This minimization routine can be used to estimate the unknown SXR pulse $E_{SXR}(t)$, which is written in the form $E_{SXR}[n] = a[n] \cdot \exp\{i\phi[n]\}$.

Performing the least-squares minimization using the merit defined in Eq. (4), and solving the equation for each term $a[n]$ and $\phi[n]$:

$$\frac{\partial M}{\partial a[n]} = 0 \quad \text{and} \quad \frac{\partial M}{\partial \phi[n]} = 0.$$  \hspace{1cm} (7)

The derivatives of the merit function $M$ with respect to $a[n]$ and $\phi[n]$ lead to the following equations:

$$\frac{\partial M}{\partial a[n]} = \sum_{j=1}^{N_w} \Delta W[l] \sum_{m=1}^{N_r} \Delta \tau \left(\frac{\partial a'[l, m]^2}{\partial a[n]} + \frac{\partial a[l, m]^2}{\partial a[n]} - 2 \frac{\partial a'[l, m]a[l, m]}{\partial a[n]}\right)$$

$$= \sum_{j=1}^{N_w} \Delta \theta[j] \sum_{l=1}^{N_r} \Delta W[l] \sum_{m=1}^{N_r} \Delta \tau \left(\frac{\partial a'[l, m]^2}{\partial a[n]} \frac{\sin(\theta_j)}{a[l, m]} - \frac{a[l, m]}{a'[l, m]} \frac{\partial a[l, m]^2}{\partial a[n]} \frac{\sin(\theta_j)}{a'[l, m]}\right),$$  \hspace{1cm} (8)

$$\frac{\partial M}{\partial \phi[n]} = \sum_{j=1}^{N_w} \Delta \theta[j] \sum_{l=1}^{N_r} \Delta W[l] \sum_{m=1}^{N_r} \Delta \tau \left(\frac{\partial a'[l, m]^2}{\partial \phi[n]} \frac{\sin(\theta_j)}{a[l, m]} - \frac{a[l, m]}{a'[l, m]} \frac{\partial a[l, m]^2}{\partial \phi[n]} \frac{\sin(\theta_j)}{a'[l, m]}\right).$$  \hspace{1cm} (9)
Here we have used the following relation for the measured spectrogram \( a \):

\[
\frac{\partial a}{\partial \alpha} = 0. \tag{10}
\]

Combining the results from Eq. (8) and (9) with Eq. (7) leads to the following set of equations:

\[
0 = \alpha[c]\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \Delta \theta[j] \sum_{n=1}^{N_{aw}} \Delta \tau[\tilde{d}(i,k[l]+[n+LM]],[\theta_j)]^2 \sin(\theta_j)
\]

\[
0 = a[c]\sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \Delta \theta[j] \sum_{n=1}^{N_{aw}} \Delta \tau[\tilde{d}(i,k[l]+[n+LM]],[\theta_j)]^2 \sin(\theta_j)
\]

where \( \tilde{\beta}(c) \) and \( \tilde{\Gamma}(c) \) are defined as:

\[
\tilde{\Gamma}(c) = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \Delta W[l] \sum_{m=1}^{N_{aw}} \Delta \tau[\tilde{d}(i,k[l]+[n+LM]],[\theta_j)]
\]

\[
\tilde{\beta}(c) = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \Delta W[l] \sum_{m=1}^{N_{aw}} \Delta \tau[\tilde{d}(i,k[l]+[n+LM]],[\theta_j)]
\]

By adding Eqs. (11) and (12), one finds for \( \tilde{E}_{SXR} [c] = a[c] e^{i\phi[c]} \) the following equation:

\[
\tilde{E}_{SXR} [c] = \sum_{i=1}^{N_x} \sum_{j=1}^{N_y} \Delta \theta[j] \sum_{n=1}^{N_{aw}} \Delta \tau[\tilde{d}(i,k[l]+[n+LM]],[\theta_j)]^2 \sin(\theta_j)
\]

The optimization of the parameters describing the IR field is independent of the SXR and the number of initial states involved. The Brent minimization [34, 35] procedure is performed as described by Keathley et al. [26]. A flow-chart of the ML-VTGPA method including the photoelectron angular distribution is depicted in Fig. 4(A). By minimizing the error between the measured and retrieved spectrometers, new guesses for \( \tilde{E}_{SXR}(t) \) and \( A(t) \) are obtained and used for the next iteration of the algorithm. The minimization procedure is performed until the convergence criterion (mean square error (MSE), square root of the intensity difference between the normalized streaking spectrometers \( S \) and \( S' \)) is reached.

4. Results and discussion

In this section, the reconstruction using the multi-line VTGPA (ML-VTGPA) and its application to streaking spectra with large polar angle integration is demonstrated to show an accurate and complete reconstruction of the pulse parameters for the attosecond as well as the streaking IR pulses. For this purpose, several streaking spectrometers are computed using Eq. (3). The photoionization matrix elements for the target gas were obtained from Kheifets [36] for the case of xenon (shown in Fig. 4(B)) and from Bhardwaj [37] in the case of helium. For the xenon ionization potentials the following values were used: \( I_{p,5p} = 12.1 \) eV, \( I_{p,5s} = 23.4 \) eV [32], and \( I_{p,4d} = 67.5 \) eV [33]. In this section, the simulated streaking spectrometers from the numerical experiments are referred to as input spectrum \( S(E, \tau) \) and are used as the input to the retrieval algorithms. The corresponding simulation parameters are therefore called input vector potential \( A_{inp}(t) \) and input SXR pulse with the intensity \( I_{inp}(t) \) and phase \( \Phi_{inp}(t) \). For some cases in subsection 4.1 the ML-VTGPA retrieval result is compared to the LSGA method (or FROG-CRAB).
4.1. Multi-line VTGPA

Figure 5(A) shows the input streaking trace $S(E, \tau)$ for the case of a Gaussian SXR pulse with a pulse duration of $\tau_{\text{SXR}} = 350$ as (FWHM) streaked by a few-cycle NIR pulse. The pulse duration $\tau_{\text{SXR}} = 350$ as for an unchirped pulse corresponds to a bandwidth of $\Delta E = 5.2$ eV at a central energy of $W_0 = 110$ eV (cf. Fig. 6(A)). Since the SXR pulse ionizes from the 4d, 5p, and 5s shells of xenon, all three corresponding PMEs are incorporated in the calculations and $N_e$ is set to three. The target gas was modeled using the calculated PMEs from Kheifets [36]. The NIR pulse duration of $\tau_{\text{IR}} = 3.5$ fs (FWHM) corresponds to a typical pulse obtained from a hollow-core fiber after spectral broadening and compression of the output of a Titanium:Sapphire amplifier ($\lambda_c = 800$ nm), which is state-of-the-art in a number of laboratories. The center wavelength is blue-shifted to the visible spectral region at $\lambda_c = 650$ nm with a peak intensity of $I_0 = 2.1 \cdot 10^{12}$ W cm$^{-2}$. A second-order temporal phase of $-1.97 \cdot 10^{-8}$ fs$^{-2}$ (linear chirp) and an uncompensated third-order temporal phase of $1.17 \cdot 10^{-8}$ fs$^{-3}$ (quadratic chirp) were assumed, for the streaking trace $S(E, \tau)$ presented in Fig. 5(A).

For the reconstruction procedure, the vector potential of the IR streaking pulse is defined as $A(t) = A_0^{(N)}(t) \cos \alpha(t)$, where the field envelope $A^{(N)}$ is described by a cubic spline interpolation with $N$ supporting points. The phase $\alpha(t)$ is expanded in a power series $\alpha(t) = \alpha_0 + \alpha_1 t + \alpha_2 t^2 + \alpha_3 t^3 + \ldots + \alpha_k t^k$, where $\alpha_0$ corresponds to the CEP, $\alpha_1$ to the central angular frequency and higher order chirp terms $\alpha_2$ to $\alpha_k$ for the example presented here, $N = 7$ supporting points and $k = 4$ orders were chosen for the envelope function and the power expansion of the carrier frequency, respectively. Thus, the femtosecond streaking IR pulse is fully represented by just $N + k = 11$ quantities that have to be minimized by Brent’s algorithm [34,35].
to the analytical description of the vector potential/electric field of the streaking pulse no additional noise is introduced during the retrieval process. For the reconstruction, an initial guess for these 11 quantities is needed, which is obtained by performing a center-of-energy (COE) analysis of the streaking spectrogram. For the initial guess of the SXR pulse, a Gaussian envelope \( \tilde{E}_{\text{SXR}}(t) = E_0 \exp \left\{ -\frac{(t - t_0)^2}{\tau_{\text{SXR}}/\sqrt{2 \ln(2)}} \right\} \) is assumed, where \( E_0 \) is the peak field amplitude, \( t_0 \) a shift in time, and \( \tau_{\text{SXR}} \) the SXR pulse duration.

Fig. 5. Multi-line streaking spectrogram in xenon. Simulated (A) and reconstructed (B) streaking spectrogram to test the ML-VTGPA algorithm with an attosecond pulse duration of \( \tau_{\text{SXR}} = 350 \) as in xenon including the PMEs for the 5p, 5s (both multiplied by 3.3, for better visibility of all photoelectron bands) and 4d photoelectron bands. The input vector potential \( A(t) \) (blue line) and the reconstructed vector potential (black crosses) are scaled and plotted on top of the 5p photoelectron line for comparison. (C) False color representation of the difference between \( S \) and \( S' \) multiplied by three orders of magnitude. The residual mean square error between measured and reconstructed spectrogram was found to be \( 1.25 \times 10^{-7} \) after 350 iterations of the algorithm. The unscaled vector potentials (input and retrieved) are also shown as an inset to the panel. (D) Reconstructed SXR pulse parameters amplitude \( I_{\text{env}}(t) \) and phase \( \Phi(t) \) (black circles and crosses) for detailed comparison with the input SXR pulse parameters (blue, red lines).

Figure 5(B) shows the retrieved streaking spectrogram \( S'(E, \tau) \) for all electron shells, together with the retrieved and scaled vector potential \( A(t) \) as black crosses on top of the 5p streaking line. The thin blue line represents the input vector potential used to calculate the streaking spectrogram. Input and reconstructed spectrogram have been scaled the same way to resemble the streaking trace of the 5p photoelectrons. The same scaling was used for the 4d electrons. By comparing the
4d photoelectron line with $A(t)$ the reduced streaking amplitude is clearly visible, due to the lower initial momentum $\vec{k}_0$ of the 4d electrons. The 5s, 5p lines have been scaled by a factor of $\approx 3.3$ in intensity, due to the lower cross section (cf. Fig. 4(B)), for better visibility in the false color plot.

For better comparison between simulated $S(E, \tau)$ and reconstructed $S'(E, \tau)$ spectrogram the difference between panel (A) and (B) is shown in panel (C), where the normalized intensity difference at all energy and delay points is always better than $10^{-2}$. In the difference plot no streaking structure is visible after the convergence of the algorithm. The overall residual mean square error between measured and reconstructed spectrogram was found to be $1.25 \cdot 10^{-7}$ after 350 iterations of the algorithm. In Figure 5(D), the intensity envelope $I_{\text{env}}(t)$ and the phase $\Phi(t)$ of the SXR pulse are shown. The perfect agreement between all input and retrieved quantities clearly demonstrates that the ML-VTGPA algorithm retrieves, both the SXR and the IR pulse, completely with very high fidelity within the PME corrected SFA.

![Fig. 6. SXR input pulse and retrieved vector potential. (A) Chirped (blue) and unchirped (orange) SXR input pulse in spectral and temporal (inset) domain. The $\tau_{\text{SXR}} = 350$ as used in Fig. 5 centered around $W_0 = 110$ eV with a bandwidth of a $\Delta E = 5.2$ eV. For the corresponding chirped SXR pulse from Fig. 7, the bandwidth increases to $\Delta E = 6.9$ eV, and the spectral phase has a quadratic energy dependence (blue dash-dotted line), compared to the flat spectral phase for the previous case (orange dash-dotted). The inset also shows the FTL pulse duration for the increased bandwidth case (yellow), that corresponds to a $\tau_{\text{SXR,FTL}} = 265$ as pulse. (B) LSGPA (orange crosses) and ML-VTGPA (blue circles) retrieved vector potential for the case presented in Fig. 7, in comparison with the input vector potential (black line).](image)

For the numerical experiment presented in Fig. 7, the same input parameters as described for the previous experiment have been used, except that the SXR pulse was strongly chirped with a (temporal) chirp of $-1.00 \cdot 10^{-5}$ as$^{-2}$, which is shown in Fig. 6(A) in comparison to the unchirped case, leading to an increased bandwidth of $\Delta E = 6.9$ eV and corresponding to a Fourier transform limited pulse duration of $\tau_{\text{SXR}} = 265$ as. The chirp is also visible in Fig. 7(A), where a strong asymmetry in the intensity distribution of the streaking trace between regions of positive and negative vector potential can be observed together with an increased streaking amplitude by comparing Fig. 5(A) with 7(A). The apparent increase in the streaking amplitude leads to erroneous reconstruction results for LSGPA due to the CMA (cf. [31]). For these narrowband pulses discussed so far the individual photoemission lines are clearly separated, even the 5p and 5s lines start to merge for the chirped attosecond pulse.

For this case, the ML-VTGPA results are compared with LSGPA [25, 38] results using the software ATTOGRAMM [38]. The obtained streaking traces are shown in Fig. 7(C) and 7(E)
Fig. 7. Reconstruction of a multi-line streaking spectrogram in xenon for a chirped 350 as SXR pulse, using the ML-VTGPA and LSGPA methods. (A) Simulated input streaking spectrogram for xenon including the PMEs for the 5p, 5s (both multiplied by 3.3, for better visibility) and 4d photoelectron bands. The input parameters are the same as for Fig. 5, except for a second order SXR chirp of \(-1.00 \cdot 10^{-5}\) as\(^{-2}\), leading to larger bandwidth and broader lines that partially overlap. For reconstruction the ML-VTGPA (C, D) and the LSGPA (E, F) methods have been used. The retrieved attosecond SXR pulses are shown in panel (B) together with the obtained pulse duration, while the obtained vector potentials are shown on top of the retrieved spectrogram \(S'\) for both methods. The input pulses are given by blue lines, while the reconstructed vector potentials are given by the black crosses (Every 40th data point is plotted for better visibility.). It has to be noted that the panels (D) and (F) are using the same color scale, for a better comparison between the two methods. In panel (D) the upper part of the plot (\(E_{\text{kin}} > 65\) eV) has been amplified by \(x10\) for a better visibility of the residuals. Panel (A), (C), and (E) use the same color scale as used before for input and reconstructed spectrogram, c.f. Fig. 5.
together with the false-color representation of the deviation between simulated \( S \) and reconstructed \( S' \) streaking spectrogram, for the case of ML-VTGPA 7(D) and LSGPA 7(F). It has to be noted that the panels (D) and (F) are using the same color scale, for a better comparison between the two methods. Already from this representation, a much better fidelity of the VTGPA is visible as only unstructured patterns remain in the difference plot, while in the case of LSGPA an oscillating streaking trace is still visible with larger deviations from the input (darker color). For LSGPA, the error is dominated at high streaking amplitudes, which can be explained by the CMA for the ponderomotive shift of the photoelectrons. For the ML-VTGPA reconstruction the MSE after 500 iterations of the algorithm is already below \( 2 \cdot 10^{-7} \), while the LSGPA reconstruction does not go below \( 5.9 \cdot 10^{-3} \) for a calculated spectrogram without noise.

The same behavior can be observed by comparing the reconstructed vector potential \( A(t) \) (black crosses, every 40th data point for better visibility) that are overlaid on the panels 7(C) and 7(E) together with input vector potential (blue line). Here also, an excellent agreement between retrieved and input pulse parameters can be found for ML-VTGPA method. As expected the LSGPA method retrieves a vector potential similar to the input pulse, but with an underestimated amplitude. A direct comparison between LSGPA (orange crosses) and ML-VTGPA (blue circles) normalized vector potential is presented in Fig. 6(B) together with the input pulse (black line). Both methods retrieve for such narrowband pulses a similar vector potential. The ML-VTGPA shows higher fidelity in the reconstruction, as the strongest amplitude is correctly reconstructed, while the peak amplitude of the LSGPA retrieved vector potential is only 85% of the input vector potential. The lower streaking amplitude of the retrieved IR pulse, therefore leads to the strong pattern in the difference plot between input and retrieved streaking trace, where the streaking trace is still visible, as shown in panel (F) of the figure. In panel (B), the intensity distributions and phase (VTGPA: black circles and crosses, LSGPA: dash dotted line and dots) of the reconstructed SXR pulses are presented together with the original pulse (blue and red line). Both algorithms reconstruct the (correct) pulse duration. For the LSGPA reconstruction an amplitude oscillation remains on the pulse that is also visible in the retrieved streaking spectrogram in panel (E). This can be attributed to the different cross sections of the photoelectron band. As soon as the 4d line is reconstructed individually the intensity fluctuation disappears, but the high MSE remains. Calculating the input streaking spectrograms within the CMA the MSE decreases to \( \ll 10^{-5} \). However, the amplitude of the vector potential is still incorrectly reconstructed.

Very recently, we have demonstrated attosecond streaking with ultrabroadband SXR pulses spanning the spectral region from 60 eV to 180 eV (beamline limited), supporting attosecond pulses down to 34 as [16]. For those streaking experiments, xenon has been used, due to the higher cross sections compared to helium in the energy range around 100 eV. For photon energies between 50 and 140 eV, xenon is a suitable choice since the cross sections do not drop by more than two orders of magnitude. Since the cross section of helium or any other noble gas changes by several orders of magnitude over such a broad range of energies, this influence cannot be neglected for a reliable pulse reconstruction, as the spectral amplitude and phase and therefore the temporal shape of the photoelectron wave packet can be strongly modified as compared to the attosecond pulse to be measured.

To show the capabilities of the new ML-VTGPA method a streaking spectrogram for a chirped \( \tau_{SXR} = 55 \) as SXR pulse supporting a pulse duration of \( \tau_{SXR} = 50 \) as (second order SXR chirp of \( 4 \cdot 10^{-4} \text{ as}^{-2} \)) centered at a photon energy of \( W_0 = 110 \text{ eV} \) has been calculated with the focus on the overlapping photoelectron band 5s, 5p, setting \( N_s \) to two. There the streaking effect is more pronounced compared to the 4d photoelectron band, due to the initially higher kinetic energy. All other pulse parameters were chosen to be the same like in the first example, presented in Fig. 5. Here, only the ML-VTGPA retrieved streaking spectrogram \( S'_{VTGPA}(E, \tau) \) is presented together with the difference between \( S - S'_{VTGPA} \) in Fig. 8 (A) and (B). It has to be noted that the difference plot was multiplied by \( 10^3 \). A maximum deviation \( \ll 7 \cdot 10^{-3} \) was found, while the overall mean
Fig. 8. Multi-line streaking spectrogram in xenon for a chirped 55 as SXR pulse with overlapping 5s, 5p photoelectron band. Retrieved (A) streaking spectrogram for a chirped $\tau_{SXR} = 55$ as SXR pulse with a spectrum supporting $\tau_{SXR} = 50$ as at a center energy of $W_0 = 110$ eV in the region of overlapping xenon 5p, 5s photoelectron band including the PMEs. The input parameters are the same as for Fig. 5. The blue solid lines represent the vector potential of the IR pulse $A(t)$ used for the simulation at the central kinetic energies $(W_0 - I_p, i)$ of the xenon lines, while the reconstructed vector potential of the streaking pulse is given by the black crosses. The difference between calculated and reconstructed spectrogram is given in panel (B), where the maximum deviation is $\ll 2.5 \cdot 10^{-3}$, while the overall MSE of the reconstruction is already below $1.5 \cdot 10^{-6}$ after 12000 iterations (inset to panel (D)). In panel (C) every 40th point of the retrieved vector potential $A(t)$ is plotted together with the input pulse (blue) while in the inset every 10th retrieved point is shown. Panel (D) shows the retrieved SXR pulse parameter $I_{env}(t)$ and $\Phi(t)$ together with the input pulse. Panel (A) uses the same color scale as used before for input and reconstructed spectrogram, c.f. Fig. 5.
squared error of the reconstruction is already below $< 1.5 \cdot 10^{-6}$ after 12000 iterations. Every 40th point in time of the scaled retrieved vector potential (black crosses) is shown together with the simulation input (blue lines) in panel (A) and (B). The blue lines of the vector potentials are given at the initial kinetic energies of the 5s ($W_0 = 23.4$ eV) and 5p photoelectron band ($W_0 = 12.1$ eV). The energy shift of the photoelectron band with respect to center-of-energy of the spectrogram is due to the strongly varying PMEs (cf. Fig. 4(B)). In the panels (C) and (D) the retrieved quantities $A(t)$, $I_{\text{env}}(t)$, and $\Phi(t)$ are presented together with the input pulses. In the inset to panel (C) the the vector potential (every 10th point) is presented at its highest amplitude to demonstrate the high quality of the reconstruction, due to the full implementation of the SFA without CMA. During the application of the ML-VTGPA method it was found that the vector potential converges typically faster compared to the SXR pulse envelope (cf. [26]). Therefore, the algorithm allows to run patterns for the optimization of $E_{\text{SXR}}(t)$ and $A(t)$, where typically 100 iterations for $E_{\text{SXR}}(t)$ are executed before 10 iterations for the optimization of $A(t)$ are performed, to obtain faster convergence for the streaking spectrogram. To summarize, also in this case, an excellent agreement for SXR and IR streaking pulse was found.

Using mid-IR laser sources or OPAs for wavelength conversion, multiple groups have recently demonstrated ultra-broadband SXR continua with photon energies covering the water window region [11–15]. Here, it is shown, that the ML-VTGPA method, when reduced to a single line ($N_e = 1$, similar to the original implementation [26]), is also suitable for attosecond pulses shorter than the atomic unit in time. To show this, a streaking trace with a $\tau_{\text{SXR}} = 20$ as, chirp-free (flat phase) pulse at a central photon energy of $W_0 = 260$ eV was reconstructed using the ML-VTGPA method, where the PMEs for helium [37, 39] were used. The retrieved streaking spectrogram is shown in Fig. 9(A). Even though the helium cross section is comparably flat with respect to the other rare gases typically used (Ne, Kr, Xe), the COE of the streaking trace is not around the initial kinetic energy of the photoelectrons. On top of the streaking spectrogram, the retrieved vector potential $A(t)$ is plotted as black crosses together with the input field at the initial kinetic energy of the helium photoelectrons ($W_0 = 24$ eV=236 eV) in panel (A). The black crosses follow perfectly the input vector potential (blue line). The difference between original and retrieved spectrogram is shown in panel (B). No remaining streaking structure can be found in the difference plot, demonstrating again the high fidelity of the ML-VTGPA reconstruction method, also for these ultrashort attosecond pulses. In Fig. 9(C), the retrieved SXR pulse is shown together with the input pulse. As inset to the panel, the evolution of the MSE during the reconstruction is shown.

In this section we have first demonstrated the application of the ML-VTGPA method to narrow- and broadband SXR continua with photon energies covering the water window region [11–15]. Here, it is shown, that the ML-VTGPA method, when reduced to a single line ($N_e = 1$, similar to the original implementation [26]), is also suitable for attosecond pulses shorter than the atomic unit in time. To show this, a streaking trace with a $\tau_{\text{SXR}} = 20$ as, chirp-free (flat phase) pulse at a central photon energy of $W_0 = 260$ eV was reconstructed using the ML-VTGPA method, where the PMEs for helium [37, 39] were used. The retrieved streaking spectrogram is shown in Fig. 9(A). Even though the helium cross section is comparably flat with respect to the other rare gases typically used (Ne, Kr, Xe), the COE of the streaking trace is not around the initial kinetic energy of the photoelectrons. On top of the streaking spectrogram, the retrieved vector potential $A(t)$ is plotted as black crosses together with the input field at the initial kinetic energy of the helium photoelectrons ($W_0 = 24$ eV=236 eV) in panel (A). The black crosses follow perfectly the input vector potential (blue line). The difference between original and retrieved spectrogram is shown in panel (B). No remaining streaking structure can be found in the difference plot, demonstrating again the high fidelity of the ML-VTGPA reconstruction method, also for these ultrashort attosecond pulses. In Fig. 9(C), the retrieved SXR pulse is shown together with the input pulse. As inset to the panel, the evolution of the MSE during the reconstruction is shown.

In this section we have first demonstrated the application of the ML-VTGPA method to narrow- and broadband SXR continua with photon energies covering the water window region [11–15]. Here, it is shown, that the ML-VTGPA method, when reduced to a single line ($N_e = 1$, similar to the original implementation [26]), is also suitable for attosecond pulses shorter than the atomic unit in time. To show this, a streaking trace with a $\tau_{\text{SXR}} = 20$ as, chirp-free (flat phase) pulse at a central photon energy of $W_0 = 260$ eV was reconstructed using the ML-VTGPA method, where the PMEs for helium [37, 39] were used. The retrieved streaking spectrogram is shown in Fig. 9(A). Even though the helium cross section is comparably flat with respect to the other rare gases typically used (Ne, Kr, Xe), the COE of the streaking trace is not around the initial kinetic energy of the photoelectrons. On top of the streaking spectrogram, the retrieved vector potential $A(t)$ is plotted as black crosses together with the input field at the initial kinetic energy of the helium photoelectrons ($W_0 = 24$ eV=236 eV) in panel (A). The black crosses follow perfectly the input vector potential (blue line). The difference between original and retrieved spectrogram is shown in panel (B). No remaining streaking structure can be found in the difference plot, demonstrating again the high fidelity of the ML-VTGPA reconstruction method, also for these ultrashort attosecond pulses. In Fig. 9(C), the retrieved SXR pulse is shown together with the input pulse. As inset to the panel, the evolution of the MSE during the reconstruction is shown.
Fig. 9. Streaking spectrogram in helium for a 20 as SXR pulse centered at 260 eV. Reconstructed (A) streaking spectrogram for an SXR pulse duration $\tau_{\text{SXR}} = 20$ as with a central photon energy of $W_0 = 260$ eV in He including the PMEs calculated by Bhardwaj et al. [37]. The input parameters for the vector potential of the IR streaking pulse $A(t)$ are the same as in example 1. The difference between calculated and reconstructed spectrogram is given in panel (B), where the maximum deviation is $\ll 2 \cdot 10^{-2}$, while the overall error (MSE) of the reconstruction is after approx. 300 iterations already below $\ll 2 \cdot 10^{-6}$ (inset to panel (D)). The scaled reconstructed (black crosses) and the input (blue line) vector potential are given together at the initial kinetic energy of the photoelectrons ($W_0 - I_p$) in panel (A). Panel (C) shows $A(t)$ on the atomic unit scale. Every 40th point of the retrieved $A(t)$ is shown, while in the inset every 10th point around the maximum of $A(t)$ is shown. In panel (D), the retrieved SXR pulse envelope and phase are shown together with the input pulse. As inset to the panel, the evolution of the MSE during the reconstruction is plotted. Panel (A) uses the same color scale as used before for input and reconstructed spectrogram, c.f. Fig. 5.
unit in time centered at $W_0 = 110$ eV, mimicking the broadband SXR continua generated using mid-IR laser sources. For this purpose we have chosen helium as target medium, as it offers the flattest cross section over the energy bandwidth of the SXR pulse.

### 4.2. ML-VTGPA including photoelectron angular distributions

Here, we study the reconstruction of attosecond pulses from partially angle-integrated streaking spectrograms of helium, testing the reconstruction for the integration over different ranges of the polar angle and demonstrating the influence of angle integration on the retrieval. We test the method to investigate the influence of the collection angle $\theta$ on the streaking spectrogram and its reconstruction by performing a numerical experiment where a streaking spectrogram in helium was calculated within the SFA using Eq. (3), where we integrated over a photoemission polar angle of $0^\circ \leq \theta \leq 120^\circ$ in steps of $1^\circ$. It has to be noted that Eq. (1) incorporates the full angle-dependent PMEs. However, in this section, we have approximated for demonstration purposes, the angle-resolved PMEs by the PMEs parallel to the polarization of the light. The obtained spectrogram is presented in Fig. 10(A).

For the reconstruction, the maximal acceptance angle $\theta_{\text{max}}$ was varied between $90^\circ$ and $140^\circ$, while the integration was always performed over five equidistant steps ($N_\theta = 5$). The reconstructed vector potential $A(t)$ and SXR pulse envelopes $I_{\text{env}}(t)$ are presented in Fig. 11 (panels (A) and (B), respectively), as a function of the maximum acceptance angle $\theta_{\text{max}}$, together with the MSE in panel Fig. 11(C). It can be seen, that for different angles of integration, the convergence varies drastically by as much as two orders of magnitude between the best ($\theta_{\text{max}} = 120^\circ$) and the worst ($\theta_{\text{max}} = 90^\circ$) reconstruction already after 45 iterations of the algorithm, as shown in Fig. 11(C). For the reconstructions with acceptance angles between $100^\circ \leq \theta_{\text{max}} \leq 140^\circ$, the smallest residual error is obtained for $\theta_{\text{max}} = 120^\circ$, which indeed corresponds to the assumption made for the input spectrogram. In panels (A) and (B) the simulation input is given as black crosses for comparison.

However, a tolerance of $-5^\circ$ and $+10^\circ$ in the maximum acceptance angle $\theta_{\text{max}}$ of the detector allows for the reconstruction of the main features of the attosecond SXR and femtosecond IR pulses with an accuracy better than 95 %, as shown in Fig. 11(A) and (B) for the retrieved vector potential and the SXR envelope, respectively. The influence of the angle integration is more significant on the IR pulse, where especially an underestimation of the collection angle leads to a severe underestimation of the IR-pulse intensity and pulse duration (Fig. 11(A)). However, the algorithm with its constraints on the vector potential $A(t)$, can still reconstruct with an error of $< 10 \%$ if the acceptance angle of the spectrometer is known within a range of $\pm 10^\circ$, where LSGPA fails completely. In principle, a single streaking trace with a narrowband SXR pulse (long pulse duration) is sufficient for an experimental calibration of the spectrometer-specific acceptance angle of the MB-TOF.

This shows that our algorithm can reconstruct the streaking spectrograms with very high fidelity even though a large acceptance angle of the electron spectrometer leads to a more complicated streaking spectrogram than before.

Figure 10(B) shows the reconstructed streaking spectrogram with the lowest mean squared error of all reconstructions, with a collection angle of $\theta_{\text{max}} \leq 120^\circ$ using the ML-VTGPA including PAD. In panel (C), a false color representation of the difference between simulated and reconstructed streaking trace multiplied by 100 is presented for a better visual comparison. There is clearly no remaining streaking spectrogram visible after the convergence of the algorithm that proves the high fidelity of our reconstruction. In panel (D), the SXR pulse used for the simulation (intensity envelope and phase: red and blue lines) is shown together with the corresponding reconstructed quantities. Not only the pulse duration but also the shape of the pulse matches very well at every point in time. The mean squared error for the reconstruction is presented as an inset to (D), showing the convergence of the algorithm until it is stopped with a residual MSE of
Fig. 10. Angle integrated streaking spectrogram in helium. Simulated input spectrogram $S$ (A) and reconstructed (B) streaking spectrogram $S'$ to test the ML-VTGPA including photoelectron angular distribution with an attosecond pulse duration of $\tau_{\text{SXR}} = 350$ as in helium using the PMEs. For the reconstruction an acceptance angle of $\theta_{\text{max}} = 120^\circ$ has been assumed. Therefore the number of reconstruction angles $N_\theta$ was set to 5 with an equidistant distribution between $0 \leq \theta \leq 120^\circ$. The vector potential $A(t)$ used for the simulation (blue line) reconstructed vector potential (black crosses, every tenth data point) are plotted on top for comparison. (C) False color representation of the difference between simulated and reconstructed streaking trace multiplied by 100, for a better comparison. (D) Simulated SXR pulse (intensity envelope and phase: red and blue lines) together with the corresponding reconstructed quantities. The mean squared error for the reconstruction is presented as an inset to (D), showing a residual MSE $\ll 2 \cdot 10^{-5}$.
about $2 \cdot 10^{-5}$. This clearly shows that for a large range of collection angles the contribution from different angles have to be taken into account.

Fig. 11. Reconstructed vector potential and SXR intensity envelope for different acceptance angles of the MB-TOF. Retrieval results for the streaking vector potential $A(t)$ (A) and the attosecond SXR pulse $I_{\text{env}}(t)$ (B) as a function of the acceptance angle of the spectrometer. The input pulses are given by black crosses for comparison. The angle integration was performed over 5 angles ($N_\theta = 5$) with a variation of maximum acceptance angle $\theta_{\text{max}}$ between 90° and 140°. (C) shows the residual MSE after 45 iterations of the algorithm, where the case of $\theta_{\text{max}} = 90°$ already starts to diverge. (D) SXR- and IR-pulse as a function of maximum acceptance angle after convergence of the reconstruction. The input pulse durations (thick blue lines) are shown together with a ±5 % deviation (thin blue lines).

5. Conclusion and outlook

In section 3 of this article we have introduced in detail the full mathematical formalism for the extension of the new attosecond reconstruction method “Volkov-transform generalized projection algorithm” to allow the reconstruction of multiple overlapping photoelectron band including angle integration. The method allows to reconstruct attosecond pulses within the strong-field approximation without Fourier transformation and therefore enables the incorporation of the target-specific complex energy dependent photoionization matrix elements. As the method does not rely on the bandwidth-limiting central-momentum approximation, it is ideally suited for the characterization of ultrashort SXR pulses, where no other attosecond pulse retrieval method
has till now shown the retrieval of such short pulses including more than one photoemission band with such high rigor. The formalism includes the photoelectron angular distribution into the reconstruction and therefore accounts for the angle-dependence of the streaking process. This allows us to analyze partially angle-integrated (e.g. MB-TOF spectra) streaking-spectrograms or by partially integrating angle-resolved spectra (recorded by e.g. velocity map imaging (VMI) spectrometer).

In section 4.1, we have demonstrated numerically that our multi-line algorithm is perfectly suitable for the retrieval of ultrashort SXR pulses and streaking fields from the near- and mid-infrared spectral region. We have shown the reconstruction of short (chirped) ($\tau_{\text{SXR}} \leq 55\,\text{as}$) and long ($\tau_{\text{SXR}} = 350\,\text{as}$) SXR attosecond pulses using NIR streaking fields in xenon, leading to partially and fully overlapping streaking spectrograms. The effect of chirped SXR and IR pulses on the streaking spectrogram and the retrieval process have been presented and discussed in detail. Our algorithm demonstrates a high fidelity in the retrieval as seen by comparing the streaking spectrogram as well as input and retrieved pulse. Besides the inclusion of the PMEs, the analytical description of the IR streaking fields ensures a noise-free reconstruction of the vector potential and the corresponding IR field. With laser based X-ray sources reaching photon energies up to 500 eV with reasonable flux, we demonstrate the application of our reconstruction method to reconstruct pulses less than one atomic unit of time (24 as) and covering X-ray absorption edges of most light elements. We have, therefore, presented the accurate and complete characterization of a simulated attosecond pulse of $\tau_{\text{SXR}} = 20\,\text{as}$, in helium. In the very recent paper by Gaumnitz et al. [16], we demonstrated the experimental application of this method, where we retrieved an isolated attosecond pulse generated using a mid-infrared driving laser pulse. Employing the ML-VTGPA method, we have obtained a pulse duration of $\tau_{\text{SXR}} = (43 \pm 1)\,\text{as}$, a new world record, generated from a two-cycle pulse with a pulse duration of $\tau_{\text{IR}} = (11.1 \pm 0.7)\,\text{fs}$ pulse duration.

In section 4.2, we have used the method described above to study partially angle-integrated streaking-spectrograms as obtained from MB-TOF spectrometers, where a complete and accurate reconstruction of attosecond pulses for large collection angles (MB-TOF, VMI) has not been demonstrated so far. Using a numerical angle-integrated streaking spectrogram, we performed the retrieval using the new developed ML-VTGPA including photoelectron angular distribution, fully accounting for the angle-dependent complex amplitude describing the transition from the ground state to the continuum. The dependence of the reconstruction on the collection angle has been analyzed. Already, after a few iterations of the algorithm the acceptance angle can be judged by the MSE that decreases fastest for close to the input maximum collection angle. This also gives an experimental measure of the collection angle of the MB-TOF used. For a reasonably well selected acceptance angle, the obtained pulse parameters are well extracted by the ML-VTGPA including PAD. For the case of a $\tau_{\text{SXR}} = 350\,\text{as}$ SXR pulse and $\tau_{\text{IR}} = 3.5\,\text{fs}$ IR pulse, we show that for a tolerance of $\Delta \theta_{\text{max}} = \pm 10^\circ$ in the angle-integration, the retrieved pulse durations show approximately an error of $\pm 5\%$. In conclusion, we have demonstrated the accurate and complete characterization of attosecond pulses lasting less than one atomic unit of time and covering X-ray absorption edges of most light elements and the streaking IR field using the ML-VTGPA including PAD.

With further advances in laser technology, laser-based HHG sources will reach soon even higher photon energies with reasonable flux and will provide broadband supercontinua up to the keV-region. For a complete and reliable pulse characterization, the ML-VTGPA including photoelectron angular distribution is ideally suited, as it incorporates the physics of the electron wave packet generated from the SXR pulse and allows to mitigate the low photon flux from mid- or long-wavelength driving lasers, by including the integration over a large polar angle. This paves the way to trace ultrafast charge migration with almost any sample by attosecond transient absorption at the K-edges of carbon (284 eV), nitrogen (401 eV), and oxygen (533 eV). Reaching the L-edges titanium (455 eV), vanadium (513 eV), chromium (575 eV), iron (710 eV), cobalt...
(779 eV), nickel (855 eV), and copper (955 eV) will allow the study of time-resolved phenomena of the 3d transition metals by using well known techniques like time-resolved X-ray absorption spectroscopy (XAS), X-ray absorption near-edge spectroscopy (NEXAFS, XANES), and X-ray emission spectroscopy (XES) with atto- to femto-second time resolution.
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