Multi-particle momentum correlations extracted using covariance methods on multiple-ionization of diiodomethane molecules by soft-X-ray free-electron laser pulses
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1 Introduction

Currently, seven short-wavelength free-electron laser (FEL) facilities are in user operation worldwide. These short-wavelength FELs have created new opportunities in many research fields, for example making possible the determination of structures of non-crystalline samples and of matter in transient states. The example making possible the determination of structures of non-crystalline samples has been the femtosecond-scale behaviour of matter exposed to such extreme intensity of light. Consequently, highly relevant in these studies is the femtosecond-scale behaviour of matter exposed to such extreme intensity of light.

Absorption of the intense FEL pulses may lead to both geometrical and electronic distortions of the original object, often ultimately causing the complete destruction of the object. A central issue of this context is the time-scale in which the original object’s structure is sufficiently preserved. If the structure of the object is to be determined, the relevant information should be captured before the distortion occurs. In this respect it is vital to study the interaction between the intense FEL pulses and various forms of matter, which is also a topic of fundamental interest in its own right. In the absorption of a FEL radiation pulse in small quantum systems, the ensuing dynamics exhibits a complex interplay between the electronic and nuclear motions. In order to study in detail such coupled motion of electrons and ions, a single molecule composed of a small number of atoms is an ideal target, since various levels of theory and experimental methods are available.

Erk et al. investigated ionization and fragmentation of methylselenol (CH₃SeH) molecules by intense (<10¹⁷ W cm⁻²), 5 fs-long pulses of 2 keV energy at the LCLS FEL facility, using coincident ion momentum spectroscopy. At SACLA, we investigated reaction dynamics of iodomethane (CH₃I), the simplest I-substituted hydrocarbon, diiodomethane (CH₂I₂) that has two X-ray absorption sites, and 5-iodouracil (C₄H₃IN₂O₂), abbreviated as 5-IU, more complex molecule of biological relevance, irradiated by intense (<10¹⁷ W cm⁻²), 10 fs-long X-ray pulses of 5.5 keV energy, using coincident ion momentum spectrometry. We also investigated, by the same technique, the molecular dynamics of tetrabromothiophene (C₆Br₄S) using approximately 70 fs-long soft-X-ray pulses of 130 eV energy.

We carried out simulations based on a classical Coulomb explosion model including charge evolution (CCE-CE), which
accounts, by including a few empirical time constants, for the concerted dynamics of charge build-up, charge redistribution and nuclear motion. The CCE-CE simulations were performed for CH$_2$I$_2$, CH$_3$I and C$_4$Br$_4$S and a self-consistent charge density-functional-based tight-binding (SCC-DFTB) method for CH$_2$I and CH$_3$I. When both models – CCE-CE and SCC-DFTB – were applied (to 5-IU and CH$_3$I), they both reproduced well the observed ion momentum values and correlations. The two modelling approaches are also complementary – we found that the SCC-DFTB modelling, in which the influence of molecular bonds (that are neglected in CCE-CE) is taken into account, in some cases reproduces the experiments better than CCE-CE. In the SCC-DFTB modelling, however, we could not include unbalanced charge build-up scenarios in the two iodine ions in the case of CH$_2$I$_2$. Also, the SCC-DFTB modelling could not take into account the charge redistribution time. Based on the experiments interpreted with the help of the CCE-CE simulations, we concluded that the charge build-up in the absorption hot-spots takes about ten fs, while it is redistributed among atoms in only a few fs.

Here, we report an extension of our FEL-induced fragmentation studies of CH$_2$I$_2$ to the soft X-ray range, using SACLA BL1 and employing 70 fs pulses at the photon energy of 93 eV. We interpret the results with the help of CCE-CE model, so that the different final charges of the two iodine fragments can be taken into account. We aim at finding the influence from different properties of FEL pulses (photon energy and pulse duration) to the molecular fragmentation dynamics, by comparing the present soft X-ray results with the previous hard X-ray results. We used velocity-map-imaging (VMI) electric field conditions. The experiments were carried out at the beamline BL1 of SACLA. The photon energy was set to be 93 eV and bandwidth of it was ~4 eV (FWHM). The duration of the FEL pulses was ~70 fs (FWHM). The repetition rate of the FEL pulses were 60 Hz. Shot-by-shot pulse energies were measured by gas monitor detectors located upstream of the beamline. The pulse energy of the FEL pulse was ~100 μJ in average at upstream of the beamline. The standard deviation of the FEL intensity distribution is 13% of the average. We attenuated FEL intensity by a zirconium filter of 1 μm thickness. The pulse energy at the focal point was estimated to be 4.6 μJ in average by measured pulse energy after the filter and throughput of the beamline. The FEL pulses were focused by a Kirkpatrick–Baez (KB) mirror system to a focal size of 5.3 μm × 5.1 μm (FWHM × FWHM). From those values the peak fluence of the FEL pulse was estimated to be 0.15 μJ μm$^{-2}$. CH$_2$I$_2$ (99.7%) was purchased from Nacalai Tesque, Inc. and used without further purification. The gas phase sample was introduced to the focal point of the FEL pulses as a pulsed supersonic gas jet seeded in helium gas. The ions were detected by a multi-coincidence recoil-ion momentum spectrometer to measure 3D momenta for each fragment ion. The molecular beam was crossed with the focused FEL beam at the focal point, and the emitted ions were projected by electric fields onto a microchannel plate (MCP) detector, in front of a three-layer-type delay-line anode (HEX120 from Roentdek GmbH). We used velocity-map-imaging (VMI) electric field conditions. Signals from the delay-line anode and MCPs were recorded by a digitizer and analysed by a software discriminator. The arrival time and the arrival position of each ion were determined and allowed us to extract the 3D momentum of each ion. With the
voltage settings of the spectrometer, we could extract all singly charged ions ejected in all directions with kinetic energy up to \(\sim 50 \text{ eV} \times Q\), where \(Q\) is the charge number of ions.

3 Covariance analysis

In this section, we provide a general overview of covariance methods applied to the data analysis of coincident ion momentum spectroscopy. We first explain two-fold covariance and then extend it to three-fold covariance.

3.1 Two-fold covariance

The covariance \(\text{Cov}[X,Y]\) between two random variables \(X\) and \(Y\) is defined as:

\[
\]

where \(E[X]\) is the average of \(X\). We measure these as functions of independent variables \(u\) and \(v\) in spaces \(U\) and \(V\), respectively. \(u\) and \(v\) can be any physical quantities that can also have different dimensions. Let us assume we measure the distributions \(f_i\) and \(g_i\) with respect to each event \(i\), that is, a FEL pulse in the present case. \(f_i\) and \(g_i\) are the functions from spaces \(U\) and \(V\) to one-dimensional (1D) real space \(R\), respectively. Then the covariance between

\[
X = \left\{ \int_{U} f_i(u) du \right\}_i
\]

and

\[
Y = \left\{ \int_{V'} g_i(v) dv \right\}_i
\]

with subsets \(U' \subset U\) and \(V' \subset V\) of interest can be expressed as:

\[
\text{Cov}[X,Y] = \int_{U' \times V'} dudv E[\{f_i(u)g_i(v)\}_i] - E[\{f_i(u)\}_i]E[\{g_i(v)\}_i]
\]

\[
= \int_{U' \times V'} dudv \text{Cov}[\{f_i(u)\}_i, \{g_i(v)\}_i].
\]

Thus, we regard a covariance \(\text{Cov}[X,Y]\) as the integrated value of a covariance function from \(U \times V\) to \(R\) in a corresponding region \(U' \times V'\). We will generalise this idea and apply it to any subsets \(C' \subset C \equiv U \times V\) including subsets which cannot be expressed by a product \(U' \times V'\). of any subsets \(U' \subset U\) and \(V' \subset V\)

\[
\int_{C'} dudv \text{Cov}[\{f_i(u)\}_i, \{g_i(v)\}_i].
\]

The actual data we record in coincident, momentum-resolving ion time-of-flight (TOF) spectroscopy can be expressed as a series of flight times and ion hit coordinates on the detector. The events \(i\) are the FEL pulses, each of which can produce multiple ions.

We can formally express such data using the sum of delta-functions \(\delta\) with multidimensional spaces \(U\) and \(V\) as:

\[
f_i(u) = \sum_n \delta(u - u_{i,n}), \quad u_{i,n} \in U,
\]

\[
g_i(v) = \sum_m \delta(v - v_{i,m}), \quad v_{i,m} \in V;
\]

Here serials \(\{u_{i,n}\}_i\) and \(\{v_{i,m}\}_m\) describe multiply detected particles for each event \(i\), with each particle labelled by \(n\) or \(m\). These functions allow us to analyse the covariance by using the combinations of counts of particles in a corresponding region \(C' \subset C\)

\[
\int_{C'} dudv \text{Cov}[\{f_i(u)\}_i, \{g_i(v)\}_i] = \frac{1}{N} \sum_i \int_{C'} dudv \sum_{n,m} \delta(u - u_{i,n})\delta(v - v_{i,m})
\]

\[
- \frac{1}{N^2} \sum_i \sum_j \int_{C'} dv \sum_{n,m} \delta(u - u_{i,n})\frac{1}{N} \sum_j \int_{C'} dv \sum_{m'} \delta(v - v_{j,m'})\delta(v - v_{j,m}).
\]

Since the second term of eqn (8) does not require taking combinations, it can be computed with fewer computer resources. The time required to calculate the second term of eqn (8) is proportional to \(N\). On the other hand, the time to calculate the second term of eqn (7) is proportional to \(N^2\). Thus, by using eqn (8), one can expect shortening of the time required. When we cannot use eqn (8), i.e., when \(C'\) cannot be written by \(U' \times V'\), we sampled events to compute the second term of eqn (7). For example, when we measure correlation between two ion-TOFs, \(U\) and \(V\) will be 1D spaces of each ion TOF and \(u\) and \(v\) are variables that belong to the TOF-spaces \(U\) and \(V\). Then, the region \(C'\) corresponding to the covariance between certain TOF regions can be written by TOF-region \(\times\) TOF-region, i.e., \(U' \times V'\). In this case we can use eqn (8). However, when we consider momentum sum correlated with two ions, \(U\) and \(V\) will be 3D momentum spaces of each ion and...
C’ will be a certain region of the 3D momentum sum. The region of momentum sum cannot be expressed as a product of the momentum regions of the two ions. In this case, we cannot use eqn (8).

3.2 Three-fold covariance

Let us extend two-fold covariance to multidimensional covariances. First, multidimensional covariance \( \text{Cov} \{X,Y,Z,\ldots \} \) of random variables \( X, Y, Z, \ldots \) is defined as:

\[
\text{Cov} \{X,Y,Z,\ldots \} = E[(X - E[X])(Y - E[Y])(Z - E[Z])\ldots].
\]

(9)

We can extend the present method to higher dimensions using eqn (9).

Here, we focus on three-fold covariance. We could rewrite eqn (9) as:

\[
\]

(10)

The spectra of each event \( i \) can be expressed with discrete functions \( f_i, g_i \) and \( h_i \) from specific spaces \( U, V \) and \( W \) to real space \( R \), respectively:

\[
f_i(u) = \sum_{n_i} \delta(u - u_{i,n_i}), \quad u_{i,n_i} \in U, \\
g_i(v) = \sum_{m_i} \delta(v - v_{i,m_i}), \quad v_{i,m_i} \in V, \\
h_i(w) = \sum_{l_i} \delta(w - w_{i,l_i}), \quad w_{i,l_i} \in W,
\]

where \( u \in U \), \( v \in V \) and \( w \in W \) are variables. Here serials \( \{u_{i,n_i}(u)\}_{n_i}, \{v_{i,m_i}(v)\}_{m_i} \) and \( \{w_{i,l_i}(w)\}_{l_i} \) describe detected particles for each event \( i \), with each particle labelled by \( n_i, m_i \) or \( l_i \). By substituting the serials of the functions \( f_i, g_i \) and \( h_i \) into random variables \( X, Y \) and \( Z \) in eqn (10), and integrating them in a corresponding region \( C' \subset C \equiv U \times V \times W \), we obtain three-fold covariance:

\[
\int_C \text{d}u\text{d}v\text{d}w \text{Cov} \{f_i(u),g_i(v),h_i(w)\} \\
= \frac{1}{N} \sum_i \int_C \text{d}u\text{d}v\text{d}w \sum_{n_i,m_i,l_i} \delta(u - u_{i,n_i}) \delta(v - v_{i,m_i}) \delta(w - w_{i,l_i}) \\
- \frac{1}{N^2} \sum_{i,j} \int_C \text{d}u\text{d}v\text{d}w \sum_{n_i,m_j,l_j} \delta(u - u_{i,n_i}) \delta(v - v_{j,m_j}) \delta(w - w_{j,l_j}) \\
- \frac{1}{N^2} \sum_{i,j} \int_C \text{d}u\text{d}v\text{d}w \sum_{n_j,m_i,l_j} \delta(u - u_{j,n_j}) \delta(v - v_{i,m_i}) \delta(w - w_{j,l_j}) \\
- \frac{1}{N^2} \sum_{i,j} \int_C \text{d}u\text{d}v\text{d}w \sum_{n_i,m_j,l_i} \delta(u - u_{i,n_i}) \delta(v - v_{j,m_j}) \delta(w - w_{i,l_i}) \\
+ \frac{2}{N^3} \sum_{i,j,k} \int_C \text{d}u\text{d}v\text{d}w \sum_{n_i,m_j,l_k} \delta(u - u_{i,n_i}) \delta(v - v_{j,m_j}) \delta(w - w_{k,l_k}).
\]

(12)

Eqn (12) is consist of two parts as in the case of eqn (7): the first term and the other terms. The first term is the same as coincidence counts including both true and false correlations. The other terms represent the false correlations.

3.3 Application to the experimental data

In this subsection we apply three-fold covariance analysis to extract momentum correlations of three ions \( C^+, I^{2+} \) and \( I^+ \), originating from the Coulomb explosion of multiply charged \( \text{CH}_3I_2 \) molecules. In this example, \( u_{i,n_i}, v_{i,m_i} \) and \( w_{i,l_i} \) would correspond to the three components of the \( C^+, I^{2+} \) and \( I^+ \) momentum vectors, respectively. We identify the ions by their TOFs. The region \( C' \) is intersections of a corresponding bin region of interest, e.g. momentum sum or kinetic energy sum as we will show later in Fig. 1 and 2, respectively, and additional filters such as a 3D momentum filter. Hereafter, we refer to covariance values multiplied by the number of shots as “counts”.

Fig. 1(a) shows distributions of the \( y \)-component of momentum sum for \( C^+-I^{2+}-I^+ \) ions. The \( y \) axis is orthogonal to both the photon propagation direction and the ion flight direction in the spectrometer. Distributions labelled “Total” and “Random” show components expressed by the first term and the sum of other terms, respectively, of eqn (12). The “Total” and “Random” distributions correspond to those of “total coincidence” and “false coincidence” signals in the conventional coincidence analysis. Distributions labelled “True” are results from the covariance analysis. They correspond to the “true coincidence” distributions. The contributions from false correlations are subtracted by the covariance method. Here, we did not employ a 3D momentum filter, only selected the individual ions by their TOFs.

Fig. 1(b) depicts distributions when momentum sum of three ions is restricted to be \( \leq 200 \text{ a.u.} \). Momentum magnitude distributions of \( C^+, I^{2+} \), and \( I^+ \) are peaked at \(~150, ~300\) and \(~300 \text{ a.u.} \), respectively, in the true correlations. However, there is still a chance of the momenta of falsely combined ions accidentally nearly cancelling each other, so the contributions from random correlations are not zero and the momentum...
sum distribution obtained by the covariance method gives a smaller peak. It indicates that a certain amount of ion combinations released from different molecules remain in the momentum filter method, but can be eliminated by the covariance method. It is noticeable that when we apply the covariance method with the 3D momentum filter, the distribution is basically the same as the distribution obtained by the covariance method without filtering but statistical errors become smaller. Thus we use the covariance method with the 3D momentum filter in the following.

As an example of the effectiveness of the covariance method, the kinetic energy sum distributions of the C$^+$–I$_2^+$–I$^+$ ions are shown in Fig. 2. Distributions by only the momentum filter are also shown for comparison as labelled "Total". At low energy, there are contributions which cannot be removed by the momentum filter method. It is because when kinetic energies of randomly detected three ions are low, momentum sum is low. Thus such three ions slip through the momentum filter. Such random correlations could be removed also using a similar way, the scrambling method, which create false coincidences by picking up ion-detection information from different events. An advantage to use the covariance method proposed is that it is free from normalization factors to subtract random correlations from total correlations. Note that ratio of intensities of the random correlations to true correlations increases when number of ions in one FEL shot increases. Thus when ion count rates are small as previous measurements, contributions from the random correlations after the momentum filter are negligible.

4 Results

4.1 Two-fold covariance

Let us first review the fragmentation pattern of multiply charged CH$_2$I$_2$ employing two-fold covariance. Fig. 3(a) depicts the ion TOF spectrum of CH$_2$I$_2$. It is not clear from this spectrum whether charge states higher than I$^+$ are present, since ions with shorter TOF than $\sim 3000$ ns overlap with the contributions of possible residual gases and helium. We can however clearly see fragment ions from CH$_2$I$_2$ in ion-TOF-ion-TOF covariance map in Fig. 3(b). In this map, we can see correlations between two ions and confirm the carbon ions charged up to +2 and iodine ions charged up to +6. It is noticeable that we could see clear correlations in the two detected ions although we expect non-detected ions have significant momenta. In such a situation, true correlations are
difficult to be extracted by the momentum filter method. The ions charged higher than $C^{2+}$ and $I^{6+}$ could not be extracted successfully because of extremely strong contributions from $He^+$ and $H_2O^+$, respectively. Fig. 3(c) and (d) depict the ion TOFs correlated with $C^+$ and $C^{2+}$, respectively. It is clear that the average charge state of iodine ions increases when the charge state of carbon ion goes from $+1$ to $+2$.

4.2 Three-fold covariance

We now investigate correlations of three ions using three-fold covariance. Fig. 4(a) and (b) present counts of the $C^+$ and two iodine ions and $C^{2+}$ and two iodine ions detections, respectively, ejected from the FEL-irradiated CH$_2$I$_2$. One can see that the highest pair counts occur with almost equal charge partitioning. Relatively symmetric charge distributions illustrate a rather efficient equalisation of charge. Such efficient charge redistribution in a molecule must mean strong electronic interaction, such as in the form of molecular orbital formation that are then involved in the latter stages of the Auger cascades. But it is also clear from the figure that the charge equalisation is not always complete – it can be interrupted by the concurrent dissociation process. The average combined charge values of two iodine ions correlated with $C^+$ and $C^{2+}$ are 3.8 and 5.9, respectively. Those are significantly lower than the results using 5.5 keV FEL, 5.5 and 7.2 for $C^+$ and $C^{2+}$, respectively. From the triple-ions correlation data, we can also extract the kinetic energy distributions of individual ions, as well as the distributions of kinetic energy sum for these ions. As typical examples we present the results for the $C^+$$-I^{2+}$$-I^+$ and $C^{2+}$$-I^{4+}$$-I^{3+}$ ions in Fig. 5(a) and (b), respectively. The centre and the width
of the distribution increases with the increase in final charge, while the shape of the distribution remains nearly the same irrespective of the final charge. Angular distributions between the momenta of two of three ions, i.e., two iodine ions, carbon and first iodine ions, carbon and second iodine ions, are also shown in Fig. 5. One can see that there are no significant changes for the centre of the angular distributions between different charge states.

For an overall view of charge state dependence, the averages of kinetic energy sum for various ion combinations and average angles between momenta of two of three ions are summarised in Fig. 6 and 7, respectively. For comparison, results from 10 fs long 5.5 keV FEL pulses are also shown. Kinetic energy sums in the present experiment are slightly lower (~94% in average) than those in the 5.5 keV, whereas there are no significant differences in average angles between the present and 5.5 keV results. The average angles between momenta of two iodine ions are larger than the angle of 118 degrees between two C–I bonds in the ground state CH₂I₂ molecule. They also increase when the charges of the two iodines increase. It is due to Coulomb repulsion between the two iodines.

5 Discussion

In order to obtain dynamical information, we have carried out a series of simulations based on a classical Coulomb explosion model including charge evolution (CCE-CE) where only Coulomb interactions between the ions are treated as point charge interaction and the concerted dynamics of charge build-up is taken into account. We assume that the total charge of the...
molecule, \(Q_{\text{tot}}\), increases as a function of time by the charge build-up time \(\tau^{1-3}\) according to
\[
Q_{\text{tot}}(t) = Q_{\text{max}}(1 - \exp(-t/\tau)),
\]
where \(Q_{\text{max}}\) is sum of charges of the three detected ions plus two (assuming two undetected protons). For charge distributions among the five atoms, we consider three cases as described below.

In the first model (A), the ratios of the atomic charges are kept the same as for the final charges, therefore the charge build-up constant is the same for all atoms. Best agreement of the simulations to the experimental results are found for \(\tau = 15\) fs and 10 fs for the 93 eV and 5.5 keV data, respectively, as shown in Fig. 6. Note that the obtained \(\tau\) of 10 fs for the 5.5 keV data is the same as the optimal value from the comparison with the DFTB/MD simulation.\(^{32}\) Model A simulations show also fairly good agreement with the experiment for the angle between the momenta of two iodine ions, while poor agreement is achieved for the angle between momenta of the carbon and iodine ions as shown in Fig. 7. However, when charges of the two iodine ions are the same, agreement is good also for the angle between momenta of the carbon and iodine ions. Discrepancies arise when difference between charges of two iodines are large. We also notice that charge-state-dependence of the experimental angles between carbon and iodine momenta are significantly smaller than the simulated dependence as shown in Fig. 7(e)-(l). It indicates that carbon ion receives similar force from the potentials created by two iodine ions.

Based on the above observations, we consider a second model (B) that treats the iodine charges differently. The carbon and hydrogen charges and sum of the two iodine charges increase with the same \(\tau\). The charges at two iodines are equal until one of them reaches its final charge – the lower one of the two iodine final charges. After that, the charge at that iodine does not change any more and only the charge of the other iodine increases with twice the initial rate constant. \(\tau\) was optimised to obtain the best agreement with the average kinetic energy sum in Fig. 6 and the optimal values are 15 fs and 10 fs for the 93 eV and 5.5 keV data, respectively. Results of the model B are shown in Fig. 6 and 7. We found that the agreement with the experiment, regarding the angles between the momenta, is improved while also maintaining good agreement for the same iodine charges (Fig. 7). Regarding ion kinetic energies, the agreement of models A and B with the experiment are essentially the same (Fig. 6).

For further improvement of the modeling and physical interpretation of the results, in a third model (C) we introduce a parameter denoted as the charge redistribution rate constant \(R\). This parameter has previously been successfully used for a molecule with a single absorption site.\(^{31,33}\) In the present molecule, CH₂I₂, we assume that the charge flows from the two iodine atoms to CH₂ group that
\[
\frac{dQ_{\text{CH}_2}(t)}{dt} = R \times Q_{\text{2I}}(t),
\]
where \(Q_{\text{CH}_2}\) and \(Q_{\text{2I}}\) are sums of charges at carbon and the two hydrogen atoms and at two iodine atoms, respectively. Ratio of the charges among the carbon and the two hydrogens is kept equal the ratio of the final charges. Charges between two iodine ions are distributed as in the model B, i.e., charges at both iodine atoms are the same until one iodine reaches the final charge. Best agreement with the measured average kinetic energies were obtained with \(\tau = 20\) fs and \(R = 0.5\) fs\(^{-1}\) for 93 eV and \(\tau = 10\) fs and \(R = 0.33\) fs\(^{-1}\) for 5.5 keV. The results of model C are shown in Fig. 6 and 7, agreeing best with the experimental results of the three introduced models.

Although we have achieved improvement of the model, discrepancies of the angle for the low charge states are large, especially for \(I^-\text{I}^+\) and \(I^2^+\text{I}^4^+\) productions. It may indicate that \(I^+\) and \(I^4^+\) are produced at large I–I distance where charges produced by photoionization at one iodine cannot move to another iodine at late part of the FEL pulse.

In all the models, \(\tau = \sim 20\) fs and 10 fs for the 93 eV and 5.5 keV FELs, respectively, are the optimal values. Note that the pulse duration of the 93 eV FEL pulse is \(\sim 70\) fs, whereas that of the 5.5 keV FEL pulse is \(\sim 10\) fs. The value of \(\tau = 10\) fs for the 5.5 keV FEL means that during the FEL pulse duration of 10 fs the molecule does not reach the final charge state. The charge of the molecule at the end of the 10 fs pulse is about 2/3 of its final charge. On the other hand, the value of \(\tau = 20\) fs for the 93 eV FEL means that during the FEL pulse duration of 70 fs the molecule reaches almost the final charge state. Those indicate that the 10 fs lies in the intermediate regime where the time scale of internal Auger decays takes part in the determination of \(\tau\), as well as the time span of sequential photoabsorption processes, while those processes terminate within 70 fs.

6 Conclusions

We have measured the momenta of fragment atomic ions released from CH₂I₂ molecules irradiated by 93 eV soft X-ray FEL pulses by multiple coincidence momentum-resolving ion TOF spectroscopy. In order to extract true correlations from the multi-hit ion data, we have formulated two-fold and three-fold covariances to use in the single-particle-counting experiments. Kinetic energy sums and angles between the ion momenta were obtained from the events producing three ions and compared with the CCE-CE simulations and also with the earlier experimental data obtained using 5.5 keV FEL pulses.\(^{32}\) As a result, we obtained the time constants of 10–20 fs for the Auger decay cascades following the initial photoabsorption. In addition to the specific results presented here, we note that the covariance method, as developed here, can be used to study correlations between or involving electrons, photons from fluorescence etc., not only between multiple ions. It can be applied to a wide range of target species, physical phenomena, and also to time-resolved experiments.
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