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“Traveling wave Zeeman deceleration of molecule” . . . . . . . . . . . . . . . . . . 60

2.28 Simon Ragg:
“Single Trapped 40Ca-Ion as Wave-Front Sensor” . . . . . . . . . . . . . . . . . . . 62

2.29 Matthias C. Löbl:
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1
Programme

QSIT’s Junior Meeting is an opportunity for junior scientists to try their hand at presenting
a scientific topic and get familiar with the various QSIT groups and their work. The meeting
primarily targets doctoral students before their first publication, who have most to gain from it.

Each participant is scheduled for an introductory talk on their research project. More in-depth
discussion is possible between the sessions and during the poster session. In addition, the meeting
stimulates less formal discussions during the social events on Tuesday afternoon and evening.

13.06.2016 14.06.2016 15.06.2016

8:00 Breakfast Breakfast

9:00 Martin Buchacek Lujun Wang

9:20 Marc-Dominik Kraß Ephanielle Verbanis

9:40 Martin Héritier Kilian Sandholzer

10:00 Maciej Malinowski Misael Caloz
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11:10 Elisa Bäumer Kevin Roux

11:30 Luca Alt Marc-Olivier Renou

11:50 Chi Zhang Thibaud Ruelle

12:15 Arrival/Lunch Lunch Lunch

13:20

13:30 Robin Oswald

13:50 Oliver Wipfli Jonas Roch

14:10 Christoph Fischer Johannes Kölbl

14:30 Riccardo Pisoni Tomislav Damjanovic

14:50 Coffee break Coffee break

15:20 Jan Scharnetzky Simon Ragg

15:40 Alberto Boaron Matthias Löbl

16:00 Gianni Buser Rozenn Diehl

16:20 Nikolaus Flöry Closing remarks

16:30 Departure

17:30 Dinner

19:30 Poster Session Conference dinner

Rope park / Hike

or

Brewery / Bouldering

City Tour

Registration/Welcome
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Optically Trapping Ions in a Build-Up Cavity: Controlling the Ion-Ion Spacing

O. Wipfli,1 C. Fischer,1 M. Marinelli,1 M. Grau,1 and J. P. Home1

1Institute of Quantum Electronics, ETH-Hönggerberg, CH-8093, Zürich, Switzerland

We are building an experiment that traps ions in an optical lattice created by the strong light field
of an optical build-up cavity. While the trapping lattice has a period of half an optical wavelength
λ/2 = 266 nm, the ions will only sparsely populate the lattice at an ion-ion spacing dion−ion � λ/2,
which enables site resolved quantum state manipulation. In this talk I will present two possible
methods to control the ion-ion spacing. They are based on position-selective transfer of atoms to
an unconfined electronic state, which removes unwanted atom from the lattice.

I. INTRODUCTION

The dynamics of many-body quantum systems are of-
ten too difficult to solve with analytical calculations and
simulating them on a classical computer would often take
too long because of the exponential growth of the Hilbert
space in system size. Quantum simulation is an alterna-
tive approach to solving such problems. The idea is to use
a well controllable quantum many-body system to mimic
the dynamics of some other system of interest. For ex-
ample trapped ions were used to simulate the dynamics
of the transverse Ising model1.

While trapped ions are an ideal candidate for many-
body quantum simulation there are major technical dif-
ficulties associated with the way they are conventionally
confined. In radio frequency Paul traps, ions that are
not located exactly in a pseudo-potential minimum will
experience micromotion2. Also the motional mode den-
sity increases the more ions occupy the same trap so that
addressing motional states becomes harder.

To overcome the scaling limitations of radio frequency
Paul traps we are working on a new experiment that
confines ions purely optically. Two mirrors will be used
to form an optical Fabry-Perot cavity. In the cavity a
standing wave light field creates an optical lattice that
will trap ions based on AC Stark shifting of electronic
states. A single cavity will form a one dimensional op-
tical lattice. Higher dimensional lattice geometries are
accessed by crossing two or three cavities. The chosen
atomic species for this experiment is 25Mg because both
the ground state of the neutral atom and the ion can be
optically trapped with 532 nm light3.

While the trapping lattice has a period corresponding
to half an optical wavelength (λ/2 = 266 nm), ions would
not be confined at such a short spacing because Coulomb
repulsion dominates over the trapping forces. We expect
a lattice depth of 400 mK for a cavity finesse of 10000
and an input light power of 8 W. With these parame-
ters a stable lattice is realized when the ion-ion distance
is 7µm or more according to our simulations. Imaging
ions with such a separation on the 1S to 1P transition at
280 nm wavelength will be site resolved already if we use
an imaging system with a moderate numerical aperture
of 0.4. Thanks to the large ion separation we will not
only be able to image site by site but also focused laser
beams can manipulate ion by ion. This experiment will

lead to a many-body quantum simulator with the ability
to image, address, and manipulate each ion individually.

Initially the lattice will be completely filled with neu-
tral atoms. The first step is to prepare the lattice such
that atoms are only on sites separated by the ion-ion dis-
tance (Figure 1b). Here, we present two possible methods
that can be used to control the filling of the lattice.

a λ/ 2

dion−ion

lattice preparation

ioniza tion

b

1S

3P 

1P

optically trapped

with 532nm light

457nm

285nm

FIG. 1: a Level diagram of 25Mg. The 1P state is not optically
trapped by 532 nm light. b Initially neutral atoms are trapped
in the optical lattice with a spacing of λ/2 = 266 nm. For
typical lattice well depths, the strength of the Coulomb force
prevents ions from being closer than 7µm. Preparing a stable
population of ions in the optical lattice requires first spacing
the neutral atoms by dion−ion � λ/2 before ionizing.

II. LATTICE PREPARATION METHODS

The basic working principle of the two lattice prepara-
tion methods is that atoms are position-selectively trans-
ferred to the 1P state, which is not confined optically
(Figure 1a). Atoms in this state experience a repulsive
force and are ejected from the lattice. In order to remove
the unwanted atoms, first all atoms are placed in the 1S
state and the following three operations are performed:

1. Apply a spatially varying differential energy shift
to the 3P and 1S states. The transition between

1
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∆ν∆ν

B superlattice

a b

FIG. 2: Two possible lattice preparation methods. a A mag-
netic field gradient creates a spatially varying Zeeman shift.
If the splitting between neighbouring sites ∆ν becomes larger
than the width of a narrow atomic transition, sites can be in-
dividually addressed by changing the laser frequency. b The
beat note pattern of two laser wavelengths creates a super-
lattice. This results in a potential where the longer period
corresponds to the target ion-ion spacing dion−ion. Again, the
splitting between neighbouring sites has to be larger than the
atomic transition linewidth and the laser linewidth.

these states has a wavelength of λ = 457 nm and a
natural linewidth of Γ/2π = 40 Hz.

2. The desired atoms are then transferred from the
ground 1S state to the 3P1 state. This state is
optically trapped and has a lifetime of 4 ms.

3. The remaining unwanted atoms in the ground state
are transferred to the untrapped 1P state using
285 nm laser light.

In the first method the frequency of the 457 nm tran-
sition between the 1S and 3P state is changed depending
on position by applying a magnetic field gradient along
the cavity axis (Figure 2a). The magnetic field creates a
spatially varying Zeeman shift. In order to use the laser
frequency to resolve adjacent lattice sites, the Zeeman
shift between sites ∆ν must be larger than the transition
linewidth. Moreover, the laser that drives this transi-
tion has to be narrower than the frequency separation
between neighbouring sites, which can be achieved by

filtering the 457 nm laser light with a narrow-band cav-
ity. With an acusto-optical modulator the frequency of
the laser can be tuned to be resonant with a certain site
which pumps its population to the 3P1 state. The laser
frequency can then be abruptly changed such that it is
resonant with atoms in a well at the target ion-ion dis-
tance. Iterating this along the cavity axis will lead to the
desired lattice filling.

The second possible method to prepare the lattice is
based on a dual color superlattice (Figure 2b). Here,
the cavity inhabits two standing wave light fields at two
different wavelengths. From both fields the atoms will
experience an AC Stark shift, and if the relative inten-
sities are appropriately tuned, the total potential land-
scape will be a beat note pattern where the long-period
corresponds to the target ion-ion spacing dion−ion. As be-
fore a narrow-band 457 nm laser is now used to transfer
atoms in the target sites, i.e. the sites with the deepest
trapping potential, to the 3P state.

III. OUTLOOK

We are working on a new experiment that traps ions
with optical forces. Ions will be spaced by several mi-
crometers in a standing wave light field of an optical cav-
ity, which is key to prepare, manipulate, and measure
the quantum state of each individual ion in the lattice.
It is still an open question how the ion-ion spacing will be
controlled, but here we present two methods that have
the potential to solve this issue. A first method is based
on a magnetic field gradient, and a second uses a super-
lattice potential created by two intracavity fields. While
both methods are in principle feasible, the decision which
one to choose will include estimating the technical efforts
and costs that each one involves.
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Optical trapping of ions

Christoph Fischer,1 Oliver Wipfli,1 Matteo Marinelli,1 Matthew Grau,1 and Jonathan P. Home1

1Institute of Quantum Electronics, ETH-Hönggerberg, CH-8093, Zürich, Switzerland

We propose an experiment for trapping magnesium ions in a far off-resonant optical without the
use of any radio-frequency fields. This setup will not only allow dissipative and coherent manipula-
tion of the electronic and motional states of the ions, it also naturally offers scalability in two and
three dimensions. Here we present our reasoning for choosing magnesium as our atomic species and
show how cold ions can be prepared in a high finesse build-up cavity.

I. INTRODUCTION

One of the major challenges of simulating quantum
systems using ions is the scalability of the trap struc-
ture. Linear Paul traps can confine ions only in one-
dimensional strings and micro-structured potentials gen-
erated by two-dimensional arrays of rf electrodes are dif-
ficult to fabricate using lithographic techniques. On the
other hand, two- and three-dimensional lattices based
on optical potentials are widely used in neutral atom
experiments1.

Recent work has shown that trapping of ions in tightly
focused, far off-resonant beams is possible2 but the life-
time of the trap was limited to several milliseconds due
to scattering of lattice photons.

The purpose of our new experiment is to trap arrays
of 25Mg+ ions in a far off-resonant optical lattice which
will enable us to simulate the dynamics of strongly inter-
acting quantum systems in two-dimensions. By carefully
selecting our atomic species we will be able to cool and
coherently manipulate the ions while they are confined by
optical potentials only. The use of a ultra-high vacuum
(UHV) system will us further allow lifetimes of several
minutes, mainly limited by collisions with residual back-
ground atoms3.

This paper focuses on the choice of magnesium as our
atomic species and the experimental apparatus required
to prepare cold atoms in a deep optical trap. In sec. II
the theory of optical dipole trapping (ODT) is reviewed
and we argue why 25Mg is an ideal atomic species for
our experiment and sec. III gives an overview of the
experimental setup as well as an outlook on the further
steps.

II. MAGNESIUM IN AN OPTICAL FIELD

The interaction of a two-level atom with a far-detuned
laser can be treated as a second-order perturbation of the
energy levels1

∆E = ±3πc2

2ω3
0

Γ

∆
I(r, z), (1)

where the positive sign corresponds to the shift of the
ground state. Here ω0 is the unperturbed splitting be-
tween the states, Γ denotes the spontaneous emission rate
and ∆ = ω0 − ωL is the detuning between the atomic

transition and the laser with intensity

I(r, z) =
2P

πw2(z)
exp

(
−2

r2

w2(z)

)
. (2)

For a negative (red) detuning of the laser the ground
state experiences a negative shift while the upper level is
shifted upwards by the same amount. The Gaussian in-
tensity profile of the laser beam thus leads to a confining
potential well for the ground state, centered at the focus
of the laser. Since the ratio of trap depth and photon
scattering is1

Udip

Γsc
=

∆

h̄Γ
, (3)

a large detuning is preferable in order to reduce photon
recoil heating.

FIG. 1: Reduced energy level diagram of 24Mg+. Light shifts
are given for a dipole trap laser wavelength of λ = 532 nm.
The scattering rate is 1.7 × 10−5 s−1 for the ground state.

In the case of real atoms light shifts due to all transi-
tions have to be considered and an effective shift for each

1
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energy level can be derived. In the case of the Mg+ ion
this leads to an interesting situation. As shown in fig. 1
not only the 3 2S1/2 ground state experiences a negative
shift, also the two P states are pushed down by a laser at
a wavelength of λ = 532 nm. This effect is caused by the
transitions to the 3 2D levels which are also red detuned
with respect to the trapping laser and overcompensate
the positive shift arising the ground state.

Therefore we will be able to drive laser-induced transi-
tions between the 3 2S1/2 and 3 2P3/2 states which can be
used for cooling the ion to its motional ground state in the
optical potential. Furthermore, the use of the fermionic
isotope 25Mg+ allows coherent operations between long-
lived states in the hyperfine manifold of the ground state
required for quantum simulation and quantum informa-
tion experiments.

FIG. 2: Schematic view of the experimental setup. Atoms
are prepared in the MOT chamber and then transfered into
a cryostat where they are loaded into an optical lattice.

III. EXPERIMENT

The planned setup, depicted in fig. 2, will consist of
two vacuum chambers. In the first an isotope selective
magneto-optical trap (MOT) will serve as a reservoir of
cold 25Mg atoms. These will be shuttled into the science
chamber containing where they are loaded into an optical
lattice. The setup aims to maintain ultra-high vacuum
throughout the experiment and operation of the science

chamber at cryogenic temperatures will be desirable to
reduce background gas collisions3. To increase the depth
of the optical potential and thereby reduce the ion-ion
spacing, a build-up cavity will be used, allowing for intra-
cavity power of several kilowatts.

Transport of atoms between the two chambers is
achieved in a running-wave dipole trap. Changing the
focus of the trapping laser using a focus-tunable lens will
allow us to continuously shift the trap center while heat-
ing and losses are kept at a minimum4.

Loading magnesium atoms from a MOT into a dipole
trap has been demonstrated5 and is limited by the
Doppler-temperature TD of the MOT. If thermal equi-
librium is reached, the number of atoms trapped in the
dipole trap can be estimated by calculating the overlap
of the traps in phase-space6

NT = π3/2w2
0Rn0q

1∫

0

ln(v) [1 − exp(qv)] dv. (4)

For typical magnesium MOT parameters7 (peak density
n0 = 1.8 × 1010 cm−3, MOT radius R = 0.1 mm) ap-
proximately NT ≈ 150 atoms can be loaded, assuming a
relative trap depth of q = U0/kBTD ≈ 0.75 and a waist
of the dipole trap of w0 = 10µm.

For first experiments the number of trapped atoms is
sufficient and could be increased by using a second cool-
ing stage5 and an optimized loading process8.

Overlapping the transport trap with the optical mode
of the build-up cavity will allow us to load the final trap.
By using a site-resolved, near-resonant two-photon ion-
ization, excess kinetic energy will be reduced and correct
ion-ion spacing can be ensured.
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Tunneling Spectroscopy of Andreev states in Graphene

Riccardo Pisoni,1 Joel I-J. Wang,2 Landry Bretheau,2 Kenji
Watanabe,3 Takashi Taniguchi,3 and Pablo Jarillo-Herrero2

1Solid State Physics Laboratory, ETH-Hönggerberg, CH-8093, Zürich, Switzerland
2Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02138, USA

3Advanced Materials Laboratory, National Institute for Materials Science, 1-1 Namiki, Tsukuba 305-0044, Japan

We have performed tunneling spectroscopy of graphene connected to two superconducting elec-
trodes, in a SQUID geometry that enables us to vary the phase difference between the order param-
eters of the two superconductors. The measured energy spectra are consistent with a continuum of
Andreev bound states modulating with phase with energies smaller than the superconducting gap.
Interestingly, out of gap modulation is also observed and can be interpreted as Andreev scattering
states.

I. INTRODUCTION

Although not intrinsically superconducting, graphene
(G) can inherit electronic properties of a superconductor
(S) placed in good contact with it1. This proximity effect
originates from the formation in the graphene of entan-
gled electron-hole states, the Andreev states2. In an S-
G-S geometry, the Andreev states energies depend on the
difference between the order parameter phases of the two
superconductors. Such a phenomenon is usually probed
by measuring the dissipationless Josephson supercurrent
carried by Andreev states3. Here instead, we have per-
formed a direct tunneling spectroscopy of graphene con-
nected to two superconducting electrodes, in a SQUID
geometry that enables us to vary the phase difference4.
Tunneling spectroscopy is a powerful tool to study the
electronic properties of materials, as it has the capabil-
ity of probing the electronic density of states at energies
away from the Fermi level (FIG 1 (a)).

II. EXPERIMENT

In order to perform tunneling spectroscopy of prox-
imitized graphene, we fabricated, by means of a
polymer-based dry pick-up and transfer technique5,
a full Van der Waals heterostructure. The de-
vice, shown in FIG.1, is made of, from top to bot-
tom, graphite tunneling probe/monolayer hexagonal
Boron Nitride (hBN)/monolayer graphene/hBN sub-
strate/graphite backgate on a SiO2 substrate. The ultra
thin hBN acts as both a tunneling barrier and an encap-
sulation overlayer to protect the graphene from polymer
residues coming from the nanofabrication process. The
graphene gets proximitized by evaporating aluminium su-
perconducting leads, in the shape of a SQUID, directly in
contact with the graphene flake. All the measurements
are carried in a cryo-free dilution refrigerator at a base
temperature of 20 mK. FIG 2 (b) shows the differen-
tial conductance as a function of the bias voltage (Vb),
at a constant gate voltage (Vg). It exhibits an induced
BCS-like DOS in graphene. From the position of the two
divergences, one can extract a gap of 168 µeV, which is

FIG. 1: (a) Electron tunneling. Density of states is plotted
horizontally vs. energy vertically. (b) Sketch of the device.
(c) AFM (amplitude signal) of the two junctions that we
mostly investigated, before Al-contact evaporation. (d) Op-
tical image of the device.

in good agreement with the Aluminium superconducting
gap (∼180 µeV). When varying the magnetic field, the
DOS varies, as shown by the different colors in FIG 2 (b).
FIG 2 (a) presents the DOS as a function of both Vb and
B, displaying a periodic (∼350 µT) oscillation with the
magnetic field. By evaluating the surface of the SQUID
loop we extract that the modulation is periodic in unit
of the magnetic flux quantum. We therefore observe a
continuum of Andreev Bound States (ABS) modulating
altogether with phase. This can be qualitatively under-
stood with the presence of lots of conduction channels,
having different coupling to the superconducting leads.
FIG 2 (c) displays a larger magnetic field range. At high
magnetic field one can observe that the modulation of the
superconducting gap becomes blurred. As the magnetic
field increases, more magnetic flux quanta are enclosed in
the superconducting loop, and a finite phase gradient de-
velops in the graphene. Therefore the ABS feel different
phase differences across the weak link, and destructive
interferences blur the superconducting gap modulation.

FIG 3 (a) shows that for certain gate voltage values,
we observe out of gap oscillations. These oscillations are

1
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FIG. 2: (a) dIs/dVb, proportional to the DOS, modulated
as a function of the applied magnetic field, measured at
Vg=0.89V. (b) Line-cuts, covering a period of the modula-
tion, of the dIs/dVb colormap shown in (a) . (c) dIs/dVb

colormap measured as a function of B and Vb at Vg=2.4V.
At high magnetic field the phase gradient in graphene blurs
the induced superconducting gap.

more visible when we subtract the average signal along
one of the axis (FIG 3 (b)). We believe this signal is
related to Andreev scattering states. As sketched in FIG
3 (c), it is indeed possible to form Andreev states at
energies larger than the superconducting gap. The An-
dreev reflection amplitude is still finite for energies above
the superconducting gap (FIG 3 (d)). To our knowledge,
this is the first experimental proof of the existence of An-
dreev scattering states. To conclude, we observed that
graphene gets proximitized by the neighboring super-
conductors, with the formation of a continuum of ABS.
We therefore observe Andreev scattering states that, to-

gether with the ABS, are responsible for carrying the
supercurrent in a non superconducting material such as
graphene.

FIG. 3: (a) Andreev states above the superconducting gap.
dIs/dVb measured as a function of B and Vb at Vg=0.41V.
(b) Subtracted signal. (c) At energies above the supercon-
ducting gap, the electron or hole composing the Andreev
bound state has a finite probability of escaping from the junc-
tion by transmitting over the superconducting gap. (d) Am-
plitude of the Andreev reflection probability.

III. OUTLOOK

In May 2016 I joined Prof. Ensslin’s group at ETH.
The project will focus on a different topic compared to
what I worked on at MIT. I will not strictly deal with
graphene anymore but with 2D TMDCs. The final goal
is to develop quantum dots for quantum computing ap-
plications.

1 P. G. De Gennes, Boundary effects in superconductors, Re-
views of Modern Physics (1964).

2 A. F. Andreev, Thermal conductivity of the intermediate
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Structured back-gates for high mobility two-dimensional electron systems in III-V
semiconductor heterostructures
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Ion implanted back gates were recently introduced by our group for high mobility applications.
We showed that the quality of the two dimensional electron system is not affected during processing.
After giving a short explanation on the fabrication of the ion implanted back gates, we will give an
outlook on recent experiments and possible applications for the back gate structures.

I. INTRODUCTION

Gating of semiconductor heterostructures allows to
control the charge carrier density of a two-dimensional
electron/hole system. Structured gates are used to lo-
cally modify the charge carrier density which is essential
for many experiments. While the fabrication of top gates
by standard photo-lithography and metal evaporation
is relatively straight forward, various attempts have
been made to fabricate reliable back gates. Thinning
the wafer and evaporating metal on the backside is one
tested technique1. Drawbacks are the large distance
between gate and 2DES and the very thin samples which
are difficult to handle. Another technique uses etching
of a gate into the GaAs surface before epitaxial growth
of the heterostructure, reducing the distance between
gate and sample2. However, the quality of the 2DES
was drastically reduced by the surface roughness, not
allowing high mobility 2DES.
The technique recently introduced for high mobility
2D electron systems by our group3 uses standard pho-
tolithography and ion implantation to create insulating
regions in a n-doped layer of gallium arsenide.
Ion implantation, the backbone of silicon based
technology4, is used to introduce n- and p-type dopants
into semiconductors. Activation of the dopants and de-
fect annihilation are performed by annealing. However,
the conditions for defect removal vary drastically for dif-
ferent materials. In amortized silicon, complete disorder
removal can be achieved at annealing temperature of
600 C while in III-V semiconductors the temperatures
can exceed 1400 C5. In general the defect removal and
dopants activation in III-V materials is more complex
due to the binary nature of the lattice6.
This short abstract will explain in more detail the fabri-
cation of back gates using ion implantation, followed by
an outlook on future developments.

II. ION IMPLANTED BACK GATES

In Fig. 1 the process steps for the fabrication of the ion
implanted back gates are shown: In the first step metal
organic chemical vapour deposition (MOCVD) is used
to create a 100nm thick silicon doped gallium arsenide

MOCVD 
Growth

Photoresist
Patterning

Oxygen Ion
Implantation

Epiready
Cleaning

MBE
Growth

Mesa &
Contacts

1. 2. 3.

4. 5. 6.

FIG. 1: The six step process to fabricate ion implanted, pat-
terned back gates is shown. Details included in the text, figure
from Ref. 6.

layer. In the next steps standard photolithography and
oxygen implantation are used to create insulating regions
in the n-doped GaAs. Prior to the molecular beam epi-
taxy growth, a special cleaning process is required to re-
move residues from the wafer. A mesa is wet-chemically
etched and the sample is then contacted as shown in the
figure. The spatial separation between Ohmic contacts
and patterned back gates avoid shorts, which is a com-
mon problem in planar (i.e. full area) back gates.
The creation of the insulating region in the n-doped GaAs
has been done by implanting oxygen ions, without a sub-
sequent annealing procedure. Therefore, the insulation
can both result from crystal defects due to the implanta-
tion as well as from the creation of mid-bandgap states
(DX centers). Knowledge of the underlying insulation
mechanism would open up new opportunities for multi
ion implant structures requiring annealing for dopants
activation.
To investigate which effect is dominant, the oxygen im-
plantation is compared with gallium ion implantation.
The introduction of gallium ions in GaAs should only
create crystal defects. A simulation of the ion range, as
well as the damage along their trajectory are shown in
Fig. 2. The simulation is done with the ”stopping and
range of ions in matter” (SRIM) tool which is based on
a Monte Carlo simulation method7. For the oxygen im-
plantation two different energies are used, namely 20keV
and 50keV, in order to have a constant oxygen ion dis-
tribution across the silicon doped region. The damage
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FIG. 2: Simulation of the Oxygen ion concentration (1.) and
the vacancy distribution (2.). The oxygen ion implantation is
simulated with 1.2·1013cm−2 Ions with 50keV energy (dashed
line) and 2.0 · 1012cm−2 Ions at 20keV (dotted line). The
red line indicates the two added oxygen implantations. The
gallium implantation is simulated for 2.1 · 1012cm−2 Ions at
180keV. The black line corresponds to the vacancies induced
by the oxygen ion implantation, while the blue line corre-
sponds to the vacancies induced by the gallium ion implanta-
tion.

distribution (Fig. 2.2) across the silicon doped region is
very similar for both the gallium (blue line) and the oxy-
gen implantation (black line). By comparing the conduc-
tance of the two differently implanted samples for various
annealing conditions, one can determine whether the in-
sulation is induced by physical damage or by a chemical
effect of the oxygen.

III. OUTLOOK

Depending on the previous results direct implantation
of donors into Gallium arsenide is planned. Activation
and removal of defects during annealing may result in
higher 2DES mobility after epitaxial growth compared
to the usage of oxygen implantation where the defects
remain in the crystal during MBE growth. Additionally,
the technique will be transfered to indium/gallium
antimonide.
There is a variety of applications for structured back
gates: For double layer 2DES, it would be advantageous
if each 2DES has a gate to control the charge carrier
density without loss in quality of the 2DES from the
wet-chemically etched back gates. Additionally, for
any surface sensitive application, such as scanning
probe microscope on III-V heterostructures back gates
are required. Another application are cleaved edge
overgrowth (CEO) structures where presently top gates
are being used.
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We present a rapid realization of the detector-device-independent quantum key distribution proto-
col. This protocol features improved security compared to a standard prepare and measure protocol.
Our high-speed implementation allows to exchange 1 kbps of secret keys over 40 km and is still ef-
ficient at more than 90 km.

Quantum key distribution (QKD) enables the secure
establishment of a random cryptographic key between
two users, Alice and Bob1. Its security depends only
on the principles of quantum physics and can be proven
to be information-theoretically secure. However, one still
has to be prudent about potential side-channel attacks in
the practical implementation that may lead to security
failures. For example, it has been shown that with de-
tector blinding techniques, it is possible to remotely hack
the measurement unit of some QKD systems2. Although
it is possible to implement appropriate countermeasures
for specific attacks, one may be wary that the adversary
could devise new detector control strategies, unforeseen
by the users.

To prevent all known and yet-to-be-discovered detector
side-channel attacks, a measurement-device-independent
QKD (mdiQKD) protocol was proposed3. In this scheme,
Alice and Bob each randomly prepare one of the four
Bennett & Brassard (BB84) states and send it to a third
party, Charlie, whose role is to introduce entanglement
between Alice and Bob via a Bell-state measurement
(BSM). Alice and Bob do not have to trust Charlie since
any other non-entangling measurement would necessarily
introduce some noise between them. Unfortunately, with
mdiQKD, achievable secure key rates (SKR) are signifi-
cantly lower compared to conventional prepare and mea-
sure (P&M) QKD systems4,5. Furthermore, the techno-
logical complexity of mdiQKD is greater due to the use
of two-photon interference, requiring both photons to be

PBS

PC

Alice Pol. Qubits Pol. to Path Bob Pol. Qubits HWP

PBS

PBS

PBS

BSM

r PC

PC

t

FIG. 1: Conceptual setup. PC: polarization controller; PBS:
polarizing beam splitter; HWP: half-wave plate; BSM: Bell
state measurement; FR: Faraday rotator.

indistinguishable in all degrees of freedom (DOFs): tem-
poral, polarization and frequency.

We have recently proposed a QKD scheme that
overcomes the aforementioned limitations but is still
secure against detector side-channel attacks6. Our
scheme, referred to as detector- device-independent QKD
(ddiQKD), essentially follows the idea of mdiQKD, how-
ever, instead of encoding separate qubits into two inde-
pendent photons, we exploit the concept of a two-qubit
single-photon (TQSP). This scheme has the advantage
that it requires only single-photon interference. Further-
more, it is expected that in the finite-key scenario the
minimum classical post-processing size is similar to that
of P&M QKD schemes.

The conceptual setup is presented in Fig. 1. Alice en-

codes a qubit |ψA〉 = αA

∣∣∣H̃
〉

+ βA

∣∣∣Ṽ
〉

in the polariza-

tion DOF of a single-photon and sends it to Bob. At
the input of Bob a polarizing beam splitter (PBS) con-
verts the polarization modes into spatial modes such that
the qubit of Alice is converted to a state of the form
|ψA〉 = αA |r〉+βA |t〉, where r and t represent the trans-
mitted and reflected path of the PBS, respectively. Then,
Bob encodes a qubit |ψB〉 = αB |H〉+βB |V 〉 in the polar-
ization DOF of the photon. The same polarization state
needs to be encoded in the two paths. The state of the
photon is then |ψA〉 ⊗ |ψB〉.

A BSM is performed by recombining the two spatial
modes via a PBS and applying a projection in the ba-
sis {|+〉 ; |−〉} on both output arms using two additional

PBSs. |+〉 and |−〉 correspond to |H〉+|V 〉√
2

and |H〉−|V 〉√
2

,

respectively. A click in one of the four outputs cor-
responds to a projection into one of the following Bell
states:

∣∣Φ±
〉

= 1/
√

2 [|r〉 |H〉 ± |t〉 |V 〉] (1)
∣∣Ψ±

〉
= 1/

√
2 [|r〉 |V 〉 ± |t〉 |H〉] . (2)

In order to exchange secret keys, the protocol is the
following. Alice and Bob independently encode states
randomly chosen out of the four following BB84 states
(|H〉 ; |V 〉 ; |+〉 ; |−〉). After sifting, one can not determine
the bit sent by Alice only from the knowledge of which
detector has clicked. Both the result of the BSM and the
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Bob
∣∣Φ+

〉 ∣∣Φ−〉 ∣∣Ψ+
〉 ∣∣Ψ−〉

H 0 0 1 1

V 1 1 0 0

+ 0 1 1 0

- 1 0 0 1

TABLE I: Truth table used by Bob to extract the bit values.
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FIG. 2: (a) SKR as a function of the distance for different
configurations. The red squares correspond to complete dis-
tillation of a secret key. The black curve corresponds to the
SKRs measured without taking into account the finite key
statistics. (b) QBER in Z and X basis as a function of the
distance.

state Bob has encoded are necessary to retrieve the bit
of Alice, using Tab. I. From this table, we can clearly
see that knowing which detector clicks gives no infor-
mation about the state encoded by Alice. Furthermore,
there is no correlation between which detector clicks and
the choice of Bob. Therefore, an eavesdropper cannot
influence the choice of Bob by changing the detection

efficiency of the detectors.

We performed an exchange of secret keys with com-
plete distillation - i.e. including finite key analysis and
privacy amplification - at three different distances simu-
lated with a variable attenuator. The result are depicted
in Tab. II. We obtained a SKR of 1.8 kbps for an atten-
uation of 6.8 dB corresponding to a distance of 34 km.

We also performed exchange of secret keys for addi-
tional distances without taking into account the finite

Attenuation [dB] SKR [kbps]

0.28 9.7

2.8 5.3

6.8 1.8

TABLE II: SKR obtained at the output of the system after
distillation of block size of 107 bits for different attenuations.

key analysis. The corresponding SKRs and QBERs as a
function of the attenuation (converted into fiber distance
considering losses of 0.2 dB/km) between Alice and Bob
are plotted in Fig. 2. We obtained a SKR of 8.2 bps at
91 km.

In summary, the ddiQKD protocol overcomes the main
disadvantages of the mdiQKD protocol whilst offering an
improved level of security compared to standard P&M
protocols. We realized an implementation of ddiQKD
using a platform capable of high speed operation in real-
time using state of the art low-noise In-GaAs/InP detec-
tors ideal for long distance QKD.
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1Department of Physics, University of Basel, Klingelbergstrasse 82, CH-4056 Basel, Switzerland

Far-off-resonance optical dipole traps, or FORTs, can hold dense and elongated atom clouds, and
are thus an excellent way to produce atomic ensembles with high on-axis resonant optical depth
(OD). We discuss the design and characterisation of a FORT at 1064 nm added to an existing
magneto-optical trapping setup (MOT). After optimisation we trap over 20 million 87Rb atoms
with a final temperature around 30µK, in a cloud approximately 28µm wide and over 1 cm long.
From there we can load a 1D optical lattice maintaining these desirable properties. This upgrade to
our atom-light quantum interface represents one side of our efforts to increase the coupling strengths
in our atom-x hybrid systems.

I. INTRODUCTION

Independent advances in the quality of and control over
diverse quantum systems, be they atoms, high Q-factor
membranes, various impurities in crystals, quantum dots,
or other kinds of engineered solid state devices, have
lead naturally to attempts to couple these different sys-
tems. A hybrid system may transfer the advanced control
schemes available for one of its constituents to the other.
In our lab, for instance, we have sympathetically cooled
a Si3N4 membrane by coupling it to an ultracold atomic
ensemble1. Alternatively, a “best-of-both-worlds” hybrid
system aims to take advantage of each subsystem’s su-
perior properties. Another concrete example our lab is
working on is that of an atomic quantum memory for
single photons from a GaAs quantum dot2,3.

It has been shown that the efficiency of a Λ-type quan-
tum memory using atoms depends on the OD of the
atomic cloud4. Furthermore, a simple 1D-model gives
the coupling strength of the atom-light interaction as
g2 = α0η, where α0 is the optical depth and η is the
integrated spontaneous emission rate, and while some
amendments must be made to get accurate quantitative
results for real atomic ensembles the figure of merit de-
scribing the coupling remains the OD for all but the
most extreme cases5. As might be naively expected,
in a light mediated atom-membrane hybrid system the
effective atom-membrane coupling strength depends on
the light-atom and light-membrane coupling strengths,6

again scaling with OD. All these considerations moti-
vated the design and construction of an optical dipole
trap optimised to achieve high OD, and thus high cou-
pling strengths.

II. MODELING

The optical dipole potential7 is generally given as U =
−1

2 〈pE〉 for an induced dipole moment p in a driving
field E. Eq. 1 gives the expanded form for the case of a
trapping beam at 1064 nm with an intensity profile given
by I:

FIG. 1: The shape of the dipole trap potential is plotted with
the measured parameters P = 21 W, w0 = 86µm. This yields
a trap depth Td = U(r = 0, z = 0)/kB of 285µK.

U = −3πc2

2

∑

i=1,2

fDi
ΓDi

ω3
Di

(
1

ωDi − ω
+

1

ωDi + ω

)
I. (1)

Here the fDis, ΓDis, and ωDis are the oscillator
strengths, linewidths, and frequencies of the rubidium
D1 and D2 lines, ω is the frequency of the trapping laser
and c is the speed of light. The detuning is so large that
the commonly made rotating wave approximation results
in a significant error, and therefore the counterrotating
terms have also been included. For a focused Gaussian
beam we have:

I(r, z) =
2P

πw2(z)
e
− 2r2

w2(z) , w2(z) = w2
0

(
1 +

z2

z2R

)
, (2)

where P is the power, w0 is the beam waist at the
focus, and zR is the Rayleigh range. The potential is
plotted for our experimental parameters in Fig. 1.

III. CHARACTERISATION AND LATTICE

The dipole trap is loaded by continuously overlapping
it with the MOT. Our MOT initially loads a large ball
of warm atoms which is then compressed and cooled
via optical molasses. Parameters like the intensity of

1

18



2

FIG. 2: Absorption image of the dipole trap taken from the side after 1 ms time-of-flight. In this image the cloud is 0.7 mm
wide and fills all 2 cm of our field-of-view. The colour maps to OD, with the darkest colours corresponding to α0 = 2.

FIG. 3: The number of trapped atoms (square data points) is
fit with 2 exponential decay processes to represent evapora-
tion (1.2 s lifetime) and loss through background gas collisions
(12 s lifetime). The temperature of the atoms (circular data
points) is fit by a single exponential with a lifetime of 2 s.

the repumper beams are optimised to load the maximal
amount of atoms into the dipole trap. The final temper-
ature after this process is about 100µK. Then all beams
but the dipole trap are switched off. The resultant atomic
cloud is shown in Fig. 2, and the development of the num-
ber of trapped atoms and their temperature over time is
shown in Fig. 3. The trap depth is measured via the
light shift to be 279µK. The transverse trap frequency

is measured independently to be 610 Hz.
For the measured parameters after 100 ms the on-axis

resonant optical depth can be calculated to be around
6500. Unfortunately, the highest measurable value for
the optical depth with our absorption imaging setup is
around 1000, so the most quantitative empirical state-
ment we can make about the on-axis OD is that it is
higher than 1000.

We have since successfully loaded and recharacterised
the optical lattice we use for our atom-membrane cou-
pling experiment. Temperature and light shift measure-
ments indicate that we manage to load atoms into the
lattice’s deep troughs. By parametric heating of the lat-
tice we measured a reference scale of axial atomic fre-
quencies in good agreement with theory. The first atom-
membrane coupling experiments with the new setup show
a resonance in the sympathetic cooling rate. Expected
when the axial frequency of the atoms in the lattice
matches the membrane’s frequency around 276 kHz, we
measure a significant shift of this resonance to higher lat-
tice frequencies, which we are still investigating.

IV. OUTLOOK

Challenges and nuances remain in coupling membranes
to atomic motion. We are currently preforming upgrades
on the membrane side of the experiment, introducing a
cryogenic setup and a second generation of membrane
design. Additionally, we are looking into the possibility
of coupling to internal states of the atomic ensemble8.
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We present heterostructures made from several two-dimensional crystals that show a strong light-
matter interaction. Vertical stacking of multiple materials with distinct electrical and optical prop-
erties is a promising route towards the fabrication of novel optoelectronic devices. Electrical char-
acterization as well as spectral and spatial photocurrent measurements provide direct insights into
the mechanisms that are relevant for efficient photodetection and light harvesting.

I. INTRODUCTION

Transition metal dichalcogenides (TMDs) in their two-
dimensional (2D) form have emerged as a promising class
of materials for future optoelectronic devices. Their
unique electrical and optical properties include layer de-
pendent band-gaps in the visible spectrum, resulting
from quantum confinement effects, as well as strong light-
matter interaction due to Van Hove singularities in their
density of states1. The latter leads to efficient light ab-
sorption of 5 – 10 % in a TMD monolayer of less than 1
nm thickness2 and motivates the use of TMDs for pho-
todetection and photovoltaic applications.

Apart from semiconducting TMDs, the family of 2D
crystals that have been studied so far also include insulat-
ing hexagonal boron nitride (h-BN) and the well known
semimetallic graphene. Multiple layers of different 2D
materials can be stacked on top of each other to create
heterostructures, held together by van der Waals forces.
While this allows for the engineering of novel devices
with tailored electrical and optical properties, the physi-
cal processes that govern charge generation and transport
in such hybrid crystals still require further experimental
understanding.

II. SAMPLE FABRICATION

Fabrication of our devices is done using a dry transfer
technique developed by Wang et al.3 TMD, h-BN and
graphite crystals are mechanically exfoliated onto doped
silicon substrates with a thermally grown oxide layer on
top and subsequently picked up and placed onto each
other in the desired order with a polymer stack (PPC
and PDMS). The final heterostructures are deposited on
transparent glass substrates and electrical contacts are
made using e-beam lithography and evaporation of metal.

III. VERTICAL HETEROSTRUCTURES

A TMD based diode, which is one of the key building
blocks for all kind of (opto-)electronic devices, is fabri-
cated by forming a heterojunction between two different
TMD flakes, which results in a staggered (type II) band
alignment. Figure 1a shows such a device consisting of
WSe2 and MoSe2 (3-layers each) forming an overlapping
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FIG. 1: a) Optical micrograph and b) PL map of a WSe2-
MoSe2 heterostructure. PL from the overlapping region is
strongly quenched compared to the isolated flake regions. c)
Schematic of the device on a transparent glass substrate uti-
lizing a ML-graphene and h-BN layer as the gate electrode
and dielectric layer, respectively. d) I – V curves for different
gate voltages showing a strong, gate-tunable, rectification.

region. As can be seen in the photoluminescence (PL)
map in figure 1b, the PL from the overlapping region is
strongly quenched, which is attributed to ultrafast charge
separation into opposite bands upon illumination and in-
dicates the formation of a vertical junction. Electrical
characteristics, as displayed in Figure 1d, reveal excel-
lent current rectification with on/off ratios greater than
104. Furthermore, the drain-source current (Ids) can be
tuned by a gate voltage (Vg) applied to the underlying
multilayer (ML) graphene gate, separated by an h-BN
flake, as illustrated in Figure 1c.
The photocurrent produced by such a heterostructure is

predominantly limited by the mobility of charge carriers,
both in the TMD flakes and at the metal-semiconductor
interfaces. The former issue can be addressed by ex-
ploiting the remarkable conductivity of graphene, which
can be integrated into vertical heterostructures as trans-
parent electrodes (Figure 2c). This drastically reduces
the effective path-length that photoexcited carriers need
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FIG. 2: a) Photocurrentmap of a MoTe2 photodetector us-
ing graphene as the electrodes. A strong photoresponse is
observed where the graphene layers overlap. b) IQE and re-
sponsivity spectrum measured at a constant power Popt =
200 nW. c) Schematic band diagram for a gr-MoTe2-gr het-
erostructure with built-in field.

to travel through the TMD channel. Figure 2a shows a
photocurrent map of a photodetecting device consisting
of a 3-layer MoTe2 flake, the absorbing material, sand-
wiched between two graphene electrodes. The short cir-
cuit current (ISC) was measured while illuminated (λ =
650 nm, Popt = 4µW) at zero bias (Vds = 0 V). The
largest photoresponse originates from the region of the
overlap of all three materials, confirming that photoex-
cited charges in MoTe2 are efficiently separated into the
graphene electrodes. The built-in field in this device re-
sults from an asymmetry in the workfunctions of the two
graphene flakes and can be further increased by apply-
ing a source-drain bias voltage (Vds). Recent studies ob-
served a picosecond photoresponse in similar devices, lim-
ited mostly by the thickness of the TMD channel4. Thus,

reducing the TMD thickness to only a mono- or few-layer
flake, as in the presented device, leads to a faster pho-
toresponse; however, recombination losses start to play
a significant role in such thin devices. Consequently, the
internal quantum efficiency (IQE), which provides a di-
rect measure of how many electrons are generated per
absorbed photon, is reduced. The IQE for a given wave-
length λ is defined by

IQE(λ) =
1

A(λ)
EQE(λ) =

1

A(λ)

Iph
q

hc

Poptλ
, (1)

where EQE is the external quantum efficiency (number
of generated electrons per incident photon), A(λ) is the
effective absorption, q is the charge of an electron and Iph
and Popt are the measured photocurrent and the incident
optical power, respectively. Figure 2b shows the IQE and
photoresponsivity for different wavelengths, measured at
a constant power of Popt = 200 nW. The photoresponsiv-
ity varies between 18 – 29 mAW−1, which can be partially
attributed to a wavelength dependent material absorp-
tion. The IQE, however, nearly doubles towards smaller
wavelengths (higher energy photons). This indicates a
different carrier relaxation pathway with reduced recom-
bination losses, the origin of which we are currently in-
vestigating.

IV. CONCLUSION AND OUTLOOK

We have shown that the vertical assembly of such 2D-
materials is ideal to study the physical processes that
govern charge generation and transport in optoelectronic
applications. In our prototypical devices we were able to
observe strong rectification and a pronounced photore-
sponse. More complex structures can be fabricated by
stacking several absorbing TMD layers between graphene
electrodes in order to extend the absorption spectrum
and to enhance the overall EQE.
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Thermal creep of vortices within strong pinning theory
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We study pinning and flow (creep) of vortices in type-II superconductors in presence of low
density of strong defects. Extending the strong pinning theory to account for thermal fluctuations,
we develop a quantitative treatment of vortex creep and calculate the current-voltage (force-velocity)
characteristic. We find that the pinning force may be enhanced due to thermally enlarged trapping
region of the defect, in which case the charactersitic crosses the T = 0 curve.

I. INTRODUCTION

The discovery of high-temperature superconductivity
has opened a possibility of physical and experimental re-
alisation of systems of interacting vortices, or more gen-
erally interacting elastic springs. Most high-temperature
superconductors are type II and develop a vortex phase
for intermediate magnetic fields. Unlike in the Meissner
phase characterised by complete expulsion of the mag-
netic field, the superconductor in the vortex phase is
penetrated by magnetic field B through localised vor-
tices, each carrying a flux quantum Φ0 = hc/(2e). In the
ideal case, vortices are aligned in a triangular lattice of
lattice constant a0 ∝ (Φ0/B)1/2.

Upon applying an external current j, vortices start
moving due to the Lorentz force FL = j × B/c opposed
by the viscous dissipative forces Fd = −ηv. This motion
produces an electric field parallel to the applied current,
which leads to the dissipation of energy. The supercon-
ducting property characterised by dissipation-free cur-
rent flow can be restored by inserting defects to the super-
conductor, which attract vortices and exert the pinning
force Fpin on the vortex lattice (Fig. 1). As long as the
driving force does not exceed the maximal (critical) pin-
ning force Fc, vortices don’t move and dissipation is pre-
vented. The velocity is v = (Fc−FL)/η for higher driving
forces, which results in linear current-voltage (equivalent
to force-velocity) characteristic (Fig. 2).

B

FIG. 1: Vortices of magnetic field in type-II cuperconductors
pinned to strong defects.

We study the strong pinning scenario in which single
strong defect is able to induce finite force on the lat-
tice. The microscopic theory of strong pinning1 could be

used to calculate the pinning force and hence the maxi-
mal (critical) current jc that we can apply to the super-
conductor without losing the dissipationless current flow.
The aim of our research is to extend the theory to account
for thermally activated creep, in which vortices hop from
one pinning site to another. Our approach is quantitative
and thus different from the weak pinning (pinning force
arises due to local density fluctuations of weak defects)
where only phenomenological arguments for the vortex
creep are known1.
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FIG. 2: Solid line: force-velocity characteristic of a generic
type-II superconductor without thermal fluctuations. Dashed
curves: calculated force-velocity characteristic at small tem-
peratures T/Umax = 10−2 in presence of defects modelled by
the Lorentzian pinning potential ep(r) = Umax/(r

2 + ξ2) and
for different pinning strengths κ. If the pinning is very strong,
the characteristic crosses the T = 0 curve.

II. STRONG PINNING

Presence of strong defects results in plastic deforma-
tions of the vortex lattice. We consider single defect in
the origin interacting with the nearest vortex at distance
x. The energy of such system takes an effective form2

containing elastic and potential energy contributions

epin(x; r) =
1

2
C̄(x− r)2 + ep(r). (1)

We use r for the position of the vortex tip. The scaling
form for the elastic constant C̄ is known from the elastic-
ity theory3. The bare pinning potential ep(r) describes
the interaction of the vortex core with the pinning cen-
tre decaying on the coherence length ξ (corresponding to
the vortex core radius). The equlibrium position req(x)
of the vortex tip is derived from minimising the effective
energy (1),

C̄(x− req) = fp(req). (2)
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FIG. 3: Multivalued energy landscape with pinned (solid)
and unpinned (dashed) branches. (a) Occupation of branches
(thick) for T = 0 and qualitative illustration of pinned and
unpinned vortices. (b) Occupation for T > 0 (thick) deter-
mined by the rate equation.

In the regime of strong pinning potentials or weak elas-
ticity (more precisely if max f ′p(r) > C̄), the equilibrium
equation (2) admits multivalued solutions req(x). This
defines the strong pinning regime and leads to a multi-
valued energy landscape epin(x; req) (Fig. 3) with pinned
and unpinned branches. The two branches are energeti-
cally separated by a finite barrier U(x) derived from the
unstable solution of (2) maximising (1).

III. THERMAL EFFECTS

The key information needed to find the force-velocity
characteristic of the vortex phase is the occupation of
branches. We find this by applying the Kramer’s rate
theory4, which at non-zero low temperatures T � U
leads to the rate equation

dn

dx
=
neq − n
vτ(x)

. (3)

Here n(x) denotes the fraction of vortices in the pinned
branch, which becomes neq(x) in the thermal equilib-
rium. Vortices moving with velocity v accross the pinning
centre need time τ(x) = τ0e

U(x)/T to reach the equilib-
rium. Exact calculation shows that n(x) changes rapidly

between n = 1 (all vortices are pinned) and n = 0 (all
vortices unpinned) at points x±j (v, T ) (Fig. 3)

The average pinning force is obtained by integrating
fpin(x) = −depin/dx over the occupied branches (de-
noted by fopin). The integral can be approximated by
the height of two ‘jumps’ between branches in the energy
landscape.

Fpin(v, T ) =

∣∣∣∣∣
1

a0

∫ a0/2

−a0/2

fopin(x) dx

∣∣∣∣∣ =
∆E1 + ∆E2

a0
. (4)

IV. RESULTS

We identify three velocity regimes with different scal-
ing of the average pinning force Fpin(v, T ) (Fig. 4).

xT xTe
Umax/T

vτmax

Fpin

F1vτmax/a0
F2(xj) log

vτmax

xT

Fc − F3

(
log xT

vτ0

)2/3

T = 0
Fc

I II III

FIG. 4: Scaling regimes of the pinning force for velicities var-
ied over an exponentially large scale. The thermal scale is
xT ∼ ξ(T/Umax) (I and II) but becomes xT ∼ ξ(T/Umax)2/3

in (III). The constants F0, F3 and the slowly-varying function
F2(xj) can be derived from the microscopic theory. The max-

imal waiting time is denoted by τmax = τ0e
Umax/T . The pin-

ning force for T = 0 is independent of the velocity.

The results mentioned above describe only interactions
of one vortex. The macroscopic pinning force experienced
by the whole lattice is reduced by a factor t⊥/a0 denoting
the fraction of vortices experiencing a particular defect.
The trapping distance t⊥ is enhanced compared to T = 0
(t⊥ corresponds to the left jump in occupation on Fig. 3).
This may lead to an overall enhancement of the pinning
force beyond the T = 0 value and may result in the
crossing of the linear force-velocity characteristic (Fig. 2).

The strong pinning can be quantified using the Labusch
parameter κ = max f ′p/C̄. However, the analysis for the

common model of pinning potential ep(r) = e0/(r
2 +

ξ2) shows that the pinning force enhancement can be
realised only at experimentally inaccessible values of κ ≈
150. We are currently developing an analytic approach to
understand properties of the maximal pinning force. Our
aim is also to design pinning potentials able to maximise
this effect and realize it for more realistic values of κ.
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Magnetic resonance force microscopy (MRFM) is a scanning probe microscopy based technique
to mechanically detect forces between a nanomagnet and the magnetic moments in a nanometer-
scale sample. Using ultrasensitive micromechanically fabricated silicon cantilevers 3D-imaging of
nanoscale objects with a spatial resolution better than 10 nm can be achieved.1

I. INTRODUCTION

Related to the nuclear magnetic resonance (NMR)
spectroscopy MRFM measured the spatial distribution
of nuclear magnetic moments in a sample. Placing the
sample in a strong magnetic field produces a Zeeman
splitting between the nuclear spin states. Applying rf-
radiation at the Larmor frequency of the spins induces
transitions between the spin states. By flipping the spins
in the sample the sign of the magnetic force between the
sample and the nanomagnet close to it is changed re-
sulting in a bending of the mechanical force sensor. In-
ducing these spin flips periodically with the cantilever’s
resonance frequency leads to a resonant excitation of the
cantilever. The oscillation amplitude is proportional to
the number of excited spins.2

Due to the magnetic field gradient produced by the
sharp nanomagnet the magnetic resonance condition is
only met within a thin hemispherical slice around the
magnet for a given rf-frequency. The spatial resolution is
determined by the width of this slice respectively by the
magnetic field gradient. By scanning the magnet with
respect to the sample the spatial distribution of nuclear
spins in the sample can be reconstructed.

II. EXPERIMENTAL SETUP

In our setup the sample is fixed at the end of a me-
chanical force detector which is placed close to a nano-
magnet in an external field. Single influenza viruses are
attached on a nanorod produced by focused ion beam
milling (FIB). This nanorod is glued on a micromechan-
ically fabricated soft cantilever (k ≈ 1 × 10−4 N/m,
f0 ≈ 3 kHz). The nanomagnet made of dysprosium is de-
posited on a stripline which is used to apply rf-pulses to
the sample. A fiber-optic interferometer is used to mea-
sure the cantilever deflection directly. The whole setup
is placed in a cryostate at 4 K an in high vacuum below
10−6 mbar to reduce drift, thermal noise, and damping
of the cantilever. Quality factors of 40 000 and more can
be achieved.

III. RESULTS

Interactions between the cantilever and a substrate can
lead to a significant change in the cantilever’s resonance

FIG. 1: Touchmap of the end of a nanorod with influenza
viruses attached (white bumps). The noisy gray areas are
artifacts due to frequency instabilities.

frequency. By using a feedback loop to excite the can-
tilever always at its resonance frequency tthe frequency
shift can be tracked. This can be used to perform differ-
ent imaging modes to precharacterize the sample an to
align the sample and the nanomagnet.

A. Touch maps

In this mode the frequency shift is recorded as a func-
tion of the z-piezo displacement, comparable to force-
distance curves in atomic force spectroscopy. The sur-
face is defined as the position where the frequency shift
exceeds a certain threshold. Performing this measure-
ment for every pixel of an images gives the topography
of a sample. Figure 1 shows a so-called touch map of
the nanorod at the end of the cantilever performed on a
sharp silicon tip on the substrate. To resolve a structure
with this method the radius of curvature of the used tip
must be smaller than the structure itself.
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FIG. 2: Frequency map of the stripline with six nanomagnets
on it. There is a clear contrast between the substrate (dark
gray) and the stripline (light gray). The two magnets on
the narrow part are larger than the other ones and therefore
induce a higher frequency shift.

B. Frequency maps

The frequency shift can also be recorded as a function
of the scanning position at a constant z-piezo displace-

ment. This imaging mode is much faster than the touch
map and provides contrast for different heights and ma-
terials. Due to this the interpretation of these images is
not as straight forward as for the touch maps but for the
alignment of the stripline it can be sufficient. As usual
in constant height scanning modes the cantilever tip can
be damaged on rough surfaces.

Figure 2 shows a frequency map of the stripline with
six magnets on it. There is a clear contrast between the
substrate and the stripline made of gold. Close to the
nanomagnets the frequency shifts can be very high.

IV. OUTLOOK

In the next step 3D-images of an influenza virus will
be recorded. Since imaging with a high resolution is a
time-consuming task recently developed techniques like
phase multiplexing can be used to reduce data acquisition
times.3

To demonstrate a chemical contrast a 13C labeled in-
fluenza virus could be imaged. With the help of phase
multiplexing both signals can be acquired at the same
time.
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Towards single nuclear spin detection using magnetic resonance force microscopy
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We aim to detect a single nuclear spin using magnetic resonance force microscopy (MRFM).
MRFM merges nuclear magnetic resonance (NRM) detection with scanning probe microscopy (SPM)
enabling to reach much better spatial resolution than conventional NMR. We present the key pa-
rameters of the sensitivity of such setup and how we plan to improve them in order to get a sufficient
signal-to-noise ratio to detect a single nuclear spin.

I. INTRODUCTION

Magnetic resonance force microscopy (MRFM) is a
technique combining chemical sensitivity of nuclear mag-
netic resonance (NMR) and the high spatial resolution
of scanning probe resolution. Similarly to conventional
NMR imaging, the spins of the sample of interest are in-
versed back and forth and the fluctuating magnetization
is measured. Instead of using a pick-up coil, the sample
is placed on the tip of a cantilever. If the sample lies in
a magnetic field gradient, a net force is excerted on the
cantilever, causing it to be bent. Inverting the spins of
the sample will inverse the force. Therefore, if the rate
corresponds to the resonance frequency of the cantilever,
it will drive it efficiently. Similarly to an atomic force
microscope (AFM), the cantilever displacement is mea-
sured by a laser interferometer. A schematics of a typical
MRFM setup is shown in figure 1 a). This approach to
magnetic resonance has enabled to detect a single elec-
tron spin1 and to get magnetic resonance imaging reso-
lution down to below ten nanometers2. The aim of this
project is to improve the state-of-the-art components of
the MRFM to detect a single nuclear spin. This corre-
spond to an improvement of the sensitivity roughly by a
factor 100.

II. SENSITIVITY OF THE MRFM SETUP

In the present case (statistical- and not thermal polar-
ization of the spins), the single-spin signal-to-noise ratio
(SNR) writes

SNR =
(µG)2

SF

√
t · τm , (1)

where µ is the magnetic moment of the nucleus, G is
the magnetic field gradient, SF is the spectral density
of the force noise, τm is the spin lifetime of the sample
(intrinsic) and t is the total experimental averaging time.
It is directly seen from this equation that a sample with
τm reasonably long must be chosen. Furthermore, the
force noise spectral density writes

SF =
4kBT

Q

√
k ·m , (2)

where Q is the mechanical quality factor of the can-
tilever, k its spring constant and m its effective mass.

The quality factor is a measure of how well can the
cantilever store energy: it is proportional to the ratio of
the energy stored to the energy lost during one cycle.

III. PROPOSED IMPROVEMENTS FOR THE
SENSITIVITY

TABLE I: Comparison of the parameters defining the SNR
between state-of-the-art and aimed ones in this project. (The
expected SNR is given for a measurement with 8 hours of
averaging and for τm = 0.1 s.)

State-of-the-art This project

Q 10′000 130′000

k 90 µN/m 0.7 µN/m

m 60 pg 3.7 pg

T 4 K 0.3 K

expected SF 7 aN/
√

Hz 0.08 aN/
√

Hz

G 4.6 MT/m 28 MT/m

expected SNR 0.06 1′200

From these considerations, the sensitivity of the
MRFM setup can be improved if

• the temperature T is decreased,

• the magnetic field gradient G is increased,

• the mechanical properties of the cantilever are im-
proved such that the quality factor Q is increased
and the spring constant k and the effective mass m
are reduced.

• Furthermore, a strong non-contact friction appears
due the large end radius of conventional cantilevers
(∼ 1 µm) which reduces as well the force sensitivity.

Decreasing the temperature will be done using a dilution
fridge. For the magnetic field gradient improvement,
write head of a commercial hard drive will be used.
Besides the high gradient of 28 MT/m reported3, it
has the great advantages over nanomagnets of having
a really flat surface (< 1 nm smoothness) and can be
rapidely switched on and off. A stripline will then
need to be fabricated via lithography on the write head
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surface in order to have a radio-frequency antenna used
to manipulate the sample’s spins. A schematics of a
write pole integrated into an MRFM setup is pictured
in figure 1 b).
In order to improve the Q factor, chemical surface pas-

FIG. 1: a) Scheme of a conventional MRFM setup. A nano-
magnet used to produce a magnetic field gradient is placed on
top of a radio-frequency stripline that enables to manipulate
the spins of the sample. The sample is placed at the end of
a cantilever whose motion is detected by a laser interferom-
eter. b) Scheme of an MRFM setup where the nanomagnet
has been replaced by a hard drive write head. The stripline is
not seen here but is lithographed on top of the write head. c)
SEM pictures of the diamond nanowire tips that will be used
in this project5.

sivation is used to remove the native surface oxide. Then
the surface is protected against rapid oxide formation in
air via various chemical terminations, such as oxygen-
or fluorine termination4. Furthermore, to reduce effects
of the non-contact friction on the quality factor, single-
crystal diamond nanowire tips are used. They have a
10 nm end radius and experience no friction down to
10 nm distance between the tip and the surface5. SEM
images of diamond nanowire tips are shown in figure 1 c).

Finally, in the effort to reduce the spring constant k
and the effective mass m of the cantilever, we are cur-
rently testing nanoladder cantilevers made out of dia-
mond. While k and m should be reduced, the longitu-
dinal stiffness should be maintained, so that snap-in-to-
contact is prevented when the cantilever is approached
very close to the surface. Table I summaries the state-of-
the-art key parameters and compares them to the ones
aimed in this project.

IV. OUTLOOK

If a single nuclear spin can be detected with the MRFM
setup, this would enable to image and to locate spatially
individual atoms in molecules. Besides that, if the SNR
is sufficiently big, the nuclear spin state could be readout.
This would be really interesting for quantum readout ex-
periments as their lifetime at cryogenic temperatures can
be really long.
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Quantum computing with enlarged Hilbert spaces
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While most experimental implementations of quantum gates operate on qubits, using higher-
dimensional states, such as qutrits, can be both advantageous and experimentally feasable. We
show how a single 40Ca+ ion in a Paul trap can be used as an 3–level system that can be easily ma-
nipulated and read-out. Such a qutrit is used to violate the KCBS inequality, proving contextuality
of hidden-variable theories of quantum mechanics. In a two-qutrit system it is possible to generate
entanglement, as well as engineer various different spin-spin couplings.

I. INTRODUCTION

One of the most promising platforms for constructing
a universal quantum computer is by using trapped ions.
In such a system, singly-ionised atoms are held in an
electromagnetic trap inside a vacuum chamber, and are
thereby very well decoupled from the environment. Res-
onant laser pulses allow us to cool the ions down to the
quantum ground state, which offers a starting point for
quantum state manipulation and control.

Inside a trapped ion computer, information is stored
as a superposition of different electronic energy levels.
We then require that these orbitals do not have a fast
decay channel, so that many coherent operations can be
performed. Typically, two energy levels are selected, al-
lowing to store quantum information as qubits. However,
the dimension of available Hilbert space is not limited to
2. We will see how a single trapped 40Ca+ ion allows
us to store quantum information in a higher-dimensional
structure, such as a qutrit (3-level system). Laser pulses
allow us to achieve full control over this Hilbert space via
single- and two-ion gates.

There is a range of interesting phenomena this allows
us to study. For example, using higher-dimensional sys-
tems together with qubits allows to reduce the number
of steps necessary to create Toffoli gates1. Another in-
teresting application is the simulation of spin lattice sys-
tems, where increased size of Hilbert space means we
can study more complex interactions2. Finally, systems
with 3 or more levels are useful for foundational quantum
mechanics, such as disproving non-contextual hidden-
variable (HV) theories by violating the Klyachko-Can-
Binicioglu-Shumovsky (KCBS) inequality3. We have re-
cently demonstrated such a violation.

II. EXPERIMENTAL SETUP

Our experiments are conducted inside a 4 K cryostat
on 40Ca+ ions trapped in a harmonic potential 50 um
above the surface of a chip trap. The electronic structure
of 40Ca+ is shown in Figure 1. Couplings necessary for
state preparation are provided by laser light at 397 nm
(state read-out and laser cooling), 866 nm (repumping)
and 854 nm (reset). State manipulation is performed by
applying 729 nm radiation resonant with desired transi-

FIG. 1: Energy level scheme of 40Ca+. Shown in detail are
the Zeeman sub-levels that can be used for implementing a
qutrit.

tions within Zeeman sub-levels of S1/2 and D5/2 mani-
folds. Laser frequencies can be fine-tuned within a range
of approximately 30 MHz by using Acousto-Optic Mod-
ulators (AOMs). Sequences of pulses are applied by
switching the AOMs on or off with direct digital syn-
thesisters (DDS’s), which are controlled via a FPGA.

In order to implement quantum information with high-
dimensional systems, several features are required. First
of all, we need to have access to several long-lived quan-
tum states. These are provided by the sub-levels of
the D5/2 manifold, which can only decay via a dipole-
forbidden transition to the S1/2 ground state. With an
external B-field of 4 G, the transitions are spaced far
enough for levels to be addressed spectrally, but close
enough to all be accessible by tuning the frequency of a
single laser beam with AOMs.

Finally, we need the ability to measure the system pre-
cisely. We can detect population in S1/2 by applying
the read-out beam at 397 nm and observing fluorescence.
Since this beam does not couple to the D5/2 state, our
measurements preserve the populations and coherence
within the D5/2 manifold. By performing multiple de-
tection events separated by a coherent inversion between
the relevant S1/2 and D5/2 states, we can therefore per-
form a high-fidelity read-out of the complete state of the
system.
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FIG. 2: Left: Qutrit system implemented in 40Ca+. State |0〉 is a Zeeman sub-level of S1/2 manifold. States |±〉 are Zeeman
sub-levels of D5/2 manifold. Right: Mølmer-Sørensen-type interaction for a qutrit.

III. QUANTUM LOGIC

Consider a qutrit as shown in figure 2. A complete set
of single-ion logic can be achieved by applying in sequence
multiple pulses at frequencies ω+ and ω−. Furthermore,
by applying pulses at both frequencies simultaneously,
we can perform a gate that couples |+〉 and |−〉.

In order to create conditions for performing univer-
sal computation as well as quantum simulations we need
to have means of generating entanglement between two
ions. We think this should be possible by employing
Mølmer-Sørensen-type schemes, where multiple pulses
near-resonant with motional sidebands create entangling
couplings. For example, by simultaneously applying four
pulses at frequencies ω+ ± (ωm + δ), ω− ± (ωm + δ), we
can generate an effective Hamiltonian Heff ∼ Sx ⊗ Sx,
where Sx = 1

2 (S+ + S−) is the sum of spin raising and
lowering operators for a spin-1 system. By exploring sim-
ilar means, we can generate Sx⊗Sz couplings, as well as
generate maximally entangled states. We believe that
these methods will allow for creating high-quality en-
tanglement of qutrits despite anomalously large heating
rates observed for our single trapped ions. This can be for
example achieved by choosing ωm to be the frequency of
normal mode that is only sensitive to differential electric
field noise on both ions (fields affecting ion strings are to
first order homogenous, so this greatly reduces noise).

IV. CONTEXTUALITY TESTS

Somewhat surprisingly, higher-dimensional quantum
states are relevant for answering questions in founda-
tional quantum mechanics. We say that quantum theory
is contextual if a measurement outcome depends on what
other compatible measurements it is conducted together

with. The Kochen-Specker (KS) theorem states that if
the dimension of Hilbert space is 3 or bigger, any HV
theory explaining the measurements must be contextual.
Thus, by using a single qutrit, one can place contraints
on HV theories without referring to non-locality or en-
tanglement. Just as it is the case of Bell inequalities,
contextuality tests can be conducted by measuring the
values of correlators of subsequent measurements.

Our setup provides a clean platform for studying this
problem. For measurements following the ones described
in literature3, we obtain a correlator value of 〈χ〉 =
−3.92(6). This violates the KCBS inequality 〈χ〉 ≥ −3
and is also very close to the quantum mechanical bound
of −3.944. We hope that reaching a value even closer
to the quantum-mechanical limit may provide useful in-
sights into theoretical understanding of quantum foun-
dations. Furthermore, we are looking into the possibility
of performing contextuality measurements on a pair of
entangled qutrits.

V. CONCLUSIONS

40Ca+ ions trapped in a harmonic well form a good sys-
tem for quantum manipulations not only for qubits, but
for higher-dimensional states as well. By driving tran-
sitions between an S1/2 state and different sub-levels of
D5/2 manifold, we can perform single-ion rotations and
state readout of qutrits. One application of single-qutrit
operations is to prove contextuality of HV theories, and
correlation measurements on such systems can be inter-
esting from the point of view of foundational quantum
physics. Two-ion interactions are achieved by simultane-
ously shining multiple frequencies of light, and these can
be used to obtain different effective Hamiltonians, and in
turn generate entanglement.

1 B. P. Lanyon et al., Simplifying quantum logic using higher-
dimensional hilbert spaces, Nature Physics 5, 134 (2009).

2 C. Senko et al., Realization of a quantum integer-spin chain
with controllable interactions, Phys. Rev. X. 5, 021026

(2015).
3 M. Jerger et al., Contextuality without nonlocality in a su-
perconducting quantum system (2016), (arXiv:1602.00440
[quant-ph]).



Single photon on-chip microwave switch
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An on-chip switch, capable of routing classical as well as quantum microwave signals from one
input to any of two inputs within less than 10 ns is reported. Our sample is designed to be fully
compatible with standard superconducting technology, and is based on interference to perform with
close to no loss. We characterize its operation at the single photon level on superpositions of Fock
states |0〉 and |1〉.

I. INTRODUCTION

Superconducting circuit quantum electrodynamics is a
promising technology towards the realization of a quan-
tum computer1. While the number of qubits placed on
a chip scales with improving nanofabrication technology,
the number of output lines is often limited by the dilu-
tion fridge characteristics. The ability to route at will
microwave photons, without suffering from slow switch-
ing speeds, high dissipations and/or requiring a change
in fabrication technology to be integrated with supercon-
ducting circuits, could solve that scaling problem and has
been demonstrated previously2,3. However these designs
only route the signal to a single output or reflect it to-
wards the input, and have been tested only with coherent
classical signals. Here we present a switch design based
on superconducting circuits that has the ability to send
a highly quantum state to any of two outputs.

II. WORKING PRINCIPLE OF THE SWITCH

Our switch, shown in Fig. 1, is based on two π/2 hy-
brid couplers connected by two tunable coplanar waveg-
uide resonators. The signal at position “in” will be split
equally between positions “a” and “b”, but with a 90 de-
grees phase difference imprinted in the amplitude. De-
pending on the state of the resonators (resonant or off-
resonant with the frequency of the signal, chosen by the
external magnetic flux through the SQUID loops at the
center of the resonators), the microwave components at
positions “a” and “b” will be either transmitted to “c”
and “d” or reflected. Due to interferences at the hy-
brid couplers, the signal will then be either fully recom-
posed at port 2 (in the off-resonant case) or port 3 (in the
resonant case). Using the flux lines to bias the SQUID
loops, microwave signals can be routed on our chip in
less than 10 ns switching time with almost no dissipation
(manuscript in preparation).

In order to demonstrate the operation of the switch
with purely quantum input states, we placed a transmon
qubit at the input, acting as a single photon source. We
can excite it with a coherent drive from its weak coupling
with port 1, while it decays rapidly with a typical time
constant of 90 ns to the waveguide labeled “in”.

The sample is a 7x4 mm substrate of sapphire coated
on top with a niobium film, patterned using photolithog-

FIG. 1: False color micrograph of the sample, of size 7x4 mm,
with the in-/out-puts lines shown in red, the transmon-based
single photon source in blue, the hybrids in green, the res-
onators interrupted by SQUID loops in purple, and the flux
lines in brown (color online).

raphy to define the coplanar waveguides and capaci-
tances. Josephson junctions for the SQUID loops and the
photon source are written using electron-beam lithogra-
phy and shadow evaporation of aluminium.
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FIG. 2: Chosen moments of the output field at port 3 as a
function of the preparation rotation angle. Red points show
data with statistical error bars, blue curves indicate theoret-
ically expected values (color online).

III. QUANTUMNESS OF THE SWITCHED
SIGNAL

By varying the strength of a short (10 ns) coherent
pulse sent to input 1, we prepare the microwave field

emitted by the qubit as a superposition of Fock states
|0〉 and |1〉, that we define uniquely by its rotation angle
θ:

|ψ〉 = cos(θ/2) |0〉+ sin(θ/2) |1〉 . (1)

Moments of the photon mode a are deduced by ana-
lyzing single-shot voltage measurements with and with-
out the presence of the signal4. For our input state,
we expect the moments 〈a〉 = sin(θ/2) cos(θ/2) and〈
a†a

〉
= sin2(θ/2). Our results, plotted against theo-

retical curves in Fig. 2(a,b), show reasonable agreement
with our expectations. The slightly lower values of |a|
obtained are consistent with our estimates of dephasing
of the single photon source due to flux noise. We don’t
have an explanation for the lower than expected last two
values of Fig. 2(b) at this time.

Of particular interest is the fact that all (normally or-
dered) moments containing more than one a operator will
vanish. As a check we look at the (zero-time) second or-

der coherence function g(2) =
〈
a†a†aa

〉
/
〈
a†a

〉2
, which

goes to zero for all of our input states, while any classi-
cal state would have a value of at least 1. We plot the
numerator of g(2) in Fig. 2(c) and verify that it is indeed
very close to zero. The slight deviation towards negative
values (we obtain g(2) = −0.03 ± 0.01 for the state |1〉)
can be explained by a thermal population of the qubit ex-
cited state of the order of 0.01, roughly consistent with
our fridge temperature (40 mK) and operating frequency
(7.1 GHz). This leads to a slight overestimate of the noise
in the measurement without the signal.

IV. CONCLUSION

We demonstrated operation at the single photon level
of an on-chip microwave switch, capable of sub 10 ns
switching times, that can be readily integrated with cur-
rent superconducting nanofabrication technology. Con-
trary to previously reported devices, we can route signals
from one output to any two outputs, thus distinguishing
easily an intentionally diverted signal from spurious re-
flections in the sample. We expect our device to prove
very useful for applications such as scaling the number
of elements in circuit quantum electrodynamics chips.

1 M. Devoret and R. J. Schoelkopf, Superconducting circuits
for quantum information: An outlook, Science 339, 1169
(2013).

2 B. J. Chapman, B. A. Moores, E. I. Rosenthal, J. Kerckhoff,
and K. W. Lehnert, General purpose multiplexing device
for cryogenic microwave systems, arXiv:1603.02716 (2016),
URL http://arxiv.org/abs/1603.02716.

3 O. Naaman, M. O. Abutaleb, C. Kirby, and M. Ren-
nie, On-chip josephson junction microwave switch,

Applied Physics Letters 108, 112601 (2016), URL
http://scitation.aip.org/content/aip/journal/apl/

108/11/10.1063/1.4943602.
4 C. Eichler, D. Bozyigit, and A. Wallraff, Characterizing
quantum microwave radiation and its entanglement with su-
perconducting qubits using linear detectors, Phys. Rev. A
86, 032106 (2012), URL http://pra.aps.org/abstract/
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Work is one of the most fundamental quantities in thermodynamics. While classically there is
consensus on the definition of work, it remains an open question how to define and especially how to
measure work in the quantum case. Ideally one would like to construct a measurement scheme that
can provide the fluctuations of work of any process, including those that involve quantum coherence.
Seeing that the standard approach, the so-called two projective measurement, fails, motivates us to
consider new measurement schemes, for which we impose two minimal requirements: Firstly, the
average over the emerging probability distribution should satisfy the first law of thermodynamics
and, secondly, in absence of quantum coherence classical statistics shall be recovered. The incom-
patibilty of these two requirements is proven, but also some possibilities for improvement by making
use of global measurements on many copies were found.

I. INTRODUCTION

In phenomenological thermodynamics we describe the
behaviour of macroscopic systems in equilibrium and
thus have one definite value for each quantity. In sta-
tistical mechanics we consider fluctuations and therefore
look at the different microstates compatible with some
macroscopic variables. While in the microcanonical en-
semble we assume that each microstate of a system has
the same probability to occur, in the canonical ensemble
the system is in thermal equilibrium with a heat bath
and thus has a fixed temperature T . Here, the internal
energy is given by the Gibbs-Boltzmann distribution, i.e.
the probability to be in a microstate with energy Ek is
given by pk = e−βEk/Z with β = 1/kBT , where kB is the
Boltzmann constant and Z =

∑
k e
−βEk is the partition

function. This induces the fluctuations we consider in
statistical thermodynamics.
According to the law of large numbers, the mean value
of a quantity converges to its expectation value for large
systems. Since thermodynamics deals with systems con-
taining a large number of particles, statistical thermo-
dynamics yields in the thermodynamic limit the same
results as what we would expect from phenomenological
thermodynamics. In fact, in statistical thermodynamics
we can formulate the laws of thermodynamics to hold for
the average values of the probability distributions. If we
look at finite size systems the laws of thermodynamics
must not always hold, but only if we consider average
quantities.
As the name suggests, quantum thermodynamics deals
with small quantum systems, sometimes even with single
quantum systems. Here, we try to apply our knowledge
about the behaviour of large thermodynamic systems to
small quantum systems by allocating a probability dis-
tribution according to the distribution we would get in
statistical thermodynamics. Of course, for such small
systems the fluctuations are very relevant.
In quantum physics, fluctuations have two different ori-
gins. Classical fluctuations are induced by our lack of

control, or ignorance, on the state of the system. For ex-
ample, the noise induced by a thermal environment cre-
ates uncertainty on the state of the system, which then
can be described by a Gibbs-Boltzmann probability dis-
tribution. On the other hand, quantum fluctuations, in-
duced by quantum coherence, are present even if one has
perfect knowledge on the state of the system. Focusing
our attention on energy fluctuations, states with classi-
cal uncertainty are diagonal in the basis of the Hamil-
tonian, ρ =

∑
i pi|i〉〈i|, and we therefore refer to them

as classical states. In the general case with off-diagonal
elements, the so-called quantum coherence, we will talk
about quantum states. While it is known how to measure
the classical fluctuations of work, measuring the fluctu-
ations when dealing with quantum coherence is still an
open question. Our main goal was to find a measurement
scheme for these quantum fluctuations.

II. THEORY

From classical thermodynamics1 we know that the
work performed on the system is defined as the energy
added to the system via a reversible process. In general
processes, the change of internal energy dU equals the
sum of the infinitesimal work δW and the non-reversible
part δQ, called the added heat, leading to the first law
of thermodynamics: dU = δQ + δW . In the case of a
thermally isolated system, i.e. a system where δQ = 0,
the work performed on the system equals the change of
internal energy, δW = dU . Thus the work performed on
the system only depends on the initial and final state,
such that it can be easily determined by measuring the
internal energy of the initial state and subtract if from
the internal energy of the final state.
As mentioned before, if we approach these laws from the
statistical mechanics’ point of view and consider fluctu-
ations, these laws need to hold for the average values, in
this case 〈W 〉 = 〈∆U〉.
Looking at the quantum case, it is not that clear anymore
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how to define and especially measure work. When mea-
suring the energy of the state ρ, it collapses into one of
its eigenstates |i〉〈i| with probability pi. Thus, the post-
measurement state can be written as ρ′ =

∑
i pi|i〉〈i|.

If there is only classical uncertainty, i.e. if our initial
state ρ is diagonal, the probability distribution of the
post-measurement state equals the initial state before
the measurement and we get the correct statistics. If
we have quantum coherence though, any measurement
destroys it, as the post-measurement state is still diag-
onal in the basis of the Hamiltonian and thus can not
account for the quantum uncertainty we had before. The
evolution of the state after the measurement would then
lead to different results than without measuring before.
This prevents us from applying a measurement scheme
analogous to the classical case.
Given a density matrix ρ and a Hamiltonian H we can
calculate the internal energy by U = tr(ρH), which corre-
sponds to the average internal energy 〈U〉 in the classical
case. This means that instead of the single trajectories
of the change of internal energy, only the average change
of internal energy is operationally well defined. Thus,
the probability distribution describing the fluctuations
of work is not well defined, but only its average value is.
Our goal is to find a feasible probability distribution that
describes the work performed on a system while undergo-
ing a thermally isolated process, that gives the classical
results for classical states and that satisfies the first law
of thermodynamics.
One widely known approach is to define work via the
so-called two projective measurement (TPM) scheme2.
Here, analogously to the classical case, our state is mea-
sured twice, once in the beginning and once in the end.
Starting in any initial quantum state ρi, we begin with a
measurement that makes our state collapse into one of its
eigenstates ρ′i with energy εk. We then apply the unitary
U and afterwards measure our final state ρ′f with energy

ε′l giving us the work values w = ε′l−εk. The probability
distribution we get using this TPM scheme is then given
by:

p(w) =
∑

k,l

δ(w − (ε′l − εk))ρkk|ulk|2, (1)

where ρkk := 〈k|ρ|k〉 is the probability to collapse dur-
ing the first measurement into the eigenstate with energy
εk and ulk = 〈l′|U |k〉 is the probability to go from the
eigenstate with energy εk to another eigenstate with en-
ergy ε′l.
However, the unitary evolution will be applied to the
already collapsed state ρ′i, which is in general differ-

ent to our initial state ρi and thus, for general states:
ρ′f = Uρ′iU

† 6= ρf = UρiU
†. This indicates that the av-

erage work might not comply with the change of internal
energy we would expect according to the application of
a unitary U . Indeed, when calculating the average work

〈W 〉TPM =
∑

w

wp(w) (2)
w

FIG. 1: Difference between the average work according to
the first law and the average work we would get according
to our POVMs constructed for one, two and three copies,
respectively, for an initial state with maximal coherence that
is undergoing a unitary evolution U(α).

using (1), the TPM scheme does in general not recover
the average work value given by the first law of thermo-
dynamics.

III. RESULTS

In our corresponding article3 we have shown that it is
impossible to find a measurement scheme for the quan-
tum fluctuations of work that agrees with the first law
of thermodynamics and gives us the classical results in
the case of a state that has no quantum coherence. How-
ever, if we consider global measurements on N copies, we
were able to construct measurement schemes for a small
number N that lead to an average work that is closer to
the change of internal energy, while the TPM constraints
were fully satisfied. Unfortunately, we did not find a con-
struction for arbitrary N yet. We believe that for many
qubits with N → ∞ we would get the perfect improve-
ment, i.e. our requirements would become compatible,
but we were not able to prove that conjecture yet.

1 R. Renner, Lecture notes Theorie der Wärme FS
2013. URL https://www1.ethz.ch/demoitp/education/

fs13/tdw/tdw2013
2 P. Talkner, E. Lutz, P. Hänggi, Phys. Rev. E 75, 050102(R)

(2007)
3 M. Perarnau-Llobet, E. Bäumer, K. Hovhannisyan, M. Hu-

ber, A. Aćın Quantum Fluctuations of Work and Gener-
alised Quantum Measurements (in preparation)
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We investigate the one dimensional (1D) physics of Cleaved Edge Overgrowth (CEO) quantum
wires (QWR) using AlGaAs/GaAs Molecular Beam Epitaxy (MBE). Those very pure and atomically
precise quantum systems are expected to reveal new physics of 1D Luttinger Liquids. Especially we
are interested in the creation of separately gatable coupled QWRs and experiments inducing topo-
logical superconductivity in a wire due to the proximity effect and the influence of a magnetic field.
The first step towards this goal is the fabrication of AlGaAs/GaAs-quantum wires, grown epitaxially
with molecular beam expitaxy (MBE), using the cleaved edge overgrowth (CEO) technique.

I. INTRODUCTION

First experiments using the cleaved edge overgrowth
(CEO) technique date back to 1990, when L. Pfeiffer and
co-workers successfully fabricated a two-dimensional elec-
tron gas (2DEG) by overgrowing a in-situ cleaved edge
(110) of a GaAs wafer (100) with molecular beam epi-
taxy (MBE)1. This was the foundation of ballistic 1D
quantum wires created by MBE. In the following decade
several studies investigated the magneto-transport of
electron2,3 and hole4 systems in 1D QWR created by
CEO.
In contrast to 2D or 3D systems, where electron-electron
interaction can be neglected (Fermi-liquid model), in
a 1D system this interaction is dominant (Luttinger
liquid5). CEO QWR are the ideal host to study strong
electron-electron interaction due to the long transport
mean free path resulting from the high sample purity
and the atomically precise epitaxy.
Even though the CEO technique was invented over twen-
ty years ago, only few groups managed to successfully
create such wires. This is due to various technical diffi-
culties, which will be discussed in the next section.

II. EXPERIMENTAL REALISATION

The concept of a quantum wire fabrication using the
CEO technique is shown in Fig. 1. We start with a Al-
GaAs/GaAs heterostruture growth along the (001) direc-
tion (Fig. 1 a). Then we define top gate structures on top
of our sample by standard optical lithography and metal
deposition (Fig. 1 b), before we reintroduce the sample
into the MBE chamber. The sample is cleaved along the
(110) direction (Fig. 1 c) in the ultra high vacuum en-
vironment of the MBE chamber, followed by a second
MBE growth along the cleaved (110) plane (Fig. 1 d).
Thus we can grow heterostructures along two crystal di-
rections without contaminating the interface in between.
The quantum wire forms at the interface between the
heterostructures by careful gate depletion (Fig. 1 e). At
a certain voltage (VD), the 2DEG is depleted, but due
to the additional doping in the (110) growth direction,
electrons will remain on the interface, i.e., a quantum
wire, tunable in it‘s 1D modes by further careful gate

voltage depletion, is formed. The length of the quantum
wire is given by the width of the top gate. The 2DEG
is contacted on each side of the gate, which allows for
four-terminal transport measurements.
As mentioned in section I, processing a wire by CEO is
technologically challenging. Since a atomically flat sur-
face is needed, the cleaving has to take place within the
MBE right before the growth, in order to avoid oxidation
and contamination. To get a good cleave, a well adjusted
cleaving apparatus is needed within the MBE-chamber.
To improve the cleave the waver has to be thinned from
the backside6 to about 100 µm. The smoothness of the
(110) surface after the cleave is crucial.
Since GaAs cleaves best on (110) lattice planes, the sec-
ond growth is in (110) direction. The high quality growth
of AlGaAs/GaAs heterostructures along the (001) direc-
tion is much better studied. Due to the non-polar nature
of the (110) surface, As4 does not stick to it very well and
the growth is more challenging6. For the (110) growth
an arsenic overpressure is used.
To avoid contamination of the MBE chamber while per-
forming the second growth, the sample has to be cleaned
to be free of any material that may desorb in vacuum
or when the sample is heated. This limits the variety of
materials one can use as top gate.

III. EXPERIMENTAL APPLICATIONS

Our first goal is to build such a wire in an high mobility
AlGaAs/GaAs system. Once this is achieved the devel-
opment of separately gateable AlGaAs/GaAs quantum
wires will be of interest. Within the first MBE growth il-
lustrated in Fig 1, a second AlGaAs/GaAs/AlGaAs stack
will be grown. This will create a second wire which will
be gated using structured back gates created by oxygen
ion implantation. In our group the compatibility of such
gates with high mobility samples was shown7. The upper
wire will be gated with a top gate. With this setup the
coupling between the wires can be studied and Coulomb
drag can be seen.
For stronger spin-orbit interactions, InAs wires would be
of interest in the future.
Another project planned after the realisation of a single
wire is the creation of a topological superconducting s-
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FIG. 1: a): (001) MBE Growth of a 2DEG b): ex-situ fabrication of the top gates c): in-situ cleave d): (110) MBE Growth
e): schematic showing the 2DEG and the electron accumulation at the interface f) Top view.

tate. The basic setup needed is a 1D wire with spin-orbit
coupling, a s-wave superconductor and an magnetic field
to break time-reversal symmetry8. The idea is to de-
posit a superconductor onto the cleaved edge. Due to
the proximity of the superconductor and the influence
of a magnetic field a topological superconducting state
should be induced in the wire9,10. Near the ends of the
wire at the interface between the topological supercon-
ducting state and the trivial state, Majorana Fermions

are predicted9,10. Majorana Fermions are of great inter-
est regarding the topic of qubits in quantum computing.
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Towards bang-bang generation of squeezed states of a trapped-ion oscillator

Chi Zhang,1 Joseba Alonso,1 Florian Leupold,1 Maciej Malinowski,1 and Jonathan Home1

1Institute of Quantum Electronics, ETH, CH-8093, Zürich, Switzerland

We present an experiment to generate squeezed states by bang-bang control of a single ion’s
motion. The enabling technology is based on cryogenic digital switches placed in vacuum next to
the ion trap. These switches can induce fast changes to the trapping potential in the nanosecond
timescale. Motional state squeezing can be attained by switching between two potential wells of
different curvatures. Overlapping the centers of the two wells is critical in this process, and for that
we have developed a method to calibrate the voltage offsets on the two voltage supply lines. Once
we can create squeezed states, the same technique can be used to amplify the separation between
the two motional wave packets of a Schrödinger-cat state.

I. INTRODUCTION

Fast control of quantum systems is essential to take ad-
vantage of their non-classical properties before they are
lost to the environment. Among various approaches, the
fastest possible is achieved by so-called bang-bang tech-
niques, which make use of instantaneous large changes
of the control fields1. We have implemented bang-bang
control of the trapping electric potentials by means of
cryogenic digital switches. With them we have created
large coherent states with up to 10,000 quanta of en-
ergy2. Our technique also allows for fast transport of
ions, which could be beneficial for quantum information
processing3. At a more fundamental level, we are inter-
ested in the generation of squeezed states via parametric
amplification. We can achieve this by switching between
two potential wells with different curvatures3.

A squeezed state is a Heisenberg-limited state with
suppressed uncertainty in one quadrature and enlarged
uncertainty in the other. Mathematically, squeezed
states can be created by applying the squeezing operator

S(ξ) = e(ξ
∗â2−ξâ†2) to the motional ground state, where

ξ = reiφ is the complex squeezing parameter, with r de-
noting the magnitude and φ the phase of the squeezing.
Squeezed states can be used for quantum-enhanced mea-
surements, allowing for uncertainties below the standard
quantum limit4. Our bang-bang squeezing scheme can
also be used as a parametric Schrödinger-cat amplifier.

II. EXPERIMENT

The setup for this experiment is the same as the one
used for generating large coherent states2. A surface-
electrode Paul trap, as shown in Fig. 1, is used to confine
our 40Ca+ ions. The radio-frequency (RF) field from two
RF electrodes provides radial confinement to the ions,
while the electrostatic DC fields from the middle and
outer segmented electrodes confine the ions axially.

In ion traps, it is common to place strong low-
pass filters as close to the trap as possible, to pre-
vent noise on the DC voltages applied to the electrodes
from disturbing the trapping potential and leading to
heating and decoherence of the ion’s motional states.

However, these strong filters also suppress the high-
frequency components of waveforms applied to the elec-
trodes to manipulate motional states or to transport
ions. To induce fast changes on the oscillator states,
we implemented cryogenic complementary metal-oxide-
semiconductor (CMOS) electronic switches inside our
vacuum system. These allow for switching of the volt-
ages applied to the trap electrodes from several heavily
filtered voltage supply lines in less than 4.0 ns. Therefore,
even though the voltage on each filtered supply line re-
mains unchanged within one experimental sequence, the
trapping potential can be changed much faster than the
ion oscillation frequency. In our current setup, five DC
electrodes are connected to such fast switches, as high-
lighted in Fig. 1.
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FIG. 1: Surface-electrode trap (left), and cryogenic switch-
ing electronics (right). The five DC electrodes connected to
the fast switches are highlighted. Digital control signals de-
termine which static voltage supply line is connected to the
trap electrode. These digital signals are supplied by a pulse
generator, which is synchronized with the experimental se-
quence with a field-programmable gate array (FPGA). The
analog voltages are provided by a low-noise digital-analog-
converter (DAC) and are heavily filtered with low-pass filters.
The static voltage applied to the other non-switchable elec-
trodes are also provided by DAC channels and then filtered.

To generate squeezed states we need to switch between
two potential wells with different frequencies (Fig. 2). We
prepare a single ion close to its motional ground state in
a potential well with an ion oscillation frequency of ω1

by electromagnetically induced transparency (EIT) cool-
ing5. We then suddenly trigger the switches and change
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FIG. 2: Parametric amplification scheme for the generation
of squeezed states. The ion is initially prepared in the ground
state of the first trap with trap frequency ω1. At t = 0 the
trap frequency is suddenly changed to ω2, and the ion is at a
squeezed state of the second well. After the ion has evolved
in the second well for one quarter of its period, we switch the
trap frequency back to ω1, where we end up with a squeezed
state with r = − log λ. This process can be in principle con-
catenated to increase the squeezing magnitude r.

the ion oscillation frequency to ω2 = λω1 at t = 0. After
this change, the ion is in a squeezed state of the sec-
ond well. For λ < 1, this wave packet will coherently
expand until it becomes maximally anti-squeezed after
one quarter of the second well’s period. At this time, we
switch back to the ω1 trapping well. These operations
are equivalent to applying the squeezing operator S(ξ)
with ξ = − log λ to the motional ground state. In prin-
ciple this process can be concatenated to create larger
squeezed states. The ultimate limit in our setup could
be due to two effects. One is the heating rate due to
noise on the electrodes3, which we have measured to be
1 phonon per 2 ms for the ground state. The other is the
drift in ion oscillation frequency due to the slowly-varying
stray electrical fields, which is in the order of 100 Hz in
1 hour for our setup.

For this experiment it is critical that the two trap-
ping wells spatially overlap with each other exactly, since
switching between two non-overlapping wells would dis-
place the squeezed states2. We find that applying the

same nominal voltages onto the vacuum feedthroughs
corresponding to the V1 and V2 lines of the switches
(Fig. 1) leads to different trapping potentials. This could
be due to different contact potentials along the differ-
ent lines. In order to ensure that the centers of both
wells overlap, we need to counter these voltage offsets.
To do that, we trigger one of the five switches individu-
ally, while keeping the remaining four connected to their
corresponding V1 lines. We let the ion evolve for half
a period and then switch back to V1. In this way, any
residual displacement will be most evident. We scan the
voltage V2 and set it to the value which minimizes the
displacement. From these values we determine the offsets
between V1 and V2 lines for each individual electrode. We
can use the same procedure to overlap the ω1 and ω2 wells
for squeezing.

III. OUTLOOK

With the centers of the ω1 and ω2 wells overlapped, we
should be able to generate squeezed states. We will study
the experimental limit of this technique by concatenat-
ing the sequence shown in Fig. 2. In the future we intend
to apply this squeezing scheme to Schrödinger-cat states
prepared with state-dependent forces6, to parametrically
amplify the separation between the two wave packets of
the trapped-ion mechanical oscillator. Besides, the im-
provements in control which will be necessary for this
work will also be required for fast ion transport experi-
ments, which would greatly assist in quantum informa-
tion processing.
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Valleytronics in Strain-Engineered Graphene
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Electron valley, analogous to spin, is a good quantum number in graphene due to the large
momentum difference in k-space. It has been proposed that the valley degree of freedom can be
used for the next generation electronics. Here we aim to address valley by strain engineering in
ballistic suspended graphene since gigantic pseudo-magnetic fields can be created by strain, which
act on the valley-degree of freedom.

I. INTRODUCTION

Graphene is a one-atom-thick allotrope of carbon in
the form of a two-dimensional, hexagonal lattice. Its pe-
culiar band structure gives rise to many extraordinary
electronic properties1. The valleys are the energetically
degenerate but inequivalent local minima of the conduc-
tion band sitting at the corners of the Brillouin zone,
called K and K’. Since the two valleys are far away from
each other in momentum space, intervalley scattering is
strongly suppressed, implying the potential use of the
valley degree of freedom for electronic applications, re-
ferred to as valleytronics, in a way similar to the role of
spin in spintronics.

In order to address valley, ultraclean disorder-free
graphene is a prerequisite. Secondly, one needs a han-
dle to control valley for generating and detecting the val-
ley current. In this work, ballistic suspended graphene
is employed and we aim to control valley by strain engi-
neering.

II. METHOD

Exfoliated natural graphene itself is of high qual-
ity. However, the strong impurity scattering largely
resulting from interactions with the underlying sub-
strate limits the charge carrier mobility substantially.
To circumvent this problem, an effective strategy is
to suspend graphene above the substrate. Together
with in-situ current annealing which cleans the re-
sist residues from fabrication process, ultraclean sus-
pended graphene has been developed, yielding very
high mobilities and ballistic transport over micron dis-
tances. On this platform, various electron-optical effects
have been observed through transport measurements
in ballistic graphene p-n junctions such as Fabry-Perot
interferences2, magneto-conductance oscillations due to
snake states3, electrostatically defined waveguides4 and
gate tuneable beamsplitters5.

The fabrication process of suspended graphene p-n
junctions is schematically shown in Fig. 1a. Figure 1b
is the false colored SEM image of the real device from a
previous work at our group and Figure 1c shows a two-
dimensional colour map of the electrical conductance as
a function of the two gate voltages3. The regular Fabry-
Perot oscillation patterns indicate the coherent ballistic
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FIG. 1: Fabrication process of suspended graphene. a,
Bottom gates realized by standard e-beam lithography on a
Si substrate. Then a 700-nm-thick LOR (lift-off resist) layer
is spin coated and exfoliated graphene is transferred on top
with alignment to the bottom gates. After that, contacts to
the graphene are realized by standard e-beam lithography and
the device is suspended by selectively exposing the LOR and
developing it6. b, The false colored SEM image of the finished
device. The scale-bar corresponds to 1 µm. c, Two-terminal
conductance as a function of left and right gate voltage shows
regular Fabry-Perot oscillations at zero magnetic field. The
inset reveals the narrow Dirac dip along the pp-nn diagonal
(blue dashed line)3.

electron motion.
It has been predicted that nonuniform strains can gen-

erate pseudomagnetic fields that act with opposite signs
on the two different valleys in order to preserve time-
reversal symmetry7. Two possible strain configurations
has been proposed. One is to apply stresses with trian-
gular symmetry7 (see Fig. 2a) and the other is to bend
the graphene into a circular arc8 (see Fig. 2b). For the
triangular geometry, we can perform valley Hall effect
measurements in analogy to spin Hall effect, in which a
Hall voltage will be built up from a valley polarized cur-
rent. For the arc geometry, deviations from the quantum
Hall patterns due to valley effects can be studied when
a tunable strain pattern is applied in addition to a con-
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FIG. 2: Two different strain configurations and cor-
responding SEM images of modified geometries. a,
A triangular shaped graphene sample with normal forces ap-
plied at the perimeter. The arrows indicates the required
local stress7. b, Normal forces are applied at two opposite
boundaries of a rectangular graphene sample and the length
of the red arrows indicates the magnitude of the forces8. c,
SEM images of a single triangle shaped graphene suspended
symmetrically by three contacts (upper) and two triangular
graphene connected together (lower). d SEM image of rect-
angular graphene with modified contacts. The scale-bars cor-
respond to 1 µm.

stant magnetic field. However, both geometries are still
experimentally challenging due to the complex fabrica-
tion process combined with non-trivial force patterns.

Instead of applying stresses perpendicular to the
perimeter of the triangular geometry, we start with a
simplified variation in which the three arms are fixed on

the contacts (see Fig. 2c) and the graphene will be pulled
down capacitively by using a global back gate. In order
to detect the valley Hall voltage, we connect a second
triangular graphene as shown in Fig. 2c. If a current is
injected from the bottom-left contact, for example, elec-
trons from one valley will go to the up-left contact while
electrons from the other valley will bend to the right tri-
angle going to the bottom-right contact resulting in a
potential difference between the right two contacts. This
potential difference can be detected by voltage measure-
ments.

For the arc geometry, we design the contacts in a
special shape so that an equivalent strain configuration
can be achieved by pull the graphene uniaxially along
the contact direction instead of bending it into a circular
arc (see Fig. 2d). The simplified bending can be realized
by break junction technology if we fabricate the device
on a flexible substrate.

III. CONCLUSION

So far we have designed the device geometries and have
done some fabrication tests. It turns out that the ge-
ometries can be well defined and the fabrication is very
reproducible. However, the bottleneck of the fabrication
process can be the current annealing. Since the doping
of graphene is also controlled by the gate voltage, it will
be very difficult to tune the doping and the strain sepa-
rately. Currently we are optimizing the design and will
try the first measurement soon.
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We report on the implementation of a 24-hour long relativistic bit commitment protocol using
high-speed optical communication and FPGA-based processing between standard computers. The
commitment time is more than six orders of magnitude longer than what was previously achieved
with relativistic protocols.

I. INTRODUCTION

Bit commitment is a cryptographic task in which a
party Alice commits a secret bit to another party Bob,
and later reveals it at a time of her choosing. A bit-
commitment protocol is secure against a cheating Alice
if it guarantees that she cannot reveal, without being
caught, another bit than the one she initially committed
to an honest Bob. The protocol is also secure against a
cheating Bob if it guarantees that no information about
the committed bit can be obtained before Alice reveals
her commitment. Perfectly secure bit commitment be-
tween two mistrustful parties is known to be impossible
through the asynchronous exchange of classical or quan-
tum messages1. Alternatively, a scheme in which each
party is split in two agents was shown to be secure against
classical attacks under the assumption that no commu-
nication was possible between agents of the same party2.
To enforce the no-communication assumptions, relativis-
tic constraints were proposed3 and implemented in sev-
eral classical and quantum protocols4,5. Proven secure
against classical and quantum attacks, these protocols
are however greatly limited by the time scale of the rela-
tivistic constraints for a single round of communication,
i.e the commitment time is at most 21 ms if the agents
are all located on Earth.

To overcome this limitation, a new scheme using mul-
tiple rounds of classical communication was proposed
and shown to be secure against classical attacks6. This
scheme can in principle allow an arbitrary long commit-
ment time by periodically sustaining the carefully timed
classical communication between the two parties. The
security analysis in Ref.6 derives the following bound on
the probability ε of a successful cheating attempt:

ε . 2−n/2(m−1)

, (1)

where n is the length of the bit string communicated
between the agents of Bob and Alice at each round of
the protocol, and m + 1 is the number of rounds6. To
keep ε � 1, the length of the messages n has to grow
exponentially with the number of rounds. Therefore, an
arbitrarily long commitment is in practice impossible to
achieve. The implementation in Ref.6 was limited to 6
rounds, yielding a 2 ms bit-commitment with agents sep-
arated by 131 km, i.e. between Geneva and Bern. This
could have been extended to a maximal value of 212 ms
using antipodal locations on earth.

Interestingly, the security bound (1) was later im-
proved significantly in two independent proofs consider-
ing classical attacks7,8. In both cases, the bound is linear
in the number of rounds. For instance, the bound in7 is

ε ≤ m 2(−n+3)/2. (2)

These results open the way towards the implementation
of much longer commitments.

II. PROTOCOL

The multi-round protocol contains a commit, sustain
and reveal phases. In the commit phase, the first agent
of Bob B1 sends a random n-bit string x1 to the first
agent of Alice A1, who replies with the string y1 = a1 to
commit the bit 0, or y1 = x1 ⊕ a1 to commit the bit 1.
Here, ”⊕” is the bitwise XOR operation. The second
agent B2 starts the sustain phase by sending x2 to agent
A2, who then returns y2 = (x2 ·a1)⊕a2, where ”·” is the
multiplication in the Galois field F2n . The third round
is again between B1 and A1, the fourth one between B2

and A2, and so on. At the kth round, the agent Bi sends
xk and Ai replies yk = (xk · ak−1) ⊕ ak, for 2 ≤ k ≤ m.
Finally, to open the commitment, the following Ai sends
her commitment and ym+1 = am to the corresponding
Bi. With the set of questions xi, the set of answers yi
and the last string am, Bob can compute all the previous
ak and verify that the bit he received during the reveal
phase is the one committed by the first answer y1 of agent
A1.

The distance L between the agents of Bob is chosen
such that by carefully timing the communication between
Ai and Bi, the security can be guaranteed. For our anal-
ysis, we consider a situation where Alice is allowed to
place her agent Ai at a maximum distance li from their
corresponding Bi, as shown in Fig. 1(a). To ensure that
no communication is possible between the two agents of
Alice, we must impose the two following constraints: Ai

should answer before a time τi from the start of the corre-
sponding round, or the protocol is aborted, and agent Bi

should start the round tL− (τi + tM ) time after the start
of the previous round, where tL is the time taken by light
to travel the distance L and tM is a chosen time margin.
The security is guaranteed if tM is much greater than
the timing uncertainties. Fig. 1(b) shows the relativis-
tic constraints in the case where the agents of Alice are
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FIG. 1: (a) Positioning of the agents of Bob and Alice. (b)
Space-time diagram of the multi-round protocol showing the
relativistic constraints for the spatial configuration where Ai

is placed at the distance limit li.

placed at the maximum allowed distance li. The num-
ber of rounds is then set by the spatial configuration, the
chosen time margin tM and the time of commitment T .

III. EXPERIMENT

Each agent has a computer with a field-programmable
gate array (FPGA) card installed to perform the comput-
ing tasks of the multi-round protocol. To ensure an accu-
rate timing of exchange between Ai and Bi, the FPGAs
of Bob’s agents are synchronized using local clocks dis-

ciplined by a Global Positioning System (GPS) receiver.
The uncertainty of this system is sufficiently small to en-
sure that the relativistic constraints are satisfied. The
agents A1 and B1 are located at the Group of Applied
Physics (GAP) of the University of Geneva, while agents
A2 and B2 are placed 7.0 km away from the GAP. An
optical signal in straight line would take 23.3 µs to cover
this distance. With the various latencies in our system
and the time needed to compute yk, we can complete a
round in 1.8 µs (for n = 128). To account for possible
fluctuations in the duration and timing of the rounds, we
impose that the agents of Alice answer within 3 µs from
the start of the round and take a margin tM of 3.3 µs,
such that each round starts 6.3 µs before the earliest ar-
rival time of the information from the previous round.
We performed a 24 h bit commitment with a security pa-
rameter ε of 7.8 × 10−10, which required 5 × 109 rounds,
a total of 162 GB of data and an average transfer rate of
0.5 MBps.

IV. CONCLUSION

A 24-hours long bit commitment protocol was per-
formed over a 7 km distance between the two locations
of the agents. It could in practice be achieved for a large
range of spatial configurations and longer commitment
times, notably for situations with large L, which require
less resources. The new bound (2) allows the implemen-
tation of long bit commitments without the need of large
computing power and for realistic situations. This is
an important step towards applications such as secure
voting9.
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Kilian Sandholzer,1 Andrea Morales,1 Julian Léonard,1 Philip Zupancic,1 Tilman Esslinger,1 and Tobias Donner1

1Institute of Quantum Electronics, Otto-Stern-Weg 1, HPF D4, 8093 Zurich, Switzerland

The IMPACT experiment explores the field of cavity quantum electrodynamic and ultra-cold
atoms by coupling a 87Rb Bose-Einstein condensate to two crossed modes of high finesse optical
resonators. The atoms and resonators are manipulated by a 785 nm and a 830 nm laser which
are both locked on a transfer cavity to stabilise the relative frequency. We built a new in-vacuum
transfer cavity system to ensure relative frequency stability below 100 kHz. It is shown that a laser
locked onto the new transfer cavity achieves a linewidth below 20 kHz for timescales 130 µs to 1 ms
and 86 kHz for 8 ms by a heterodyne measurement of three comparably cavity-narrowed lasers.

I. INTRODUCTION

The combination of ultra-cold atomic gases and op-
tical potentials has opened up a new way to study con-
densed matter problems, and allowed for example the ex-
ploration of the Hubbard model1. In these experiments,
static optical lattices are employed to create a periodic
potential for the atoms.
Solid state systems differ with respect to this case in the
sense that the transition to a new phase usually implies
a rearrangement of the atoms to a new potential land-
scape that is created dynamically, and is not imposed
from the outside. This type of transitions can be re-
alised with cold gases by coupling a BEC to the mode of
an high-finesse optical resonator via a transverse pump
laser beam2. The transverse pump is far detuned from
atomic resonances but closely detuned to a cavity reso-
nance. For strong enough powers of the transverse pump,
a superradiant scattering of light off the atoms into the
cavity mode occurs, creating an emergent potential land-
scape with effective long-range interactions in which the
cloud can organise spatially.
The addition of static lattice beams to this setup has al-
lowed to study the competition between short and long-
range interactions3, extending further the concept of the
Hubbard model to account for dynamical ordering of the
atoms.

II. THE IMPACT EXPERIMENT

In the IMPACT experiment, an ultra-cold cloud of
87Rb atoms is cooled to degeneracy and the BEC is cou-
pled to the fundamental modes of two high-finesse optical
resonators (Science cavities), crossing under an angle of
60 degrees. The cavity lengths are stabilised with 830 nm
laser light. A transverse pump standing wave laser beam
at 785 nm pumps the BEC transversally to the cavity
axes. The emerging interference pattern of the cavity
light fields and the transverse pump can be shifted by
changing the position of the retro-reflecting mirror. In
this way different lattice geometries for the self-organised
phases of the atoms can be realised. In order to perform
these experiments we need to ensure good relative stabil-
ity between the 830 nm and 785 nm lasers well below the

cavity linewidths. For the current Science cavities this
means a stability well below 100 kHz.

FIG. 1: Picture of the cavities on the platform. The transfer
cavity is at the front, the cleaning cavity at the back. The
mirror spacer is made of Invar which has a very low thermal
expansion coefficient.

III. DESIGN OF THE NEW TRANSFER
CAVITY SYSTEM

The system shown in figure 1 consists of a cleaning cav-
ity acting as a filter for the 785 nm light and the transfer
cavity hosted in a vacuum chamber. The mirrors of the
transfer cavity are glued on piezoelectric elements to tune
the length.
The laser stabilisation setup of the IMPACT lab uses
a transfer cavity concept, adopted from the previous
cavity experiment. Both, the 830 nm and the 785 nm
laser are locked to this transfer cavity to fix their rela-
tive frequency. The science cavities are then stabilised
in length with the 830 nm light allowing both lasers
to be resonant with the Science cavities at the same
time. Nevertheless, since the linewidth of our Science
cavities is roughly one order of magnitude smaller than
the previous experiment, the transfer cavity concept is
more susceptible to fluctuations of environmental param-
eters. Indeed any change in temperature, pressure or
relative humidity of the air contributes with a small cor-
rection to the change of the index of refraction of air.
This in return creates a differential drift in the frequen-
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cies of the 830 nm and 785 nm lasers that can be es-
timated to δν = −113 kHz/mbar, 370 kHz/◦C and −
7 kHz/% humidity4. These fluctuations can be pre-
vented by putting the transfer cavity in an evacuated
chamber. Thus, we achieved a pressure of 5 · 10−7 mbar
reached by using an ion pump. The space between the
mirrors is kept fixed by Invar rods which have a very low
thermal expansion coefficient to further decouple from
fluctuations.

IV. CAVITY-NARROWED LASER LINEWIDTH

A free running laser optimally operates at one fre-
quency but several noise processes will induce fluctu-
ations on this frequency broadening the spectral peak.
Nevertheless, the frequency of a laser can be controlled
and a feedback technique like the Pound-Drever-Hall-
lock5 allows to stabilise the laser frequency onto an op-
tical cavity. The natural way of measuring frequencies
of light is to mix down the signal to frequencies on the
order of MHz where they can be conveniently detected
and processed via electronic devices. This mix down can

FIG. 2: The normalised spectral peaks of the beat notes be-
tween the laser IMP, CAV and PRE are shown for different
recording times tgate. The left column shows the IMP-CAV
beating, the middle one the IMP-PRE and the right one the
PRE-CAV. The shown spectra are averaged over 1000 to 2000
single spectra simulating an effective offset lock between the
two beating lasers.

be achieved by a heterodyne measurement. Two laser
beams are overlapped using a beam splitter and their
beat note is recorded on a fast photodiode (PD).

If we beat three different lasers, all with each other, we
can write down a linear system of equations for the three
unknown linewidths assuming they are not correlated6.
Although the linewidths do not have to be known a priori
they should be of the same order of magnitude such that
the frequency jittering of the broadest laser does not com-
pletely wash out the other narrower linewidths. What we
have to assume is a certain line shape of the lasers that
we then fit to the beat spectra to obtain the linewidth.
We fit a Voigt profile to the beat note spectra shown
in figure 2. An averaging process simulating an offset-
lock between the two lasers is used to exclude relative
frequency fluctuations due to cavity drifts on timescales
longer than the recording time of the spectra. In figure 3
the single laser linewidths are shown. The laser labelled
PRE is the one locked on the new transfer cavity system,
the one labelled IMP is locked on the current transfer
cavity setup of the IMPACT lab and the one labelled
CAV is locked on the transfer cavity of the CAVITY lab.
Below 1 ms, all three lasers have a linewidth below 20 kHz
whereas for 8 ms the PRE-laser linewidth rises to 86 kHz.
We attribute this to the lower bandwidth of the feedback
system of the PRE-laser compared to IMP and CAV and
are confident that the linewidth is further reduced if the
new system is integrated in the IMPACT experiment.

FIG. 3: The linewidth of the single lasers IMP (blue), CAV
(red) and PRE (gree) are extracted applying the three-
cornered-hat method to the linewidths obtain from a beat
measurement between the single lasers. A Voigt profile was
fitted to the averaged PSD of the beat note spectra to ex-
tract the beat linewidths. The linewidths are calculated for
different recording times tgate of the spectrum.
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We present progress on the development of single photon detectors based on superconducting
nanowires made from amorphous MoSi. We also experimentally investigate the nanoscale detection
mechanism in MoSi nanowires.

I. INTRODUCTION

Superconducting nanowire single photon detectors
(SNSPDs) constitute a key technology for the de-
velopment of quantum communication and computa-
tion. Their low dead time and dark count rate, com-
bined with a high efficiency and small jitter favour the
use of this technology in applications such as Quan-
tum Key Distribution (QKD), quantum optics and
communication1, and long-distance ground-to-space op-
tical communications2.

Amorphous materials such as WSi and MoSi are par-
ticularly desirable for the fabrication of SNSPDs due to
their high degree of homogeneity and uniformity over
large areas. Due to the lack of a well-defined crystal
structure, amorphous superconductors can be deposited
on virtually any substrate without significant degrada-
tion in material properties. Thus, SNSPDs fabricated
from these materials can easily be embedded inside of a
dielectric optical stack to enhance absorption at a par-
ticular wavelength. High efficiencies have been reported
with WSi (90%)3 and MoSi (87%)4.

In this work, we present the progress on the devel-
opment of single photon detectors based on supercon-
ducting nanowires made from amorphous MoSi as well as
the investigation of the nanoscale detection mechanism
in MoSi nanowire SNSPDs.

II. EXPERIMENT

A. Nanofabrication

The nanofabrication of the SNSPDs is performed in
the clean room facility in Ecole polytechnique fédérale
de Lausanne (EPFL).

The fabrication process begins with the deposition of
aluminium mirrors on a 4 inch Si wafer. Then a depo-
sition of 200 nm of SiO2. The 6.5 nm-thick Mo0.8Si0.2
film is then deposited in University of Basel by sputter-
ing and capped with 2 nm of amorphous Si to prevent
oxidation. After etching a 20 µm-wide strip between the
gold contact pads, electron beam lithography and etch-
ing plasma are used to define the nanowire meanders. A
keyhole shape is then etched through the Si wafer around

each SNSPD, which can then be removed from the wafer
and self-aligned to a single-mode optical fiber to within
± 3 µm. Each nanowire meander covers an active area
of 16 µm × 16 µm which is larger than the 10 µm mode-
field diameter of a standard single-mode fiber to allow
for misalignment.

B. Setup

A 1550 nm CW laser attenuated down to a mean pho-
ton number of ∼ 100,000 photons/s is used for the mea-
surements at 0.75 K. The calibration of the input power
to the SNSPD is performed using power meter calibrated
at the Swiss Federal Institute of Metrology (METAS).
The system detection efficiency (SDE) is measured af-
ter maximizing the detector counts as a function of the
polarization of the incident light.

The investigation of the nanoscale detection mecha-
nism in the nanowire is carried out by measuring the
count rate response of the detector as a function of the
wavelength of the incident photons. This measurement
is realized by using a well calibrated monochromator as
the photon source. The grating range goes from λ = 600
nm to 2100 nm. Other devices with different nanowire
width and fill factor have also been examined. Thus, the
energy-current relation obtained is then confronted with
different theoretical models.

III. RESULTS

Second generation devices have achieved a saturated
internal efficiency from visible to near-infrared wave-
lengths, which is the first requirement for high overall
system efficiency. So far, at 1550 nm a system detection
efficiency of 65% has been achieved at 0.75 K. The Fig-
ure 1 shows the SDE and dark count rate (DCR) as a
function of bias current.

The Figure 2 shows the count rate response of the de-
tector as a function of the wavelength of the incident pho-
tons. The energy-current relation can then be extracted
from this graphic.
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IV. DISCUSSION

Subsequent generations are aimed at increasing the
overall absorption efficiency by embedding the nanowires
within an optical stack, optimized for a specific wave-
length. In addition, we are optimizing the superconduct-
ing film thickness to increase the operating temperature
up to 2.5 K. Other device designs, different to simple
nanowire meanders, are also being studied with the aim
of increasing the maximum count rate of the detectors as
well as improving temporal jitter.

FIG. 1: Efficiency measurement with a detector with half cav-
ity, 150 nm wide nanowire and 1/2 fill factor. SDE (red/left
side) and DCR (blue/right side) are plotted as a function of
the bias current in µA.

FIG. 2: Normalized count rate response of a SNSPD as a
function of the bias current for different incident photon wave-
lengths in nanometers. (The wavelength increases from left
to right of the graphic.)
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We study the electronic transport in InAs/GaSb double quantum wells, a predicted 2D topological
insulator. Nonlocal measurements are conducted in order to probe gapless edge modes at zero
magnetic field. Plateau values do not coincide with theoretical expectations, reinforcing the current
debate about the nature of edge conduction in the experimental community. In magnetotransport
measurements, anomalies in the Landau level spectrum are observed, possibly originating from the
nontrivial band structure and thereby serving as a new approach of determining the topological
phase.

I. INTRODUCTION

A topological insulator is a state of matter that in-
sulates in the bulk and contains gapless edge modes,
which are protected from disorder and small perturba-
tions. This protection can be described by a topologi-
cal invariant corresponding to a certain symmetry of the
system. The origin is related to an inverted band struc-
ture. When these bands hybridize, they open a topo-
logical band gap. In two dimensions, a topological in-
sulator is known as quantum spin Hall insulator and is
characterized by two one-dimensional, counterpropagat-
ing, spin-momentum-locked (helical) edge modes. Ener-
getically the edge modes exist in the band gap of the
bulk. Shortly after theoretical prediction1 and experi-
mental realization2 of this effect in HgTe/CdTe quantum
wells, InAs/GaSb double quantum wells have been pro-
posed as an alternative material3. The advantage of this
platform is electrical tunablity between topologically in-
sulating and trivially insulating phases through the ap-
plication of voltages to a top and a back gate. Therefore,
this material has recently attracted the interest of nu-
merous research groups4–6. However, thus far it remains
unclear whether the effects observed and published ac-
tually correspond to a topological insulator or whether
remaining trivial edge conduction effects dominate in the
experiment7. Our current work therefore focuses on in-
vestigating the nature of edge conduction and on isolat-
ing the signatures of a topological phase in InAs/GaSb
double quantum wells.

II. FABRICATION AND EXPERIMENTAL
METHODS

Our devices containing an InAs and GaSb quantum
well of varying thicknesses sandwiched by two AlGaSb
barriers are grown on a Te-doped GaSb substrate by
molecular beam epitaxy. A Hall bar mesa is defined
by wet etching, covered by a SiNx dielectric layer and
a metal top gate. For ohmic contacts, holes are litho-
graphically defined, etched, and filled with metal as a
last step in order to avoid a short with the back gate
during elevated deposition temperatures. Measurements

FIG. 1: Nonlocal measurements in varying four-terminal con-
figurations (a)-(d) as schematically depicted in the upper right
corner of each plot. The dashed line indicates theoretically
expected plateau values from the Landauer-Büttiker formal-
ism.

were performed with standard a.c. lock-in techniques in
a He4 cryostat at T = 1.3 K and a He3/He4 dilution re-
frigerator at T = 125 mK.

III. RESULTS

In order to investigate edge conduction, it is important
to introduce the concepts of local and nonlocal transport.
In the case of diffusive bulk conduction, current flows
only between the biased and grounded contacts. Volt-
age signals on contacts that are not lined up along the
current path are exponentially suppressed with distance.
This situation can be described with a local resistivity
and is therefore called ”local transport”. In contrast,
when the bulk is insulating and current flows along the
edges in two dimensions, voltages can be picked up at
any contacts along the edges of the sample. The resis-
tance cannot be described by a local resistivity, but the
theoretically expected values of four-terminal resistances
can be calculated within the non-local Landauer-Büttiker
theory assuming helical one-dimensional edge channels.

This is shown in Fig. 1 for a number of different mea-

1

46



2

FIG. 2: Landau fan of an inverted InAs/GaSb double quan-
tum well sample. The color scale shows the longitudinal re-
sistance in units Ω. Regions of high and low resistance as a
function of top gate voltage and applied magnetic field can be
identified and differ from a regular Landau fan in the clearly
visible periodic opening and closing of gaps.

surement configurations. One can clearly see that for
Vtg > 0.5 V, which corresponds to the region where the
Fermi level is in the conduction band above the topolog-
ical gap, the nonlocal signal is vanishingly small. When
the gate voltage is used to tune the Fermi level in this
gap, the nonlocal signal increases and saturates at a
plateau value, which indicates conductive edge states.
The dashed line in each plot shows the theoretically ex-
pected plateau value, which does usually not coincide
with the experimental data. The reasons for this mis-
match could be residual bulk conductivity or trivial edge
conduction leading to alternative conductive paths and
backscattering between the helical edge channels.

When applying a perpendicular magnetic field and
measuring the quantum Hall effect in a sample of higher
mobility and with AlGaSb barriers, we find Landau levels
of even and odd filling factors. The resulting Landau fan,
measured by sweeping the top gate voltage and different
magnetic field values, can be seen in Fig. 2.

It exhibits an unusual modulation of energy gaps be-

tween Landau levels, akin to a periodic opening and clos-
ing of gaps. An exact theoretical understanding of this
phenomenon has yet to be achieved. Preliminary dis-
cussions and experiments suggest that it is directly con-
nected to the inverted band structure of our material,
and thereby its topological properties. This assumption
is supported by data of the same measurements on sam-
ples that have a non-inverted band structure. These sam-
ples contain either slightly wider InAs quantum wells or
only a single InAs and no GaSb quantum well, for all
of which these conspicuous features in the Landau level
structure was not observed. Measurements of tempera-
ture dependence and behavior in a parallel magnetic field
of the resistance peak for the different samples as well as
collaboration with theoreticians are undertaken in order
to thoroughly understand these data and possibly use
Landau level spectroscopy as a direct experimental char-
acterization of topological band structure.

IV. OUTLOOK

The quantum spin Hall effect and thereby the topolog-
ically insulating nature of InAs/GaSb double quantum
wells remain to be unambiguously shown. Our future
work will focus on determining more precisely the exact
nature of edge conduction and eliminating trivial edge
conduction as far as possible. Additionally, the origin
of the unusual Landau level spectrum and its implica-
tions on the topology of the system shall be investigated.
Spin-sensitive measurements could at a later stage resolve
the helical edge channels and thereby open possible fur-
ther applications within the fields of topological quantum
computation or spintronics.
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L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Quantum
Spin Hall Insulator State in HgTe Quantum Wells, Science
318 (2007).

3 C. Liu, T. L. Hughes, X.-L. Qi, K. Wang, and S.-C. Zhang,
Quantum Spin Hall Effect in Inverted Type-II Semiconduc-
tors, Phys. Rev. Lett. 100 (2008).

4 I. Knez, R.-R. Du, and G. Sullivan, Evidence for Helical
Edge Modes in Inverted InAs/GaSb Quantum Wells, Phys.
Rev. Lett. 107 (2011).

5 K. Suzuki, Y. Harada, K. Onomitsu, and K. Muraki, Edge
Channel Transport in the InAs/GaSb Topological Insulating
Phase, Phys. Rev. B 87 (2013).

6 S. Müller, A. N. Pal, M. Karalic, T. Tschirky, C. Charp-
entier, W. Wegscheider, K. Ensslin, and T. Ihn, Nonlocal
Transport via Edge States in InAs/GaSb Coupled Quantum
Wells, Phys. Rev. B 92 (2015).

7 F. Nichele, H. J. Suominen, M. Kjaergaard, C. M. Marcus,
E. Sajadi, J. A. Folk, F. Qu, A. J. A. Beukman, F. K.
de Vries, J. van Veen, et al., Edge Transport in the Trivial
Phase of InAs/GaSb (2015), arXiv:1511.01728.



Quantum phases emerging from competing short- and long-range interactions in an
optical lattice.

K.E. Roux,1 L. Hruby,1 N. Dogra,1 M. Landini,1 R. Landig,1 Tobias Donner,1 and Tilman Esslinger1

1Quantum optics group, Institute of Quantum Electronics,
ETH-Hönggerberg, CH-8093, Zürich, Switzerland

We experimentally realize a two dimensional bosonic lattice model with competing short- and
infinite-range interactions. We map out the phase diagram consisting of a superfluid, a supersolid,
a Mott insulator and a charge density wave phase. When probing the phase transition between the
Mott insulator and the charge density wave in real-time, we discover a behavior characteristic of
a first order phase transition. Short-range interactions in our system are controlled via an optical
square lattice, while the infinite-range interaction potential stems from the coupling of the external
degree of freedom of the atoms to the single mode of an optical cavity.

I. INTRODUCTION

Since the end of the 20th century the field of ultracold
atomic physics has developed a large number of tech-
niques in order to get perfect control of all the exper-
imental parameters like temperature, atom numbers or
interactions. The field of ultracold atoms has proven to
be a versatile and well-suited platform for the simula-
tion and exploration of complex many-body phenomena.
The studied systems are highly pure with a large degree
of control on the various parameters and a nearly per-
fect decoupling from the environment. As a paramount
example, the imposition of optical lattice potentials on
ultracold atoms has enabled the simulation of condensed
matter systems with both Bosonic and Fermionic ana-
logues, contributing to our understanding of the quantum
many-body physics as it was proposed by R. Feynman in
1982.

The competition between interactions acting on differ-
ent length scales lies at the core of a variety of processes
leading to structure formation in nature from the fold-
ing mechanisms of proteins to the appearance of stripe
phases in quantum matter Theoretical characterization
of such emerging structures is often exceedingly challeng-
ing even if simple toy models are used. A complementary
approach to gain insights into complex phenomena has
been advanced for quantum matter, where simulation ex-
periments with ultracold atoms are carried out.

With the achievement of Bose-Einstein condensation
in 199512, which was made possible by the invention
of efficient ways to cool dilute atomic gases - above all
laser cooling in the 1980s and evaporative cooling in the
1990s3, the foundation for the Bose-Hubbard model was
laid. Its first experimental realization alongside with the
observation of the superfluid to Mott insulator phase
transition in 20014 presented an impressive benchmark
result. In particular, it was the first experiment reach-
ing the strongly correlated regime, where the physics is
dominated by interaction induced correlations. By cool-
ing bosonic atoms to ultralow temperatures, where they
condense into a macroscopically occupied ground state,

and loading them into optical lattices, a nearly perfect
Hubbard model can be realized where kinetic energy and
short-range interactions are the dominant interactions.

II. EXPERIMENT AND RESULTS

Our system is based on an atomic quantum gas trapped
in an optical lattice inside a high finesse optical cavity.
The cavity mediates an infinite range interaction between
atoms induced by the photons scattered into the cavity
by the atomic cloud. Our setup allows us to chose the
strength of the different interactions. The ratio between
the three kinds of interactions: one-site interaction, ki-
netic and long-range interaction is controlled by means
of the optical lattice depth and the detuning of the trans-
verse optical lattice. This competition between the dif-
ferent interaction length scales leads to structural phase
transitions characterized by the spatial coherence of the
atomic cloud and the light emitted by atoms through the
cavity.

FIG. 1: Illustrations of the experimental scheme realising a
lattice model with on-site and infinite-range interactions. A
stack of 2D systems along the y-axis is loaded into a 2D optical
lattice (red arrows). The cavity induces atom-atom interac-
tions of infinite range5. Illustration of the competing energy
scales: Tunneling t, on-site interactions Us and long-range
interactions Ul.

Ultracold atoms are mostly limited to short-range colli-
sional interactions, while longer ranged interactions have
proven to be difficult to implement so far. Here we ex-
perimentally realize a bosonic lattice model with com-
peting short- and infinite-range interactions, and observe
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the appearance of four distinct phases - a superfluid, a
supersolid, a Mott insulator and a charge density wave6

as shown in Fig. 2.

FIG. 2: The four phases are indicated by different colors: SF
(red), SS (violet), CDW (blue), MI (yellow). Their density
distributions are schematically illustrated.

The phase coherence as observed in time of flight pic-
tures and the even-odd imbalance obtained from the light
field leaking out of the cavity allow us to map out the dif-
ferent phases and study the according phase transitions
between them. When probing the transition between the
Mott insulator and the charge density wave, we discov-
ered a behavior characteristic of a first order phase tran-
sition.

III. OUTLOOK

Our current interest is focused on the study and char-
acterization of the transition from the Mott insulator
regime to the charge density wave phase. We perform
a frequency scan of the transverse lattice and study the
light field building up. This transition shows a very in-
teresting feature which could be related to a first order
phase transition due to the presence of metastable states.
The study of this transition dynamics requires to trap
atoms in the lattice for several tens of milliseconds with-
out increasing losses or heating the cloud. In order to ob-
serve this transition we have improved technical features
to achieve the required heating rates to characterize this
phase transition.

Acknowledgments

We thank U. Bissbort, G. Graf, S. Huber, G. Morigi, L.
Pollet and H. Ritsch for discussions and F. Brennecke for
contributions in the early design phase of the experiment.
Financial funding from Synthetic Quantum Many-Body
Systems (European Research Council advanced grant),
the EU Collaborative Project TherMiQ (Grant Agree-
ment 618074) and the DACH project ’Quantum Crystals
of Matter and Light’.

1 K. B. Davis, M. O. Mewes, M. R. Andrews, N. J. van
Druten, D. S. Durfee, D. M. Kurn, and W. Ketterle, Bose-
einstein condensation in a gas of sodium atoms., Physical
Review Letters 75, 3969 (1995).

2 M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E.
Wieman, and E. A. Cornell, Observation of bose-einstein
condensation in a dilute atomic vapor., Science 269, 198
(1995).

3 C. S. Adams, H. J. Lee, N. Davidson, M. Kasevich, and
S. Chu, Evaporative cooling in a crossed dipole trap, Physi-
cal Review Letters 74, 3577 (1995).

4 M. Greiner, I. Bloch, O. Mandel, T. W. Hansch, and

T. Esslinger, Exploring phase coherence in a 2d lattice
of bose-einstein condensates., Physical Review Letters 87,
160405 (2001).

5 R. Landig, F. Brennecke, R. Mottl, T. Donner, and
T. Esslinger, Measuring the dynamic structure factor of a
quantum gas undergoing a structural phase transition., Na-
ture Communications 6, 7046 (2015).

6 R. Landig, L. Hruby, N. Dogra, M. Landini, T. Donner,
and T. Esslinger, Quantum phases from competing short-
and long-range interactions in an optical lattice., Nature
532, 476 (2016).



Macroscopic quantum measurements: In what direction does a magnet point?

Marc-Olivier Renou,1 Tomer Jack Barnea,1 Florian Fröwis,1 and Nicolas Gisin1
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We introduce the concept of macroscopic quantum measurement, that is, a quantum formalism
describing the measurements we perform continuously in our everyday life; for example, when looking
at a magnet. We idealize the problem by considering parallel spins whose direction has to be
estimated. We first review the results about the optimality of different global or local measurement
of such a system. We then present a physical measurement model weak enough to almost not disturb
the quantum state, but strong enough to provide almost the maximal amount of information in a
single shot.

I. INTRODUCTION

In everyday life we continuously perform measure-
ments. For instance, to locate our friends we perform
some kind of position measurements; similarly to read
this text. Presumably all this can be described with the
quantum formalism. But, obviously, these measurements
are not standard von Neumann Projective Measurement.
They are highly noninvasive while still collecting a large
amount of information in a global, single shot. Addition-
ally, from a physical point of view, we expect a fairly sim-
ple coupling between system and observer. We call mea-
surements that fulfill these requirements “macroscopic
quantum measurements”. Our goal is to see if and how
macroscopic quantum measurement can be realized. To
this end, we consider the specific problem of estimating
the direction of a large ensemble of N parallel spin 1/2
particles. This is a simple model for a magnet whose field
orientation we would like to measure. We will focus on
the small N. The full study for large N will be published
soon3.

Different schemes of optimally guessing the direction
of parallel spins have already been discussed in the
literature1,2,4. For concreteness, we are given an un-

known state |~u〉⊗N
, where |~u〉 is the quantum state of

a spin 1/2 particle represented by the Bloch vector in
the direction of ~u ∈ IR3, uniformly distributed. By mea-
suring the state we estimate the direction to be ~w. The
score is given by the fidelity4 | 〈~w| ~u〉 |2 = cos2 θ/2, where
θ is the angle between ~u and ~w.

With this figure of merit, the optimal average guess-
ing fidelity is Fopt = (N + 1)/(N + 2)4. For N > 1,
the optimal measurement cannot be realized by sepa-
rate measurements on the individual particles4. Opti-
mal projective measurements are hence necessarily en-
tangling. Alternatively continuous optimal measurement
have been discussed4,5, but its physical implementation
are not straightforward. On the other hand, access to
single spins offers asymptotic optimality by measuring
each particle in a random direction1. All these and other
optimal strategies do not realize the idea of macroscopic
quantum measurements.

Here, we discuss a physical coupling between the spin
ensemble and a measurement device in the spirit of
macroscopic quantum measurements. The basic idea is

to approximately measure three orthogonal components
of the collective spin (e.g., x, y and z direction) simul-
taneously in a single shot2. Surprisingly, we find an in-
termediate regime of some coupling parameter where, on
the one hand, the coupling is strong enough to extract
almost maximal information about the system.

II. GENERAL MEASUREMENT MODEL AND
AVERAGE FIDELITY

Generally, we consider a scheme where the system state

|~u〉⊗N
is coupled to a measurement apparatus |φ〉 –called

pointer– through virtue of an interaction Hamiltonian
Hint, during a unite time. Afterwards, the pointer is
measured by a projective measurement. The subsequent
measurement of the pointer is modelled by a projective
measurement with outcome ~r for the eigenvectors |~r〉.
This outcome is then classically post-processed. Knowl-
edge about the initial pointer state, the coupling and the
final measurement allows one to calculate the optimal
guess state |~w~r〉.

A typical instance is a pointer with one spatial de-
gree of freedom where the initial spatial wave function
of the pointer is a Gaussian function with spread ∆.
In order to measure an observable A, one then defines
Hint = p ⊗ A, where p represents the displacement op-
erator in the pointer space, which is formally equiva-
lent to the momentum operator. Thus, the coupling in-
duces a momentum kick on the pointer whose strength
depends on the initial system state. Finally, a position
measurement of the pointer allows some inference about
the system. Information gain of this procedure manifest
themselves in the relationship between the spread of the
Gaussian, ∆, and the spectrum of the eigenvalues of the
operators A. A ∆ small compared to the spectral gap
of A corresponds to a strong coupling that resolves the
individual eigenvalues. On the other side, a ∆ large com-
pared to the spectral gap of A means that system states
prepared in neighbouring eigenstates cannot be well dis-
tinguished.
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III. MACROSCOPIC QUANTUM
MEASUREMENTS

We now attempt to model our idea of macroscopic
quantum measurement. We consider a three dimension
rotationally invariant Gaussian pointer with spread ∆.
The direction of |~u〉⊗N is determined by the three ex-
pectation values of the collective spin operators Sk =
1
2

∑
i σ

(i)
k , where σ

(i)
k are the Pauli operators acting on

the ith qubit for k = x, y, z. Thus, a classically inspired
interaction Hamiltonian reads

Hint = px ⊗ Sx + py ⊗ Sy + pz ⊗ Sz = ~p · ~S (1)

The pk for k = x, y, z represent the displacement opera-
tors in the three dimension of the space in which evolves
the pointer. As we will see, the three spatial dimensions
of the pointer combined with noncommuting operators
involve a rich behaviour for nonvanishing ∆. In contrast
to the one-dimensional pointer, information gain is not
monotonically related to the coupling strength.

IV. RESULTS FOR A FEW SPINS

We calculate the average fidelity Fav for one to four
spins as a function of the spread ∆ of the Gaussian
pointer. The results are shown in Fig. 1. For two or
more spins the optimal ∆ is clearly distinct from zero
and Fopt can almost be reached.

FIG. 1: Average fidelities Fav for guessing the unknown state
as a function of ∆ for one to four spins (from bottom to
top). The dashed lines correspond to optimal value Fopt. For
N ≥ 2, they are almost reached by some nonzero ∆.

Analyzing the graph shown in Fig. 1 in more detail
reveals three distinct regions. For very small values of
∆ (i.e., in the strong coupling regime) the predicted
limits2 are recovered, yielding an average fidelity of 2/3
for N = 1 and 2 and Fav = 7/10 for N = 3 and N = 4,
respectively. On the other extreme, for ∆ � 1, we see
that the average fidelity starts to decline rapidly. This
can be understood if one notices that after a certain value
of ∆ the coupling is so weak that the procedure is essen-
tially equivalent to randomly guessing, therefore yielding
an average fidelity of 1/2. The intermediate region is
particularly intriguing because in the case of two and
more spins the average fidelity is superior to what can be
achieved when ∆ → 0. This means that in this case a
lesser coupling strength can achieve better results than a
strong coupling.

V. DISCUSSION AND OPEN QUESTIONS.

The idea of a macroscopic quantum measurements that
behaves “classically” (i.e., physical model with high infor-
mation gain and low disturbance) within the framework
of quantum mechanics is well reflected by the introduced
model and pointers with a well chosen spread ∆, for one
to four spins. This result seems to hold for large num-
ber of spins3. More realistic scenarios like with nonmax-
imally polarized states or the influence of temperature
are interesting to study.
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Hybrid quantum systems which combine cavity optomechanics (COM) and cavity quantum elec-
trodynamics (CQED) have recently emerged as promising devices in which to observe unique quan-
tum phenomena. We are building an experimental setup to study such systems, in the form of a
fiber Fabry-Perot cavity1,2 (FFPC) in the middle of which a nanomechanical resonator and a two-
level system (TLS) can be precisely positioned. We plan on using this setup to investigate three-
body interaction effects arising from the simultaneous photon-phonon, phonon-TLS and photon-TLS
couplings3–8. We expect the combination of these effects to boost our system into the strong single-
photon optomechanical coupling regime7,9, which should in turn make the experimental observation
of much sought after nonlinear quantum cavity optomechanical phenomena possible8,10.

I. MOTIVATION

In recent years, the rapid development of advanced
nanofabrication techniques has made increasingly small
and high quality nanomechanical resonators available,
thus opening up a new regime of size and mass for the
exploration of the boundary between quantum and classi-
cal physics. By efficiently coupling such a mechanical res-
onator to light in a high-finesse optical cavity, the field of
cavity optomechanics has made tremendous experimen-
tal progress towards this objective, and has additionally
emerged as an ideal platform for quantum information
processing applications10.

Solid-state cavity optomechanics has up to now relied
on strongly driving the optical cavity to enhance the weak
dispersive single-photon optomechanical coupling rate so
that optomechanical effects overcome dissipation phe-
nomena. While this allowed for groundbreaking experi-
ments such as ground-state cooling of a nanomechanical
oscillator11, squeezing of the light escaping the cavity12,
or optomechanically-induced transparency13; the result-
ing optomechanical interaction is effectively linear, which
prevents the observation of single photon and single
phonon nonlinear effects inherent to optomechanics14,15.

In parallel, hybrid mechanical systems in which a
nanomechanical resonator is coupled to a two-level sys-
tem (TLS) have emerged as an alternative route to
ground state cooling and quantum control of a mechani-
cal resonator16,17, but are limited by the short lifetime of
the TLS. Since optical control of the TLS is also greatly
improved by embedding it in a high finesse cavity, a nat-
ural step up is to insert both a mechanical resonator and
a TLS in an optical cavity, effectively bridging the gap
between cavity OM (COM) and cavity QED (CQED)3,18.
One thus realizes a tripartite hybrid quantum system in
which true three-body interaction effects are expected to
occur4–7,9; in particular an increase in the effective op-
tomechanical coupling rate by several orders of magni-
tude was demonstrated in an early circuit cavity elec-
tromechanical experimental implementation7. Such a
system takes full advantage of the intrinsic capacity of a
mechanical oscillator to simultaneously couple to a broad
range of physically disparate quantum systems, and thus

FIG. 1: Coupling scheme for a hybrid tripartite system com-
prising a FFPC, a mechanical resonator (MR) and a TLS..

constitutes a promising platform for hybrid quantum in-
formation processing19.

In this work we will focus on building an experimen-
tal setup in which we can implement tripartite hybrid
mechanical systems and explore their rich physics.

II. EXPERIMENTAL SETUP

Our setup will be based on a fiber-based Fabry-Perot
optical cavity2 (FFPC) within which a coupled nanome-
chanical resonator and TLS system can be precisely
positioned, forming a membrane-in-the-middle (MIM)
system20. The fiber cavity will be operated in vacuum at
cryogenic temperatures, and pumped by a laser through
one of the fibers. The interaction between the differ-
ent subsystems will be studied through the reflected and
transmitted signals, as depicted in fig. 1.

The MIM geometry was chosen for its flexibility. It
allows to independently choose and modify the optical
cavity and the mechanical resonator and TLS system,
making it possible to explore a broad range of experi-
mental parameters.

The fiber-based optical cavity was chosen for its small
mode volume and for its direct compatibility with fiber-
coupled instrumentation, which makes it ideally suited
to cryogenic operation. Additionally, FFPCs exhibit
high finesses and small mode volumes, allowing for
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large optomechanical coupling with sub-wavelength sized
nanomechanical resonators20. Finally, the mechanical
resonator can be precisely positioned within the cavity
by mounting it on a 3D translation stage.

An example of nanomechanical system and TLS
system that can be coupled to the FFPC is the
GaAs/AlGaAs nanowire with self-assembled quantum
dots (QDs) system, in which strain-mediated coupling
between the nanowire and the QDs was previously
demonstrated21. The coupling between the cavity and
the QD exciton can be described by the standard Jaynes-
Cummings model4.

III. OUTLOOK

We expect the combination of the interactions between
each subsystems to boost the effective optomechanical

coupling rate in our tripartite hybrid system and allow
us to reach the strong single-photon coupling regime. We
then intend to consider a number of different nanome-
chanical resonator and TLS systems in order to explore
a broader range of experimental parameters and study
the three-body interaction physics specific to this system
in different regimes.
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Transport is a key ingredient of the proposed QCCD architecture. By transporting ions through
laser beams one can also implement logic gates. However, this requires good control over the
transport velocity, because it determines the time the ion interacts with the laser and because of
potential Doppler shifts. Here, we measure the velocity of a single 40Ca+ ion during transport
across a linear Paul trap. We then use iterative learning control to reduce velocity fluctuations from
0.1 m/s down to 0.01 m/s. This is an important step on the path to two-qubit transport gates.
Furthermore, we find ILC to be well suited for optimizing the time-varying feedforward control
inputs driving repetitive quantum processes.

I. INTRODUCTION

Trapped atomic ions are currently one of the most ad-
vanced platforms for quantum information experiments.
Qubits encoded in the electronic states of ions can re-
liably be initialized, manipulated and read out. While
this works well for a few qubits, scaling to a large num-
ber of them is a formidable challenge. To that end, the
quantum-charge coupled device architecture proposes in-
terconnecting many small traps and transporting ions
between them in order to then perform logic gates be-
tween different qubits locally with short laser pulses1.
To reduce the optical requirements transport gates were
later proposed2 and demonstrated3. These gates are
implemented by transporting an ion through a static
laser beam, thus eliminating the requirement to pulse
the laser. Control of the transport velocity then becomes
crucial because it determines the time the ion spends in
the laser beam, and because of possible Doppler shifts
between the laser frequency in the lab frame and the one
experienced by the ion. Here, we demonstrate the use
of iterative learning control (ILC) to keep the velocity
constant during transport.

II. EXPERIMENT

We trap a single 40Ca+ ion in a linear Paul trap with
segmented dc electrodes as illustrated in Fig. 1a). The
oscillating voltages applied to the rf electrodes result in
an effective trapping potential along the radial direction.
Because of the strong confinement along the radial direc-
tion, we will not consider it further. The segmented dc
electrodes labelled 1-15 are used to confine and transport
the ion along the axial direction. The potentials φe(z)
due to these individual electrodes are shown in Fig. 1b).
Ideally, we aim to confine the ion in a harmonic well re-
sulting from a superposition of the voltages ue(t) applied
to the various segmented dc electrodes, as illustrated in
Fig. 1c). For transport, the applied voltages are changed
over time such that the center position of the harmonic
well is displaced adiabatically.

We calculate the time-varying voltages (hereafter re-
ferred to as waveforms) using optimal control. We con-

FIG. 1: a) Schematic drawing of the trap electrodes. b) Po-
tentials along the transport axis z due to a unit voltage on the
individual electrodes. c) Sample of three harmonic trapping
wells generated by superpositions of the electrodes.

struct a cost function that captures how accurately the
desired potential well is realized and add several regular-
ization terms reflecting the capabilities of our underlying
control electronics. Furthermore, we enforce constraints
on the absolute voltage and the slew rate. The wave-
forms are then obtained by minimizing the cost function
subject to these constraints.

In order to control the velocity, we first need to be
able to measure it. To do so, we measure the evolution
of the optical qubit encoded in the electronic states of
the ion. In an appropriately chosen rotating frame, the
Hamiltonian governing the evolution of the qubit is given
by

Ĥ(t) =
h̄

2
(−Ω(t)σ̂x + δ(t)σ̂z) (1)

where δ(t) and Ω(t) are the time-varying detuning and
Rabi frequency experienced by the ion as it moves
through the static laser beam. The detuning δ(t) is com-
posed of the laser detuning δL from resonance and an
additional Doppler shift. In the case of motion along the
z-axis and planar wavefronts, we have

δ(t) = δL −
∣∣~k
∣∣∣∣~v(t)

∣∣ cos(α) (2)

where ~k is the laser wavevector, ~v the velocity and α the

angle between ~k and ~v. By measuring the evolution of
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FIG. 2: Iterative learning control: The velocity converges
within a few iterations to the desired reference velocity.

the qubit over time for various laser detunings δL, we
can recover the time-dependent Hamiltonian Ĥ(t) and
consequently also the velocity of the ion4.

Finally, we control the velocity of the ion using itera-
tive learning control, which is a technique to optimize
feedforward control inputs driving repetitive processes
between different trials. We first generate a waveform
uei (t), use it to transport the ion and measure the result-
ing velocity vmeas

i (t). Based on the control inputs uei (t),
the measured velocity error emeas

i (t) = vref(t) − vmeas
i (t)

and our model of the system, we generate a new wave-
form uei+1(t) = uei (t)+∆uei (t) where ∆uei (t) is designed to
counteract the previously measured velocity error. These
steps are repeated until the velocity error converges to
within a set tolerance. Specifically, to calculate the small
adjustments ∆uei (t) to the control inputs uei (t), we again
optimize a cost function consisting of the predicted error
at the next iteration i+1 and various regularization terms
that ensure that the overall changes are small (which is
important for this procedure to be valid in the first place,
as we linearize the full nonlinear process model around
the expected trajectory to predict the changes).

III. RESULTS AND DISCUSSION

The velocity profiles measured at various stages of the
learning process are shown in Fig. 2. Here, we aimed
to keep the velocity constant over time. The procedure
quickly converged and reduced the velocity fluctuations
to within the measurement uncertainty of roughly ± 0.01
m/s indicated by the are shaded in grey (more elaborate
error estimates would be desirable, but are currently not
available). Once we can not confidently measure an er-

ror signal anymore, we terminate the procedure. It re-
liably reduced initial velocity fluctuations of around 0.1
m/s down to 0.01 m/s within a few iterations for vari-
ous test cases. The corrections that ILC applied to the
initial waveforms were of the order of a few tens of milli-
volts at most, which is tiny compared to the overall range
of roughly 10 Volts that the electrodes go through dur-
ing transport. This validates our approach of linearizing
around the original trajectory. It also shows that the
velocity is very sensitive with respect to the waveforms.
Without performing ILC, we would need an extremely
accurate model of our system in order to calculate the
required waveforms exactly. The main benefit of using
ILC is thus that we can use a reasonably accurate model
in conjunction with several trials in order to obtain opti-
mized waveforms verified on the actual system.

IV. CONCLUSIONS

We demonstrated the use of ILC to control the veloc-
ity of a single ion during transport. We reduced velocity
fluctuations from around 0.1 m/s down to 0.01 m/s corre-
sponding to the measurement uncertainty. This is useful
for the implementation of transport quantum logic gates,
which shift some of the technical burden from the opti-
cal to the electrical domain which has a proven scaling
track record. In a next step, it would be interesting to
see if we can also perform two-qubit transport gates, e.g.
a transport version of the Mølmer-Sørensen gate.

ILC appears to be well suited for optimizing non-trivial
time-varying feedforward control inputs used to drive
quantum mechanical systems, especially because the de-
structive nature of measurements in quantum mechanics
often prohibits the use of real-time feedback. Further
adapting ILC to the way measurements are obtained to
improve the efficiency would therefore seem worthwhile.
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Since the first experimental realisation and isolation of a graphite monolayer ten years ago through
mechanical exfoliation1, isolation of monolayers of various van der Waals crystals has been achieved.
Among these materials, transition metal dichalcogenides (TMDCs) is a class of materials including
optically active monolayer semiconductors with a bandgap lying in the visible part of the electro-
magnetic spectrum2. The large spin-orbit coupling make these materials interesting for spintronics,
while their large excitonic binding energy ensures that room temperature physics is dominated by
the excitons2. Moreover, TMDCs monolayers exhibit a broken inversion symetry leading to an
interesting band structure, thus opening the way to valley-tronics3.

I. INTRODUCTION

The transition metal dichalcogenides is a class of ele-
ments with the MX2 stoichiometry formed by an hexago-
nal plane of a transition metal element M placed between
two hexagonal planes of chalcogen atoms X, as depicted
in Fig. 12.

The bulk material consists of multiple layers TX2

bound by van der Waals interaction. This enables mi-
cromechanical cleavage (scotch tape method) of the crys-
tal for isolating monolayer crystal flakes and transferring
them onto any substrate4. Monolayer flakes can be dis-
tinguished from thicker flakes by mean of Raman spec-
troscopy, optical contrast measurement, photolumines-
cence analysis or atomic force microscopy2.

In monolayers TMDCs, the crystal structure breaks
the inversion symmetry leading to a band structure with
a direct bandgap not occuring at the center of the Bril-
louin zone. The bandstructure indeed consists of two
valleys at wavevector K and K ′ = −K, in which the
electrons carry opposite spins2. It was shown that it is
possible to selectively excite carriers in only one valley
by exciting with circularly polarized light, leading to the
so-called valley polarization5, as depicted in Fig. 2.

Optical properties of the TMDCs are strongly influ-
enced by the substrate on which the monolayer is lying6.
A way to circumvent this problem is to study suspended
monolayers, which constitutes an excellent realization of
the infinite boundary two dimensional quantum well. An-
other option consists in transfering the TMDC flake via

FIG. 1: Crystalline structure of a TMDC monolayer formed
by a transition metal M atom plane between two planes of
chalcogen atoms X.

FIG. 2: Optical valley selection rules and schematic band-
structure of TMDCs.

wet or dry transfer techniques to another atomically thin
layer of a different van der Waals crystal, thus ensuring
a very smooth substrate for the flake and leading to in-
teresting van der Waals heterostructures7.

II. PHOTONICS OF MOLYBDENUM
DISULFIDE

Molybdenum disulfide MoS2 is one of the optically
active TMDC materials and exhibits a photolumines-
cence dominated by the lowest energy neutral exciton (A-
exciton) contribution up to room temperature. However,
its quantum yield is low, of the order of 10−6 at room
temperature when placed on silicon dioxide. Hexagonal
boron nitride (h-BN), which was seen to significantly im-
prove the electrical caracteristics of graphene8, has been
reported to improve the photoluminescence of monolay-
ers TMDCs5 and this can be seen in Fig. 3, where a sig-
nificant increase in integrated photoluminescence is seen
on the area where MoS2 lies on h-BN.

Using a polarization resolved confocal microscope, the
valley properties of monolayer MoS2 have been verified at
a temperature of 4 K, as shown in Fig. 4 (left). The large
feature at 1.8 eV stems from unpolarized defects-related
luminescence,while the peak truncated at 1.93 eV is the
A-exciton excited with a σ+ polarized HeNe laser5. The
polarization contrast, defined as5

ρ =
I(σ+) − I(σ−)

I(σ+) + I(σ−)
, (1)

is represented in Fig. 4 (right). The valley polarization
peaks at a 60%, a slightly lower value than those reported
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FIG. 3: Optical image (left) and micro-photoluminescence
mapping (right) of a monolayer MoS2 flake on an h-BN flake.
Both images have the same scale.

FIG. 4: Photoluminescence spectrum of a MoS2 monolayer on
a h-BN substrate at a temperature of 4 K with a circularly
polarized HeNe excitation (left). The valley contrast peaks at
60% for the A-exciton.

in the litterature for MoS2 on h-BN5.

III. OUTLOOK

In order to improve the photoluminescence of MoS2

and to glean a better understanding of the carrier re-
combination dynamics in this material, a study of gated
samples can bring fruitful informations: it is possible to
access the charged excitons states by tuning the Fermi
energy with the help of an out-of-plane electric field9.
The graphene community demonstrated that h-BN en-
capsulated samples exhibit high mobility10. Encapsula-
tion of MoS2 might also be interesting for optics, as the
h-BN on both sides should protect the MoS2 flake and
allow for a better environment stability. Investigation of
substrate-free MoS2 suspended monolayers should also
be considered, as it allows to probe the inherent recom-
bination mechanisms and obviously opens a way toward
optomechanics.
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Coherent strain–mediated coupling of a single spin to a mechanical resonator
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The nitrogen–vacancy (NV) center, a lattice defect in diamond, offers a highly coherent and
optically addressable electronic spin system, which make it particularly amenable to applications
in spin–based quantum sensing and quantum information processing. Besides the conventional
manipulation of the NV center’s spin using external time–varying magnetic fields’ major progress
on coherently control these quantum systems with crystal strain was achieved in the last years. Here,
we present results on a hybrid spin–oscillator device, in which the coupling between the motion of
a diamond mechanical oscillator and single embedded NV centers is mediated by intrinsic crystal
strain. Employing mechanical driving and microwave field manipulation we observe a dependance
of the NV center’s ground state’s evolution on the phase of the driving fields. This enables the
realization of a cyclic three–level system, on which all three transitions can be coherently addressed.

I. INTRODUCTION

Hybrid quantum–mechanical systems have attracted
ever–increasing attention during the last years, since
these devices are outstanding candidates for applica-
tions in quantum information processing1 and quantum–
assisted nanoscale sensing2. In this context the spin–
dynamics in hybrid spin–oscillator devices consisting of
nitrogen–vacancy (NV) center spins coupled to the de-
grees of freedom of diamond nanomechanical resonators
led to significant interest3. Here, the NV center offers a
variety of particular optical and electronic spin features,
that renders it an attractive quantum system.

II. EXPERIMENTAL SYSTEM

The negatively charged NV center in diamond is a
solid-state, atom–like impurity. It comprises a nitro-
gen atom, which substitutes for a carbon atom in the
diamond crystal lattice, and an adjacent lattice vacancy
(Fig. 1a). The NV’s electronic ground state on which
our experiments focus consists of a spin triplet (S = 1).
The basis states of the three spin levels correspond to
the eigenstates |ms〉 of the spin operator Sz along the
NV’s symmetry axis, i. e. {|−1〉 , |0〉 , |+1〉}. The |±1〉
states are shifted from the |0〉 state by a zero–field split-
ting of 2.87 GHz induced by spin–spin interactions4. An
external magnetic field applied along the NV axis leads
to a Zeeman splitting of the |±1〉 levels and therefore
lifts their degeneracy. Moreover, hyperfine interactions
between the NV’s electronic spin and the nuclear spin of
the 14N (I = 1) split the |±1〉 spin levels into three sub-
levels each, corresponding to mI = −1, 0,+1 (Fig. 1c).

In general, studies on NV centers are based on conve-
nient optical methods to initiate and read–out the NV
spin. Each spin level of the NV’s ground state triplet
is linked to an excited state sublevel via a spin preserv-
ing optical transition (Fig. 1b). Moreover, the excited
|±1〉 states have a non–zero probability to decay non–
radiatively into metastable singlet states, which lie ener-
getically between the ground and excited states. These
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FIG. 1: NV center and experimental setup. a Atomic
structure of the NV defect in the diamond lattice with sym-
metry axis defined by the nitrogen and vacancy sites5. b
Diagram of the electronic energy level structure with ground
state triplet split by the zero–field splitting, excited states
and metastable singlet states. Spin polarization and read–
out is achieved by optical excitation at 532 nm (green) and
fluorescence detection (red). Decay via the metastable states
is non–radiative (red dashes). Resonant MW excitation al-
lows for ground state spin manipulation (blue arrow)5. c
Optically detected ESR of the NV’s |±1〉 hyperfine sublevels
(green) for a finite magnetic field applied along the NV axis
with fit (black). d Single NV spins (red) are embedded in a
diamond cantilever resonantly actuated at frequency ωm via
a piezo–element. The NV spin is initialized and read out by
green laser light and manipulated by MW magnetic fields with
frequencies ωMW generated by a nearby antenna3.

metastable states selectively decay into the |0〉 ground
state at a rate much smaller than the excited state ra-
diative decay rate. Thus, initialization or polarization of
the NV’s spin into the |0〉 ground state can be realized
by continuous optical excitation with green laser light. In
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FIG. 2: Closed–contour interaction. a Three–level sys-
tem and closed–contour interaction of a single NV spin with
transition and Rabi frequencies ω and Ω, respectively. The
global phase of the three driving fields is denoted by Φ. b
The spin dynamics of the system offers a phase–dependent
damping of the Rabi oscillations.

addition, and as a result of the same decay dynamics, the
decay into the metastable singlets yields less fluorescence
of the |±1〉 levels compared to the |0〉 state. This mecha-
nism therefore allows for efficient detection and read–out
of the NV’s spin state via the fluorescence contrast.

Together, these two properties enable the performance
of optically detected electron spin resonance (ESR),
where microwave (MW) magnetic fields drive transitions
from |0〉 → |±1〉 and thereby populate less fluorescent
states yielding an observable ESR contrast (Fig. 1c).
Such MW fields can be also used to drive the spin–
transitions coherently and prepare the NV in arbitrary
coherent superpositions of spin states.

Besides their coupling to an external magnetic field,
the NV spin states respond sensitively to strain in the
diamond host lattice6. In particular, strain applied per-
pendicular to the NV axis mixes the |±1〉 states and
leads to direct coupling between them. On that account,
near–resonant, time–varying strain, e. g. evoked by pe-
riodic oscillations of a mechanical resonator, can coher-
ently drive the |−1〉 ↔ |+1〉 transition for a fixed nuclear
spin sublevel3. This ∆ms = 2 transition is magneti-
cally dipole–forbidden and therefore difficult to access
with MW fields. Furthermore, crystal strain fields are
intrinsic to the system, so this mechanism is immune to
drifts in the coupling strength and does not generate spu-
rious electromagnetic stray fields.

To combine the discussed aspects we use our hybrid
spin–oscillator system comprising electronic spins in in-
dividual NV centers embedded in a single–crystalline
diamond mechanical cantilever with dimensions in the
micron–scale (Fig. 1d). The cantilever, whose funda-
mental flexural mode typically lies within the 10 MHz

regime, is resonantly actuated by means of a piezoelec-
tric transducer. This motion induces a strain coupling
to the embedded NV center spins. We use optical exci-
tation with green laser light and fluorescence detection
to initialize and read out the NV spin with a home–built
confocal optical microscope. A nearby antenna generates
a MW magnetic field, which is employed to manipulate
the NV spin state.

III. RESULTS

The unique combination of the NV spin structure and
its coherent coupling to strain allows for a study of a
three–level system7, on which all three spin transitions
can be coherently addressed – a situation which is usually
not encountered in quantum optics or spin systems and
whose dynamics remains unexplored. In particular, we
investigate the spin dynamics of the NV center’s ground
state under the influence of three driving fields – two MW
and one strain field resonant with the three possible spin
transitions in the system. By addressing these transi-
tions coherently we realize a ”closed–contour interaction
scheme” (Fig. 2a). This system can be understood in
complete analogy to a model of an electron hopping on a
ring consisting of three lattice sites yielding as new eigen-
states linear combinations of the NV’s ground state spin
triplet (corresponding to electronic orbits on the ring).
Initializing the system in |0〉 we measure the final pop-
ulation in the same state after the system evolves for a
veriable amount of time.

First results of this experiment clearly demonstrate,
that the spin dynamics of the cyclic system strongly de-
pend on the driving fields phases (Fig. 2b). Therefore
our findings present an interesting situation, where the
NV center might serve as an atomic interferometer to ex-
actly determine the phase of our mechanical resonator.

IV. OUTLOOK

The implemented three–level system comprising a sin-
gle, highly coherent spin forms a resource for the study
of unconventional spin dynamics. The phase–dependent
time evolution of the closed–contour scheme enables the
preparation of long–living, highly–coherent spin eigen-
states within our spin–oscillator device. Thereby our re-
sults emphasize the attractiveness of our hybrid system
as a platform for future sensing devices and applications
in the quantum regime.
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Cold and controlled molecules have a great potential for new experiments in the realm of quan-
tum technologies. For that purpose, in our laboratory, a new type of Zeeman decelerator for slowing
atoms and molecules possessing magnetic dipole moments in so-called low-field-seeking states (LFS)
is being developed. The decelerator produces a traveling magnetic trap with tunable longitudinal
velocity and transverse orientation. Atoms and molecules are trapped around a node of a prop-
agating trap provided that the initial velocity of the trap matches the velocity of the supersonic
molecular beam package. In addition, three-dimensional confinement is achieved independently from
the longitudinal motion of the trap. The decelerated molecules exhibit an exquisite quantum-state
purity and can be trapped for subsequent experiments.

I. INTRODUCTION

In recent years, significant efforts have been invested to
develop methods for the production of samples of atoms
and molecules at cold (< 1K) and ultra-cold tempera-
tures (< 1mK). Due to the lack of closed cycling tran-
sitions suitable for laser cooling of molecules, different
methods have been developed to cool molecules based
on the interactions with electric, magnetic and radiation
fields. Two methods have been proven to be especially ef-
fective in achieving cold samples of atoms and molecules
starting from a supersonic beam, namely Stark decel-
eration and Zeeman deceleration1. The developments
in achieving samples of molecules at very low temper-
atures have been motivated by the prospect of study-
ing atomic collisions and chemical reaction with control-
lable collision energies, performing high resolution spec-
troscopy and precision measurements for fundamental
physics, quantum information processing and quantum
simulation2.

The Zeeman deceleration method relies on the state-
dependent interaction of neutral paramagnetic atoms or
molecules with a time-dependent inhomogeneous mag-
netic field. For this reason the Zeeman deceleration tech-
nique is especially effective for open-shell systems such as
molecular radicals or metastable atoms and molecules.

II. TRAVELING WAVE MAGNETIC TRAP

The decelerator under construction in our laboratory
is based on a helical wire geometry as an extension of
the setup of Trimeche et al3. It produces a traveling
wave of magnetic field with tunable longitudinal veloc-
ity. Atoms and molecules possessing magnetic dipole
moment in so-called low-field-seeking (LFS) states are
trapped around the node of the propagating magnetic
wave provided that the initial longitudinal velocity of the
traveling trap matches the velocity of the molecular beam
package. In addition, three-dimensional confinement is
achieved by rotating the trap transversely. The time-
varying inhomogeneous magnetic fields are produced by
coils in a helical wire geometry, as shown in figure 1.They

FIG. 1: Helical wire geometry consists of 16 wires of right-
handed orientation and 16 wires of left-handed orientation.

consist of 16 wires of right-handed orientation which pro-

duces static magnetic field BRight
i (i = 0, ..., 15) and 16

wires of left-hand orientation which produces static mag-

netic field BLeft
i (i = 0, ..., 15) for an applied constant

current through the wires. By introducing explicit time
dependence of the current, one readily obtains a mov-
ing 1D trap along beam direction as show in fig 2. The
requirement of a sinusoidal time dependence of the cur-
rent involves two independently controllable parameters
φz and φθ, such that the total magnetic field produced
by the helix geometry at a given time reads:

B(x,y, z, t)
Right
total =

15∑

i=0

cos(iπ/8+φz(t)+φθ(t))B(x,y, z)
Right
i

,

B(x,y, z, t)
Left
total =

15∑

i=0

cos(iπ/8+φz(t)−φθ(t))B(x,y, z)
Left
i

.
Initially, the longitudinal velocity of the moving trap

matches the beam velocity. The longitudinal velocity
of the trap is then linearly reduced, corresponding to a
constant deceleration of the magnetic trap in the lab-
oratory frame, such that molecules that are initially
trapped in the traveling trap will be decelerated. In
conventional Zeeman decelerators the transverse focus-
ing force is usually small and thus transverse motion of
molecules significantly reduces phase-space acceptance of
the decelerator4. Our traveling trap has good confine-
ment over all transverse directions as shown in figure 3
and figure 4, while having the longitudinal and transverse
motion of molecules inside the trap decoupled from each
other.
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FIG. 2: Magnetic field profile for different values of time de-
pendent parameter φz. Minimum of the magnetic field prop-
agates in positive z direction with increasing parameter φz.

FIG. 3: Magnetic field strength profiles for φθ = 0

Moreover using a non-cylindrical symmetry allows
us to produce a local minimum of the magnetic field
strength on the molecular beam axis with a tunable non-
zero offset field, thereby efficiently preventing Majorana
(spin flip) transitions in the moving trap.

III. DRIVING ELECTRONICS

Traveling wave Zeeman deceleration of paramagnetic
atoms and molecules requires time-dependent gradients
in magnetic fields on the order of one Tesla over distances

of a few millimeters. For this purpose, a high-power ar-
bitrary waveform current generator was developed at the
laboratoire Aime Cotton in Orsay, France. The genera-
tor produces bipolar currents of more than 300 A ampli-
tude, with frequencies ranging from DC to 40 kHz. The

FIG. 4: Time-averaged transverse magnetic potential experi-
enced by OH molecules

generator is based on a full H-bridge with parallelized
IGBT switches controlled by microchips to deliver arbi-
trary waveform bipolar currents.

IV. OUTLOOK

OH radicals in X2Π3/2 state will be the first candidate
molecule suitable for Zeeman deceleration in our experi-
ment and we already have developed methods of produc-
tion of OH molecular beam source in a specific quantum
state, with characterized beam parameters. Our goal is
to produce molecular beams with high particle density
at any desired longitudinal velocity below initial velocity
of the beam for scattering, spectroscopic and coherent
experiments. In future, many molecular species could be
addressed with a Zeeman decelerator, such as H2 in c3Πu

state, O2, NO, NH, CrH and so on. Based on the real
trap nature of the decelerator, and effective suppressing
of the Majorana transitions, this Zeeman decelerator will
avoid losses of molecules at all velocities and will be ide-
ally suited for coupling with a static trap.
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haecke, and G. Meijer, Manipulation and control of molec-
ular beams, Chemical Reviews 112, 4828 (2012).
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Trapped ions are a promising system for realizing quantum computation. For cooling and control-
ling ions, high intensity laser fields are required. In this work we present a scheme to reduce optical
aberrations to create a diffraction limited spot and increase the laser intensity. Optical aberrations
are encoded in the phase of a laser beam ans usually measured with a wave front sensor. In this
study we use the trapped ion to get an estimate of the phase.

I. INTRODUCTION

A major current goal in the control of experimen-
tal quantum systems is quantum information processing.
Atomic ions trapped in radio frequency traps are a lead-
ing candidate for realizing a quantum information proces-
sor. There have been several experiments in which the
required components for quantum conputation where re-
alized both in single devices1 and at high fidelity2. Laser
cooling is one prerequisite for a quantum information pro-
cessor based on trapped ions. The traditional scheme for
cooling and controlling 40Ca+ relies on the dipole transi-
tion 42S1/2−42P1/2 at a wavelength of 397 nm in combi-

nation with repumping the metastable 32D3/2-state back

to 42P1/2 (see FIG. 1). The qubit is encoded in the two

states 42S1/2 and 32D5/2 connected by a laser at 729 nm

and readout is realized by driving the 42S1/2 − 42P1/2

transition checking if the ion is bright |0〉 or dark |1〉.
The fact that cooling and detection is at roughly the
same frequency, limits the sensitivity of fluorescence de-
tection and qubit state readout. One can get around
this by using only IR- and red lasers to cool and con-
trol the ion. This has been done for 40Ca+3,4. One key
component that needs to be implemented is doppler cool-
ing on the narrow and weak dipole forbidden transition
S −D which requires very high intensity. In the follow-
ing we will present a scheme to increase the intensity of
729 nm laser at the ion’s position that is based on adap-
tive optics wave front correction using the ion its self at

24P3/2

24P1/2

23D5/2

23D3/2

24S1/2

393.366 nm
7.4 ns

396.847 nm
7.4 ns

729.147 nm
1.161 s

854.209 nm
101 ns

866.214 nm
107 ns

FIG. 1: Energy levels of 40Ca+ with important laser transi-
tions and lifetimes.

FIG. 2: Detected fluorescence as function of laser position.

wave front sensor. This will make Doppler cooling on the
42S1/2 − 32D5/2 more efficient.

II. EXPERIMENTAL SET-UP

The ion trap that we are using in this study is a home-
made ion trap based on photonic crystal fibre (PCF)
technologies5. It is driven by a RF voltage of 70V and
a frequency of 2π × 40MHz providing a potential with a
depth of 100meV. The trap is located inside a vacuum
chamber providing ultra high vacuum. The 729 nm laser
can be scanned over the ion through a piezo controlled
mirror. While detecting fluorescence this allows us to
image the 729 nm beam directly at the ion’s position,
see FIG. 2. The obtained intensity profile indicates opti-
cal aberrations. These aberrations emerge in a spatially
non-uniform phase. The traditional scheme for correct-
ing aberrations would be to use a wave front sensor that
directly returns the phase of teh laser beam and a wave
front modulator (phase only spatial light modulator) to
correct the present aberrations. In our study we want to
use the 2D-scans to estimate the aberrations and a de-
formable mirror8 outside the vacuum chamber to correct
them. The wave front we reconstruct from the intensity
profile using a phase retrieval algorithm.
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FIG. 3: Diagrammatic Gerchberg-Saxton phase retrieval al-
gorithm cycle. FFT denotes the Fast Fourier transform.

a.) b.)

FIG. 4: Experimental test of aberration correction scheme
in a simple test set-up consisting of a He-Ne-laser, a tilted
lens to introduce astigmatism, the deformable mirror and a
CCD-camera to image the beam. a.) before and b.) after
correcting the estimated wave front.

III. PHASE RECONSTRUCTION FROM
INTENSITY DATA

The problem of reconstructing the full complex am-
plitude from given intensity data has struggled scientists
from astronomy over optical microscopy to high power
laser applications. The tremendous effort that has been
invested in this fields has brought out a whole collection
of phase retrieval algorithms6. In this study we use the
Gerchberg-Saxton phase retrieval algorithm that takes
as inputs the intensity profile showing aberrations and in
addition as a second constraint the intensity profile of a
ideal Gaussian, see Fig. 3. The resulting phase represents
the aberrations present in the intensity data I(x, y). As
a prove of principle we have applied the algorithm and
the adaptive optics set-up to a simple test experiment,
see Fig. 4. We where able to fully correct the designed
astigmatism and decrease the spot size significantly.

IV. FUTURE APPLICATION

The presented algorithm in combination with the de-
formable mirror can not only be used to correct optical
aberrations but also for designing and shaping a laser
beam7. For trapped ion quantum information experi-
ments this could be of interest to realize single ion ad-
dressing.
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Here we propose a scheme to measure the spatial distribution of noise in semiconductor het-
erostructures. Spectra of charge and spin noise can be obtained by measuring the resonance fluo-
rescence of a self-assembled InGaAs quantum dot. By measuring two independent dots at the same
time, a correlation in the noise spectra can be obtained. Especially charge noise is expected to be
correlated for different quantum dots due to the long range Coulomb interaction.

I. INTRODUCTION

Quantum dots in semiconductor heterostructures are
promising candidates for spin qubits as well as high qual-
ity single photon sources1,2. However, the semiconductor
environment inevitably induces noise, thus reducing the
coherence of the qubit. Spin dephasing can be caused
by a fluctuating Overhauser field3,4, and also by charge
noise which leads to spin dephasing via the spin-orbit
interaction. While spin dephasing due to a fluctuating
Overhauser field can be suppressed for hole spin qubits,
charge noise remains an issue due to the strong g-factor
dependence on the electric field5,6. For the goal of cre-
ating entanglement between quantum dots or quantum
repeater networks, dephasing should be as small as possi-
ble. Understanding its origin and finding ways to reduce
the noise are crucial.

A self-assembled InGaAs quantum dot in GaAs can
serve as a qubit but also provides a very sensitive sensor
for the noise of its own environment. It has been shown
that charge and spin noise can be distinguished7. In these
experiments noise spectra of both components have been
derived from noise in resonance fluorescence of the self-
assembled quantum dot. Part of the charge noise can be
assigned to fluctuating charge traps close to the quantum
dots8. However, the origin of an 1/f-component in the
noise spectrum is still unknown.

Measuring noise of two quantum dots at the same time
can give an insight into the spatial distribution of noise.
Spin noise is expected to be local as it is mediated by the
short range contact hyperfine interaction. In contrast
charge noise may be spatially correlated due to the long
range Coulomb interaction.

II. EXPERIMENT

In order to observe two independent quantum dots
in close proximity of one another at the same time a
four-port dark field microscope has been built. The
self-assembled InGaAs quantum dots are embedded in
a GaAs n-i-Schottky structure. In such a structure dif-
ferent quantum dot charge states can be initialized by
applying a voltage between top- and backgate, as illus-

FIG. 1: A schematic heterostructure for charge tuning of
quantum dots. A bias voltage between top- and backgate
leads to charging of quantum dots with electrons from the
backgate as well as a Stark shift of the corresponding emis-
sion lines.

trated in Fig. 1. Quantum dots can be tuned into res-
onance with a laser line by using the Stark shift of the
quantum dot energy levels when a bias voltage is ap-
plied. Fluctuations in resonance fluorescence intensity of
self-assembled quantum dots can be used to reconstruct
the noise spectra for charge and spin noise in the envi-
ronment of the observed emitter7. For measuring res-
onance fluorescence the laser background is suppressed
with a cross polarization technique9. Charge noise leads
to a Stark shift in the quantum dot emission line whereas
spin noise, fluctuations in the magnetic Overhauser field,
leads to a varying Zeeman splitting. The difference in
how the two types of noise affect the resonance fluores-
cence makes it possible to distinguish them and derive
independent noise spectra for both7.

The intention of our experiment is to measure a spatial
distribution of charge and spin noise by investigating the
correlation of the noise spectra of quantum dots at vary-
ing distances. Therefore two darkfield microscopes are
combined. A 4f-setup inside the cryostat in combination
with a tip-tilt mirror enables changing the x-y-position of
the focus of one microscope while the other microscope
is kept at a fixed position. This way one microscope can
be focused at a certain quantum dot whereas the second
microscope is focused at a different emitter. This setup
makes it possible to probe the semiconductor environ-
ment at different spatial positions at the same time.
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FIG. 2: Photoluminescence of two quantum dots (QDA,
QDB) as function of the applied bias voltage. The distance
between both dots is 500nm.

III. RESULTS

Photoluminescence is measured as function of the xy-
position on the sample and two quantum dots with
promising properties for noise correlation measurements
are selected. Fig. 2 shows the photoluminescence for a
pair of two spatially close quantum dots. The distance

in the x-y-plane between the dots is 500nm such that a
single charge event close to one of the dots may be seen
in the resonance fluorescence signal of both dots. Photo-
luminescence is measured as function of the applied gate
voltage. Both quantum dots show a very similar charg-
ing behaviour making it possible to measure resonance
fluorescence of the same charge state of both dots at the
same time. Resonance fluorescence measurements show
a linewidth of 1.6µeV for quantum dot A.

IV. OUTLOOK

For both quantum dots shown in Fig. 2 the correlation
of their noise spectra will be determined by simultaneous
resonance fluorescence. Quantum dot pairs with different
distances can be used for determination of a correlation
length for different types of noise in the semiconductor
device. Especially the spatial distribution of 1/f-noise
will be investigated and might give a hint to its actual
physical origin. The used combination of two dark-field
microscopes could furthermore be used for other exper-
iments where two positions on one device are intended
to be considered at the same time. Possible applications
could be photonic crystal waveguide structures as well as
entanglement schemes.
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We study the coupling of levitated nanoparticles in vacuum to the evanescent light field of a
waveguiding structure. Our aim is to couple the center-of-mass motions of two particles over long
distances via the waveguide. First, we try to optimize the particle-waveguide coupling by minimizing
the distance between a single, optically tweezed nanoparticle and the waveguide. The optical trap
for the nanoparticle is formed by retro-reflecting a strongly focused light beam from the planar
waveguide surface, thereby forming a 1D optical standing wave. Measurements of the particle
center-of-mass oscillation frequencies, which depend on the particle’s position in the 1D standing
wave, are used to deduce the particle-waveguide distance.

I. INTRODUCTION

Spatially separated synchronized oscillators have inter-
ested scientists for a long time as they have high relevance
in chemical, biological, physical and even social systems.
Coupled oscillators can also be used at the nanoscale for
the information sciences1. Controlling the coupling be-
tween two oscillators is a prerequisite for any application
of such a system in information science.

Optically levitated nanoparticles in vacuum are well
suited to study quantum optomechanics because, con-
trary to micro-fabricated devices, the system is mostly
decoupled from the environment. Without clamping
losses, only the remaining random forces due to collisions
with air molecules and recoil heating from scattered pho-
tons disturb the particle dynamics. Because these ran-
dom forces are weak, we can get oscillators with large
quality factors (Q > 108). Q characterizes the damp-
ing of the system and is defined by Q = Ωm

γm
with Ωm

the mechanical center-of-mass frequency of the oscillator
and γm the damping2. A large Q means that the system
is under-damped. Experiments addressing atoms require
very low pressures (≈ 10−10 mbar) to avoid the atom
being ejected from the trap by residual air molecules
because their mass is much smaller than the mass of a
nanoparticle. On contrast,a nanoparticle is more massive
and is thus stably trapped over a broad range of pressures
and experiences over 109 photon scattering events each
second.

FIG. 1: Schematic of the two laser trapped particles con-
nected through the waveguided field. The first particle influ-
ences the guided field. The perturbed guided mode interacts
then with the second trapped particle, also coupled to the
waveguiding structure.

A waveguiding or photonic crystal structure in the
vicinity of levitated nanoparticles can be used to cou-
ple an oscillator to the electromagnetic field propagating
in the waveguiding structure. This coupling is mediated
by the evanescent field leaking out of the structure. With
this coupling, optical trapping, transport, and manipu-
lation of the nanoparticle can be done without external
trapping lasers3. As recently demonstrated with trapped
atoms4, large light-matter coupling enabled by a confined
field will create interesting prospects for integrated nano-
optical circuits.

Our main objective is to couple the center-of-mass mo-
tion of two levitated nanoparticles through a light field
that is optomechanically coupled to both oscillators and
confined by a waveguiding structure (see Fig. 1).

II. EXPERIMENT : TRAPPING CLOSE TO A
SURFACE

Dielectric particles can be trapped through the gra-
dient force of a focused laser beam (λ=1064nm), which
pushes the particle towards regions of higher intensity5,6.
For sub-wavelength dielectric particles, the scattering
force can be neglected and we can define a potential
U = − α′

ε0c
I(r), where I(r) is a Gaussian intensity dis-

tribution, α′ the real part of the particle’s polarisability,
ε0 the permittivity of vacuum and c the speed of light.

The particle scatters photons from the trapping laser
impinging on it. A back-scattered light detection system
was implemented for the particle motion detection. A
schematic of the experimental setup is shown in Fig. 2.
An interference measurement of the oscillator’s motion is
performed using the back-scattered light from the parti-
cle. The experiment is performed in a vacuum chamber
under low pressures (down to 10−8 mbar). Thereby we
enter the underdamped regime which allows the particle
to oscillate with a mechanical Q-factor of up to 1010. The
motion of the nanoparticle is detected along all three spa-
tial axes, and its oscillation frequencies are then deduced
by applying a Fourier transform to the measured time
dependent particle positions, as shown in Fig. 3(a,b).

The introduction of a dielectric surface close to the
trapped nanoparticle modifies the trapping potential by
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FIG. 2: Schematic of the setup, with the forward and back-
scattered detection and a piezostage in the vacuum chamber
to control the waveguiding structure position relative to the
trapped particle.
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FIG. 3: (a) Measured position of a silica particle (diameter =
136nm) as a function of time, trapped with a Gaussian beam
of power 100mW focused to a waist = λ/2, at a pressure
of 1.5mbar.b) Fourier transform of (a) from which we can
deduce the oscillation frequencies of the particle, along the
three axes x, y and z. (c) Simulation of the distortion of the
trapping field due to reflection of the trapping laser light onto
the surface of the waveguide, for several distances surface-
focus (4µm, 0µm and without surface), just considering the
gradient force and offsetting the potentials for more clarity.
The surface of the waveguide has a reflectivity of 33% for
silicon nitride.

creating a standing wave from the reflection from the
surface, as simulated in Fig. 3(c). The proximity of the

surface also introduces near-field forces, such as van der
Waals forces, which might then displace the equilibrium
position of the nanoparticle. The comparable strength of
optical and van der Waals forces near the surface presents
a challenge as the particle must be loser than ≈ 100nm
(evanescent field decay length) from the waveguide for
efficient coupling.

III. EXPERIMENT : COUPLING THE
PARTICLE MOTION TO THE WAVEGUIDING

STRUCTURE

Once the particle is stably trapped close to the wave-
guiding structure, it can interact with the confined elec-
tromagnetic field. Based on a simple cavity optome-
chanical model7, the presence of the nanoparticle in the
evanescent field of the waveguiding structure induces a
phase shift in the propagating field, by locally changing
the effective refractive index of the mode. Using opti-
cal interferometry, we measure the phase shift due to the
particle’s motion. We estimate a phase shift around one
degree which would require a highly stable interferome-
ter. Therefore, we will implement an intrinsically stable,
on-chip Mach-Zehnder interferometer8 with the particle
trapped close to only one arm.

IV. CONCLUSION

We presented how we try to couple the motion of a
levitated nanoparticle to the electromagnetic field con-
fined by a waveguiding structure. The proximity of the
trapped particle to the waveguide would allow a coupling
to the evanescent field. A phase shift of the confined field
would result from this coupling, detected by an on-chip
Mach-Zehnder interferometer. This light-matter cou-
pling would then provide the first step towards the syn-
chronization of two trapped particles through the waveg-
uided field.
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