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Knowledge Security at Stake
A free, open, and international research and education environment  
is essential to scientific progress. At the same time, geopolitical  
tensions pose new challenges to the science, technology, and innova-
tion sector. In many Western countries, approaches to knowledge 
security are being developed to protect core scientific values and 
preserve national interests.

By Leo Eigner

Research-performing organizations, such 
as universities and private companies, are at 
the forefront of scientific and technological 
breakthroughs and are therefore the ful-
crum of geopolitical competition. The 
global science, technology, and innovation 
(STI) sector relies on international mobil-
ity and cooperation, which has benefited 
scientific and economic actors around the 
world. In the last decade, however, evidence 
has come to light that authoritarian gov-
ernments, in China, Russia, Iran, and else-
where, are exploiting the openness of the 
STI sector to modernize their militaries, 
strengthen their governance and surveil-
lance systems, and spread propaganda 
abroad. As it is scientifically, economically, 
and politically desirable to continue coop-
eration with these countries, stakeholders 
in the US, the UK, the EU, Japan, Austra-
lia, and other Western countries are trying 
to balance openness with security. These 
wide-ranging policies are generally referred 
to as “knowledge security.”

Knowledge security is a broad, ill-defined 
concept. Certain stakeholders, particularly 
scientists, dispute whether knowledge can 
or even should be “secured.” Generally 
speaking, knowledge security refers to the 
prevention of the unwanted transfer of 
sensitive information, know-how, and 
technology, the mitigation of foreign inter-
ference in higher education and research, 
and the reduction of dependencies that 

could endanger national security and com-
petitiveness. Ethical concerns are also im-
portant aspects. The aim of knowledge se-
curity is to protect core scientific values, 
ensure that international cooperation re-
mains ethical and safe, and safeguard na-
tional interests and values. Although the 
concept of knowledge security is new, the 
practice is not. Export control of dual-use 
goods that seek to prevent the research and 
development of nuclear, biological, and 

chemical weapons can be traced back to the 
Second World War. Knowledge security – 
also sometimes referred to as research secu-
rity – is a broader concept that addresses a 
wider palette of risks.

Knowledge security risks arise from the 
highly internationalized STI sector and 
occur along the entire value chain – from 
basic research to the manufacture of com-
mercial goods. Economic security and 

Students protesting against threats to academic freedom in Budapest, Hungary, 21 June 2020. 
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knowledge security are thus closely inter-
related. Responsibility for knowledge secu-
rity is spread across multiple actors and af-
fects many policy areas, such as education, 
civil security, intelligence, immigration, 
foreign investment, and privacy. Knowl-
edge security is, therefore, a joint challenge. 
Universities and companies are responsible 
for protecting core scientific values, enforc-
ing export control compliance, and imple-
menting knowledge security measures. 
Meanwhile, protecting national security 
and competitiveness is a core duty of the 
state. Governments play a key role in miti-
gating risks by sharing information, pro-
viding resources, coordinating policies, and 
supporting research-performing organiza-
tions. A piecemeal or incomplete response 
poses severe risks. Over time, it could erode 
scientific and economic competitiveness, 
increase security threats, and weaken core 
scientific and democratic values. A well-
coordinated, strategic response at the intra- 
and international level is thus needed to 
address these challenges.

Paradigm Lost
Science is considered a universal language 
and flourishes in free environments. Aca-
demic mobility, international cooperation, 
and open access to research publications, 
methodologies, and data are essential to 

scientific discovery. Following the end of 
the Cold War, Western governments, com-
panies, and universities rushed to interna-
tionalize their STI sectors. Governments 
in particular promoted the idea that 
“change through exchange” would lead de-
veloping countries to adopt the “Western 
model” of liberal democracy, a free market 
economy, and a permissive society. Scien-
tific actors were thus encouraged but also 
self-motivated to forge institutional links 
with foreign partners, launch mobility 
schemes, and grant open access to research 
material. These policies have become so 
deeply embedded in the STI sector that 
they are held as core values by many scien-
tific actors.

Over the years, this internationality and 
openness exposed the Western STI sector 
to numerous risks. Knowledge transfer in 
sensitive areas, like aerospace or artificial 
intelligence, occurs routinely when foreign 

students return to their home country. It is 
also a common challenge for universities or 
companies collaborating with a foreign 
partner or client whose independence is 
not guaranteed or who willingly cooperates 
with their country’s government. This be-
comes critical when the knowledge or 
technology in question is used to advance 
military or surveillance technologies. 
Where sensitive information is better pro-
tected, state or state-affiliated actors have 
engaged in academic and industrial espio-
nage, cyberattacks, and intellectual proper-
ty theft. The openness of the Western STI 
sector has increased the risks of foreign in-
terference, such as the surveillance of re-
searchers and students on foreign soil or 
the leveraging of dependencies to shape 
perceptions by suppressing certain topics 
and spreading propaganda. Researchers 
also face risks to their own privacy, reputa-
tion, and research when collaborating with 
foreign partners or conducting research 
abroad. 

These infringements are not incidental but 
part of larger, long-term strategies. The 
Chinese government, for example, views 
science as serving the aim of “national reju-
venation” and has made STI a top political 
priority. China’s strategy follows the prin-
ciple of ganchao, meaning to “catch up and 

surpass” rivals, and aims to indi-
genize innovation, reduce de-
pendencies, and become the 
preeminent scientific, techno-
logical, and military power by 
2049. To achieve this, the gov-
ernment seeks to: acquire for-
eign knowledge, technology, 

talent, and capital; promote and protect 
Chinese assets; and influence global norms 
for emerging technologies, scientific prac-
tices, and governance structures. It accom-
plishes this through a variety of legal, para-
legal, and illegal tactics that inhabit a gray 
zone that is difficult for Western actors to 
challenge without appearing paranoid or 
xenophobic. In addition, new laws, like the 
Data Security Law, enable the Chinese 
government to use and modify data gath-
ered or owned by international researchers 
without their consent, which makes it 
harder for researchers to work there.

Geopolitical events have sharpened the at-
tention on knowledge security and the 
challenges faced by the STI sector. Russia’s 
invasion of Ukraine, China’s human rights 
abuses and ambitions in the Pacific, and 
the increased belligerence between world 
powers has brought about a shift in policy 
towards “derisking” and “deglobalization.” 

In addition, the rise of illiberal democracies 
and so-called swing states, like Turkey, 
Hungary, or Saudi Arabia, have alerted 
Western scientific, political, and economic 
actors to the scale and severity of the risks 
faced by the Western STI sector. In 2015, 
the EU adopted a policy of “open innova-
tion, open science, and open to the world.” 
By 2020, this was revised to be “as open as 

Knowledge Security Risks 
Dependencies are widespread in the STI 
sector. Due to a lack of public funding, 
universities in the UK, Canada, and Australia 
rely heavily on foreign funds and tuition fees. 
Australian universities depend on Chinese 
students – the largest contingent of foreign 
students – for up to 23 per cent of their 
revenue. This dependency has also spread the 
culture of social control and censorship to 
Australian universities. In 2019, evidence that 
Chinese students were denouncing other 
Chinese students to their government was a 
major factor in knowledge security receiving 
greater attention in Australia. 

The repression and persecution of research-
ers is a routine risk. In Turkey, international 
and local researchers working on sensitive 
topics have experienced political harassment, 
delays to visa applications, and arrests. In 
2007, Taner Akçam, a leading historian of the 
Armenian Genocide, was prosecuted under 
Article 301 of the Turkish penal code for 
“insulting Turkishness.” In China, repression 
of taboo topics, like Taiwan, Tibet, and the 
Tiananmen Massacre, have successfully 
spread self-censorship among researchers at 
home and abroad.

The misuse of research in human rights 
abuses is common. Since 2016, researchers 
have collaborated with Chinese law 
enforcement agencies to collect biometric 
data, like DNA or facial scans, from ethnic 
minorities, often without their consent. The 
Chinese security apparatus collected 
biometric data from nearly 19 million people 
in Xinjiang in 2017 alone. It has since 
deployed genetic-profiling infrastructure for 
the purposes of surveillance and social 
control. In Kuwait and Kenya, governments 
have tried to pass laws requiring citizens (and 
sometimes foreigners) to submit biometric 
data but have faced legal setbacks.

Academic hostage-taking is a rare though 
increasingly common tactic. In 2016, Xiyue 
Wang, a Princeton PhD student and US citizen 
born in Beijing, was conducting archival 
research on the history of the Qajar dynasty 
when he was accused of espionage by an 
Iranian court and sentenced to 10 years in 
prison. Since then, Iran has arrested dozens of 
scientists, often with dual-Iranian citizen, to 
pressure Western governments and stoke 
self-censorship abroad. China also engages in 
academic arrests to intimidate researchers.

The old paradigm of unlimited 
inter nationality and openness in 
the STI sector is increasingly 
called into question. 
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possible and as closed as necessary.” In 
short, the old paradigm of unlimited inter-
nationality and openness in the STI sector 
is increasingly called into question. Scien-
tific, political, and economic actors now re-
gard knowledge security as having an im-
portant role to play in national security and 
competitiveness, in international relations, 
and for liberal democracy. 

The Dilemma
Awareness of knowledge security risks have 
increased steadily over the past decade. 
Since the late 2010s, scientific, political, and 
economic stakeholders have debated these 
issues and the possible responses. Cutting 
ties with foreign partners would be bad for 
international relations and for science, as it 
would be difficult to disentangle the global 
STI network and may deprive Western ac-
tors from access to important scientific and 
technological developments abroad. China, 
for instance, has managed to transform it-
self into an indispensable partner and be-
come a leader in areas like artificial intelli-
gence, biotech, and space (see CSS Analysis 
no. 323). The country’s capital, talent, re-
search infrastructure, and natural resources, 
like rare earths used in emerging technolo-
gies, make it highly attractive. Decoupling 
would be disruptive and curb scientific and 
technological progress.

The other extreme of doing nothing is also 
a bad option. A business-as-usual response 
would irresponsibly expose the STI sector 
to further exploitation, infringe upon core 
scientific and democratic values, risk the 
manipulation of dependencies, and weaken 
the ability of Western countries to shape 
ethical standards and the governance of 
emerging technologies. Doing nothing or 
too little would aggravate national security 
risks, such as unwanted knowledge transfer 
to China’s military universities, as well as 
erode national competitiveness.

The third option is to reassess and recali-
brate scientific cooperation and economic 
ties with difficult foreign partners. This is 
the most sensible but also the most difficult 
option. It requires a finely tuned balancing 
act between keeping science open and mit-
igating risks. These risks are very granular, 
multifaceted, and constantly evolve, requir-
ing a sustained monitoring and mitigation 
network among multiple scientific, politi-
cal, and economic actors. To achieve this, 
stakeholders must come together and agree 
on how best to respond to these challenges. 
Unfortunately, stakeholder groups have 
very different perspectives on knowledge 
security.

Stakeholder Perspectives
Political actors, like government agencies 
or parliamentarians, tend to treat knowl-
edge as power. To them, basic research and 
commercial products are the source of na-
tional prosperity, competitiveness, and se-
curity. It is the basis of innovation, a guar-
antor of sovereignty, and a bargaining chip 
in international relations. As states see 
themselves as being in competition with 
one another and understand collaboration 
as being part of that competition, political 
actors are sensitive to knowledge and tech-
nologies falling into the wrong hands. 
When laws, values, or institutions are be-
ing undermined, political actors are quick 
to perceive and fear that this will lead to 
social and political instability in the long 
term.

In recent years, Western political actors 
have become increasingly concerned by the 
range and scale of knowledge security inci-
dents as well as frustrated by the STI sec-
tor’s lack of response. This has occasionally 
led to bad policies. A case in point is the 
China Initiative launched by the Trump 
Administration in 2018. It aimed at tack-
ling Chinese academic and industrial espi-
onage but was widely criticized for indis-
criminately targeting Chinese and Chinese 
Americans, often on poor evidence, and 
stoking xenophobia. In general, political 
actors perceive STI as a form of statecraft, 
view knowledge security through a security 
lens, and, if left to their own devices, tend 
to opt for top-down approaches. 

Scientific actors, like universities, funding 
agencies, or individual scientists, generally 
believe that knowledge is – or should be – 
free. This is a matter of principle but also of 
practice. As science flourishes in free envi-
ronments, scientific actors generally oppose 
measures that restrict open science, inter-
national cooperation, and academic mobil-
ity. They are wary of knowledge security for 
the same reasons, but also because they fear 
the potential infringement of core scientif-
ic values and liberties, particularly academ-
ic freedom and institutional autonomy. 
Academic freedom refers to the rights of 
scientists and students to research, teach, 
learn, and share their knowledge in and 
with society without interference or fear of 
reprisal. In most liberal democracies, aca-
demic freedom is a legal, sometimes even a 
constitutional right, and protects scientific 
actors from foreign and domestic interfer-
ence. Institutional autonomy ensures that 
scientists govern themselves without polit-
ical meddling and enact policies that are 
good for science.

Scientific actors have good reason to be-
lieve that knowledge security could lead to 
political overreach. In the US and Turkey, 
political actors have harassed and replaced 
key figures within the STI sector. In 2021, 
the Hungarian government transformed 
34 public universities and institutions into 
public trust foundations, thereby forcing 
them to cede all rights to a governing body 
consisting of members loyal to the govern-
ment. Despite legitimate misgivings, most 
scientific actors recognize the need for reg-
ulation, which often stems from ethical 
concerns. In the Netherlands, for example, 
a research collaboration between Dutch 
universities and Huawei was criticized by 
political and scientific actors alike, but for 
different reasons. While politicians were 
critical for economic security reasons and 
because they feared unwanted knowledge 
transfer, scientists objected to the collabo-
ration because Huawei was implicated in 
human rights abuses against Uyghurs in 
China. The threat representation of the 
collaboration as both a security and human 
rights risk helped to align stakeholder in-
terests and made the threat actionable. 

Economic actors generally treat knowledge 
as capital. To them, protecting trade secrets, 
intellectual property rights, and access to 
production sites is a matter of profit and 
commercial competitiveness. This is espe-
cially true for research-intensive compa-
nies, and even more so for those who work 
in sensitive industries, like robotics or 
semiconductors. When the knowledge, 
good, or service produced is of strategic 
value, then the risks faced by economic ac-
tors becomes a matter of economic or even 
national security. Risks include supply 
chain dependencies, digital and physical 
protection of critical infrastructure, and 
unwanted knowledge and technology 
transfer. In recent years, industrial espio-
nage has become a serious threat. Between 
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2018 and 2022, the British domestic intel-
ligence agency, MI5, registered a sevenfold 
rise in its China-related investigations, 
most of which were espionage cases target-
ing research-performing organizations. 
Another concern is that companies are off-
shoring innovation. For instance, Micro-
soft is currently debating whether to relo-
cate a research lab specializing in artificial 
intelligence away from Beijing following 
scrutiny from US officials. 

A Uniting Front
Despite these different perspectives, most 
scientific, political, and economic actors 
agree that the geopolitical context has made 
knowledge security a necessity – although 
they still disagree on its urgency. They also 
agree that protecting core scientific values 
and preserving national interests is a matter 
of proportionality. Science can-
not be cut off from the world, 
nor can it be completely open. 
Instead, a good balance between 
mitigating risks and promoting 
international exchange must be 
found. The main challenge is in 
finding this balance given the 
number of individual and institutional ac-
tors from different stakeholder groups 
across multiple countries.

Since the late 2010s, stakeholders have tak-
en various measures to tackle knowledge 
security risks. A number of universities and 
academic associations have published 
guidelines, checklists, and codes of conduct 
to provide scientific institutions and indi-
vidual scientists with information and ad-
vice. In coordination with government 
agencies, national advice centers, working 
groups, and taskforces have been estab-
lished to provide cross-institutional sup-
port, define best practices, and coordinate 
efforts. Meanwhile, governments, including 
the US and EU states, plan to revamp exist-
ing export controls and screen foreign in-
vestments in sensitive areas. In Canada, se-
curity agencies have become integrated in 
the vetting of research funding applications 
with mixed results. National approaches to 
knowledge security vary according to the 
structure and culture of a country’s STI sec-
tor. Some countries, like France or Canada, 

are more top-down. Others, like Germany, 
are bottom-up. The Netherlands has com-
bined both approaches with good results. 
While certain countries target specific 
countries, others remain country-agnostic. 
Coordination has also been established at 
the international level. In 2023, a G7 work-
ing group published a report on knowledge 
security, and the EU launched the Europe-
an Economic Security Strategy. 

Overall, this variety has led to a patchy, un-
coordinated response, but consensus is be-
ginning to emerge. Stakeholders agree that 
a proportionate approach to knowledge se-
curity is best achieved if it is based on the 
established principles of academic freedom, 
institutional autonomy, and open science. 
This entails certain rights and liberties, but 
also responsibilities. Most actors agree that 

the responsibility to prevent unwanted 
knowledge transfer, foreign interference, de-
pendencies, and human rights abuses lies 
with scientific and economic actors. They 
are responsible for in-house risk assessment 
and management, screening foreign invest-
ments, and the due diligence of foreign 
partners and projects. As knowledge securi-
ty is ultimately a political problem, scientific 
and economic actors require support from 
political actors. This support largely consists 
of empowering stakeholders to act through 
the provision of information, resources, pol-
icy guidance, and relevant legal frameworks. 
Finally, all actors agree that the complexity 
of the challenge entails shared responsibili-
ties for awareness-raising, standardizing 
best practices, and coordinating efforts both 
intra- and internationally to close loopholes 
and common vulnerabilities. 

Taking the Long View
Although knowledge security has received 
increased attention in the last few years, 
many challenges remain. Generally speak-
ing, the Western response remains badly 

coordinated and fragmented. Indeed, frag-
mentation is a core structural weakness. 
The bottom-up culture of the STI sector 
makes decision-making painfully slow. 
When guidelines and recommendations 
are coordinated at a national level, institu-
tional autonomy allows each scientific ac-
tor to interpret or adopt these differently 
and creates loopholes. A general lack of 
awareness and understanding of knowl-
edge security risks among scientists exacer-
bates risks and protracts the response. Fur-
thermore, the focus on risk assessment and 
management entails a reactive rather than a 
proactive response. Though intra- and in-
ternational working groups exist, Western 
stakeholders have so far failed to set com-
mon priorities, define strategies, and con-
front the challenges together. Overall, sci-
entific, political, and economic actors 
prioritize short-term gains (funding, sales, 
re-election) over long-term interests (na-
tional competitiveness, security, and sover-
eignty), which is a major weakness com-
mon to all Western, democratic countries. 

In this new era of strategic competition, 
science and technology lie at the heart of 
what is likely to be a long, complicated, and 
uncertain contest, encompassing every-
thing from the mundane to the ideological. 
The risks that come with globalization and 
an open STI sector will not go away any 
time soon. Knowledge security is therefore 
a long-term policy issue. The challenge for 
all stakeholders concerned is to find a way 
of engaging in strategic competition in an 
interconnected world. There are many pos-
sible responses, but whichever is chosen, 
the new paradigm must be sustainable, 
adaptive, and calculated to strengthen core 
scientific values, technological assets and 
capabilities, and national interests.
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