
Analyzing multiple groups
in Siena



Why do we want to analyze multiple networks

• Analyzing one network is a case-study
• it can be argued to represent a larger population
• but these are substantive arguments, no way to test them (Snijders, 2011, p. 136)

• The analysis of  multiple networks can tell us something about a 
population of  networks based on G ≥ 2 (stochastically independent) 
groups

• Three major ways to do this
• multigroup analysis
• multilevel analysis
• meta-analysis

statistical 
power

statistical 
assumptions



Assumptions
• Overall assumption for all three: 

• networks obey the same model

• Multigroup analysis
• networks are exact replicates of  each other
• parameter values are the same in all groups

• Multilevel analysis
• parallel networks rather than exact replicates
• network-level parameters are estimated assuming a normal distribution

• Meta-analysis
• parallel networks rather than exact replicates
• two-step process →
• estimation of  network-level parameters does not assume a normal distribution



Aims of  this presentation

• There are at least three reasonable ways to analyse multiple groups together
• They have different assumptions and should be applied in different situations
• Their results can be very different from each other – but how different, and 

under what circumstances?
• A good overview would be extremely useful

• many different contexts
• different model complexities
• different sample sizes
• different levels of  heterogeneity
• …

• This short presentation show results of  a case study
• same sample and analogous model specifications modelled in three different ways



Overview

• Brief  intuitive introduction to the three methods
• Example results
• Investigation: how much can we trust our results?



Substantive topic and model specification

• Peer influence on alcohol consumption in adolescence
• Do drinking behavior of  adolescents become (and remain) similar to that 

of  their friends over time?
• Classic Siena problem: separating between selection and influence
• Selection: those similar in alcohol consumption will be more likely to 

become and stay friends
• alcohol egoXaltX effect (+ egoX + altX)

• Influence: friends will be more likely to become similar in alcohol 
consumtion

• alcohol averageAlter effect (no ego and alter effects for power reasons)



Sample
• 27 classrooms of  first year secondary school students (age of  15)
• Sample was collected in Hungary in 2012 by the MTA TK “Lendület” 

Research Center for Educational and Network Studies
• Two waves, 6 months apart
• Av. group size: 30.6 students per class (s.d.: 4.7) 
Dependent variables
• Friendship

• av. densities: 0.2 (s.d.: 0.05) in wave 1; 0.17 (s.d.: 0.04) in wave 2
• av. Jaccard indeces: 0.4 (s.d. 0.08)

• Drinking behavior: ordinal scale from 1 → 4 (1: never, 4: at least once a 
week)

• wave 1: mean: 2.3, median: 2, mode: 3 
• wave 2: mean: 2.6, median: 3, mode: 3



Multigroup analysis

• Main assumption:
• dynamics are identical in all groups
• except: basic rate parameter which can vary

• If  parameters differ too much: meaningless results
• this can be tested empirically
• a way to account for heterogeneity: extra effects can be specified for separate 

groups (group dummies) and interacted with variables to capture differences
• but this can quickly lead to a very large model
• this is similar to analyzing more than two data waves in Siena (“time dummies”)

• A multigroup option can be useful when groups are too small and/or 
model specifications are too complex



Example results



Example results



Testing heterogeneity

• We assumed that parameters are the same across groups
• Is this empiricallty true?
• sienaTimeTest tests whether group × effect dummy variables are jointly 

significantly different from 0
• This analysis had to be conducted in two parts, as the collection of  effects 

was too collinear (this often happens), following suggestions of  the Manual
• Results:

• Selection part: chi-squared = 1143.39, d.f. = 260, p < 0.0001 strong heterogeneity
• Influence part: chi-squared =  75.47, d.f. = 78,   p = 0.5602 no evidence



Handling heterogeneity

• Turns out, our model had the wrong assumptions!
• In this case, parameters are not to be trusted.
• What can we do?
• If  overall heterogeneity is due to a small number of  heterogeneous effects, 

we can add group dummies and their interactions with these effects to 
account for heterogeneity

• Is this the case here?



Testing homogeneity of  parameters

all but two parameters are 
heterogeneous when 
considered by themselves!



Handling heterogeneity: more ideas

• We now know that heterogeneity is not due to one or few parameters
• What else can we do?
• Overall hetegoreneity may also be due to the inclusion of  one or few very 

different groups!
• Are there very different groups?



Testing homogeneity of  groups

most groups are 
significantly 
different

two groups are 
significantly 
different



Conclusions

• The multigroup Siena model suggests that those who drink more are 
somewhat more popular (no influence effect)

• However, heterogeity test finds that our overall assumption of  identical 
groups was wrong

• The sample is highly heterogeneous and no single group or effect is 
responsible for this



Multilevel analysis

• Main assumptions
• social mechanisms are similar in all networks, but parameters can be different
• multilevel framework: network processes take place at the lower (network) level
• groups, therefore group-level parameters θg are independent
• parameters θg for the networks are randomly drawn from a global distribution of  

parameters
• this is multivariate normal with a mean µ and covariance matrix Σ
• if  a parameter has a variance 0, that parameter is the same across groups

• The aim is to say something about the global parameters µ and Σ
• If  normality is a valid assumption, it helps us estimating network-level 

parameters



Multilevel analysis

• Bayesian approach
• parameters are assumed to have a probability distribution
• prior distribution: based prior beliefs and uncertainties about parameter values of  

the researcher without having seen the data
• posterior distribution: estimated based on the observed data

• Parameter values for each group and for the population are both 
estimated using MCMC

• Estimation is similar to likelihood-based estimation methods for SAOMs



Multilevel analysis

• Prior distrubition of  rates: 
• from a multigroup analysis

• Prior distribution of  other parameters
• Mean of  prior µ: 0
• Prior Σ: identity matrix (mean variances: 1, mean covariances: 0)



Example results







Conclusion

• The multilevel results show social influence, while selection is not 
significant anymore

• How much can we trust these results?
• Models converged
• To see how well the model fits the observed data, GOF would be good
• Does not exist yet



Meta-analysis

• Well-known two-step procedure
• Has fewer assumptions than the multilevel analysis
• Parameters are estimated for the individual groups first, without having 

assumptions about their distribution
• In the second step, they are assumed to come from a normal distribution, 

but this can be tested (or at least looked at)
• Meta-analysis is done for all parameters separately, correlations do not 

receive attention



Meta-analysis

• Here, the same model specification  was applied to all classrooms 
separately

• However, some classrooms were problematic
• Convergence was not achieved in 8 cases
• Standard errors were very large in 5 cases

• This is a common problem of  selection-influence models in small groups
• For illustration purposes, the remaining 14 groups were used for meta-

analysis



Example results





Conclusion

• We compared three different ways of  analyzing multiple groups together
• We chose a type of  model specification that is of  general interest 

(selection-influence models), but often not easy to deal with
• Meta-analysis mostly failed due to lack of  statistical power
• Multigroup assumptions were false in case of  our group
• Multilevel model seemed to work – but it needs more investigation to 

learn how well exactly
• All in all, multilevel models could potentially be very important for 

certain kinds of  analyses in the future


	Analyzing multiple groups
	Why do we want to analyze multiple networks
	Assumptions
	Aims of this presentation
	Overview
	Substantive topic and model specification
	Sample
	Multigroup analysis
	Example results
	Example results
	Testing heterogeneity
	Handling heterogeneity
	Testing homogeneity of parameters
	Handling heterogeneity: more ideas
	Testing homogeneity of groups
	Conclusions
	Multilevel analysis
	Multilevel analysis
	Multilevel analysis
	Example results
	Slide Number 21
	Slide Number 22
	Conclusion
	Meta-analysis
	Meta-analysis
	Example results
	Slide Number 27
	Conclusion

