Introduction

Temporal logic is a widely accepted language for the specification of the intended behavior of various systems (operating systems, embedded systems, network communication protocols, etc.). Powerful tools have emerged over the years for proving temporal logic properties of programs. Useful properties that temporal logic allows to express are safety properties like partial correctness (i.e., the program does not produce the wrong answer), mutual exclusion (i.e., two processes are not in their critical section at the same time), and deadlock-freedom (i.e., the program does not reach a deadlock state), and liveness properties like termination (i.e., the program eventually terminates), and starvation freedom (i.e., a process eventually receives service).

Abstract interpretation is a general theory for approximating the semantics of a program that was developed by Patrick Cousot and Radhia Cousot in the late 1970s. The theory of abstract interpretation has been recently used to prove temporal logic properties, specifically guarantee (something good happens at least once) and recurrence properties (something good happens infinitely often) [1].

Liveness properties such as guarantee and recurrence properties can be expressed using computation tree logic (CTL). Guarantee properties are expressed by the CTL formula $\forall \Diamond \phi$ (for all paths there will be a state that satisfies $\phi$), recurrence properties by $\forall \Box \forall \Diamond \phi$ (for all paths it will always be true that $\forall \Diamond \phi$ holds). Consider the example program in listing 1, there the guarantee property $\forall \Diamond (x = 5)$ and the recurrence property $\forall \Box \forall \Diamond (x = -10)$ can be shown to hold.

```
x = 0;
while (x < 10) x++;  
while (true) x = -x;
```

Listing 1. Example Program
• Defining the concrete semantics for each atomic operator ($\forall\bigcirc$, $\forall\Box$, $\forall\Diamond$, $\forall U$), boolean combinator ($\land$, $\lor$) and the nesting of the operators with each other. Ideally, the concrete semantics of the atomic operators follow a compositional approach that allows arbitrary nesting of formulae.

• Defining an abstraction of the concrete semantics in the domain of piecewise-defined ranking functions. This might also require an extension of the abstract domain to support all operators of $\forall$CTL.

• Implementing the devised approach in FuncTion followed by an evaluation.

So far this has only been done for the atomic operator $\forall\Diamond$ and the corresponding composition $\forall\Box\forall\Diamond$.

2. EXTENSIONS

2.1. Existential Quantifiers in CTL

One possible extension for this thesis would be to investigate supporting existential quantifiers of CTL e.g. formulae of the form $\exists\Diamond\phi$, $\exists\Box\phi$ or $\forall\exists\Diamond\phi$. The formula $\forall\Box\exists\Diamond\phi(start)$ for instance, states that from each point in the program it is always possible to go back to the start. Supporting existential quantifiers would require extending the existing framework to support atomic operators $\exists\Box$, $\exists\Diamond$, $\exists\bigcirc$ and $\exists U$. Hopefully these can then be combined with the existing operators of the universal fragment by using the same compositional approach.

2.2. Support LTL Properties

Another possible extension is generalizing the approach to support properties expressed in (a significant subset of) linear-time temporal logic (LTL). Supporting LTL formulae is challenging because CTL and LTL are not comparable i.e. there are statements that can only be expressed in LTL but not CTL and vice versa. One example for this is the LTL formula $\Diamond\Box\phi$ and CTL formula $\forall\Diamond\forall\Box\phi$. Intuitively these may seem equivalent, however one can show that there are transition systems that satisfy the LTL but not the CTL formula [3]. Furthermore, LTL is not as easily composable as CTL. The semantic of CTL is defined in terms of states which makes it possible to take a set of states that satisfy one CTL formula as input to another atomic CTL operator. In LTL however, the semantic is defined in terms of traces starting from an initial state. If one can show that a property holds for a set of traces, it is not obvious how that information can be reused to show that a more complex LTL formula holds.
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