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Formal Methods and Functional Programming

Solutions of Exercise Sheet 11: Big-Step Semantics

Assignment 1 (Reversing Loop-Unrolling)

The proof is direct, that is we do not need induction here. Let o, 0’, b, s be arbitrary. To prove the
implication, we assume - (if b then s; while b do s end else skip end,o) — ¢’ and we

just need to prove - (while b do s end,o) — o', which we will do by providing a suitable
derivation tree.

From our assumption, it follows that there is some derivation tree T such that

root(T) = (if b then s; while b do s end else skip end, o) — o’

We consider two cases with respect to the last rule applied in the derivation tree T":

e Case IFTps: Then T has the form:

T/

(s; while b do s end,o) — o’

) ) : - (IFT'ys)
(if b then s; while b do s end else skip end,0) — o

for some derivation tree 7”. From the side condition we learn B[b]o = tt. In the sub-

derivation 7", the last rule applied must be the rule for sequential composition. Thus, we
learn further that 7" has the form:

T1 TQ
(s,0) = " (while b do s end,o”) — o
(SEQns)
(s; while b do s end, o) — o
; (IFTNs)

(if b then s; while b do s end else skip end,0) — o



for some derivation trees 77, T5 and state ¢”. Using this information, including the fact

that B[b]o = tt, we can construct the following derivation tree (with the desired root):

Tl T2
(s,o) =" (while b do s end,0”) — o’
(WHTNs)
(while b do s end,o) — o’
e Case IFFys: Then T has the form:
T/
(skip,o) — o’
(IFFNs)

(if b then s; while b do s end else skip end, o) — o

for some derivation tree 7. From the side condition we learn B[b]Jo = ff. Since the last
rule applied in 7" must be SKIPys, we conclude that in fact ¢ = ¢’. Thus the following
derivation tree actually has the desired root:

(WHFNs)

(while b do s end,0) — 0

Assignment 2 (Execution only Affects Free Variables)

Define P(T') to be the statement:
Vs,0,0',x - (root(T) = (s,0) = o)Az & FV(s) = o'(z) =o(z))

We prove V1" - P(T') (which is equivalent to the statement to be proved) by induction on the
shape of the derivation tree T'. Thus, for an arbitrary tree T', we get as the induction hypothesis
VI'C T - P(T"), and need to prove P(T).

Let s,0,0’, x be arbitrary, and assume root(T) = (s,0) — ¢’ and x € FV (s). Then, we need
to prove ¢’(z) = o(x). We consider all the cases with respect to the last rule applied in the
derivation tree 7"

e Case SKiIPys: Then T must be of the form:

SKIP
(skip,0) — 0 ( us)

i.e., we must have s = skip and ¢’ = 0. Thus, o'(x) = o(x) trivially follows.

e Case AsSys: Then T must be of the form:

Assy
(y :=e,0) = oy — Ale]o] (Assns)



for some y and e, and thus we must have s = y := e and ¢’ = o[y — Afe]o]. Since
FV(s) ={y} U FV(e) and we assumed = ¢ F'V(s), we must have x # y. Thus, by the
definition of state update, o’(z) = oly — Ale]o](x) = o(x) as required.

Case IFTps: Then T must be of the form:

T

(s',0) = o
(IFTNs)

(if b then s’ else s” end, o) — o’

for some derivation tree 77 and some b, s’,s” such that s = if b then s’ else s” end.
Since T} T T, we can obtain P(77) from our I.H., i.e., we know (renaming quantified
variables to avoid confusion):

‘v’sl,al,all,xl : ((root(Tl) = <81,0'1> — O'i) N T ¢ FV(Sl) — O'i(l'1> = 0'1(1}1)>

To get something useful from this statement, we need to instantiate the quantified variables
so that the left-hand side of the implication is true. Given that we know the root of
T, already, we instantiate s; to be &', and oy to be o, and o] to be ¢’. Additionally,
we instantiate z; to be x, since this is the only variable about which we have useful
information (in particular, from our assumption = ¢ F'V (s), we can obtain = ¢ FV (s),
since F'V(s") C F'V(s)). From these instantiations, we obtain

(root(Ty) = (s',0) = ') ANx g FV(s') = o'(z) = o(x))

Since the left-hand side of the implication holds, we conclude that ¢’(z) = o(z), which is
what we needed to prove.

Case IFF ys: Analogous to the case IFT ys.

Case WHT ys: Then T must be of the form:

Tl T2

(s',o) — o (while b do s’ end, ") — o'

- , ; (WHTNs)
(while b do s’ end,0) — o

for some derivation trees 17,15, some b, s’, 0", and we must have s = while b do s’ end.

From our I.H. (since T} T T'), instantiating the quantified variables to match the known
root of T}, we can obtain (root(T}) = (s,0) = 0")ANx & FV(s') = o"(x) = o(z).
The left-hand side of this implication holds (in particular, we have x ¢ FV(s') since
FV(s") C FV(s)), and thus we conclude the right-hand side ¢”(x) = o(x).

Next, we can similarly apply the induction hypothesis to the derivation tree 75 in order
to obtain that (root(Ty) = (s",0") = o) Nx & FV(s") = o'(x) = o"(x), where
s” = while b do s’ end, and thus (since the left-hand side of the implication holds), we
conclude o'(z) = o”(x). Combining the two equalities, we have ¢'(x) = o(x), as required.



e Case WHEF ys: Analogous to the case SKIP ys.

e Case SEQps: Analogous to the case WHT ys.



