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Abstract

This thesis addresses two different reliability aspects of future energy
systems, compiled in two different parts.

Part I of the thesis focuses on reliability calculations in multi-carrier en-
ergy systems, i.e. energy systems comprising not only electrical energy
but also e.g. chemical and thermal energy. A model for reliability anal-
yses is proposed, based on the energy hub modelling concept, suitable
for analysing several energy systems simultaneously. With this model
expected reliability of supply and expected energy not supplied, op-
tionally considering load shedding can be calculated. Furthermore, the
model can be applied both for systems without energy storage devices
and for systems including energy storage devices. To include energy
storage devices into the reliability model, a Markov model for energy
storage devices was developed. The model allows to use the storage
both for back-up supply as well as for peak load supply.

The multi-carrier reliability model is verified with alternative reliabil-
ity calculation methods. Furthermore, the applicability of the storage
model and the complete multi-carrier reliability model is demonstrated
with several examples and sensitivity analyses.

Major findings are that interconnections between the different energy
carriers are beneficial, in particular for reducing expected energy not
supplied. This is true for all involved energy carriers, as long as the
ratings of the loads and installed components are similar. Otherwise,
the systems with larger ratings improve the reliability characteristics of
the other energy carriers, however these systems do not benefit from
the interconnections.

xiii



xiv Abstract

Part II of the thesis addresses the network infeed reliability of non-
dispatchable generators, in particular photovoltaic and wind based sys-
tems. A major issue with the generation from renewable energy sources
is the limited accuracy of the production forecasts. It is proposed to
combine the non-dispatchable generator with an energy storage device
at the point of network infeed, with the purpose of the energy storage
device to compensate deviations between forecasted and actual gener-
ation. This measure is supposed to increase both the reliability of the
infeed forecast and the value of the generator.

A time series based modelling procedure is proposed, suited for ap-
plication with measurements from different types of non-dispatchable
generators. This modelling procedure is applied in two case studies,
using measurement data from a 500 kW photovoltaic installation as
well as using wind speed measurements of a 2 MW wind turbine. The
performance of the systems is analysed with a set of proposed analysis
procedures. Both case studies show the applicability of the proposed
methods. Moreover, both case studies identify that energy storage de-
vices can considerably improve the network infeed reliability. The re-
quired energy capacities depend on the rated output of the generator
and are thus comparatively high in the case of the wind turbine.

For the simulation of different forecast error magnitudes, both constant
and forecast horizon dependent, a new approach for forecast simulations
was chosen and successfully implemented. In addition, a procedure for
determining the value of the energy storage device is proposed, based
on reduced balancing penalties incurred. Furthermore, it is shown that
price signals can be included to shift the infeed to high price periods.
Closing, the validity of time series analyses is discussed.



Kurzfassung

Diese Dissertation widmet sich in zwei Teilen unterschiedlichen Aspek-
ten der Zuverlässigkeit in zukünftigen Energieversorgungssystemen.

Teil I der Dissertation befasst sich mit Verfügbarkeitsberechnungen in
Energieversorgungssystemen, die neben elektrischer Energie auch chemi-
sche und thermische Energie übertragen und verteilen. Basierend auf
dem Energy Hub Ansatz, der die gleichzeitige Analyse mehrerer Energie-
träger ermöglicht, wird ein Verfahren zur Berechnung der Verfügbar-
keit entwickelt. Mit diesem Zuverlässigkeitsmodell können die erwartete
Versorgungszuverlässigkeit sowie die erwartete Menge nicht-versorgter
Energie berechnet werden. Zudem können Energiesysteme modelliert
werden, die Energiespeicher beinhalten. Zu diesem Zweck wurde ein
Markov-basiertes Modell für Energiespeicher entwickelt, wobei der Spei-
cher sowohl als Back-up – zur Überbrückung bei Zuleitungsausfällen –
wie auch zur Abdeckung von Spitzenlasten eingesetzt werden kann.

Die Anwendung des Zuverlässigkeitsmodells sowie nur des Speichermo-
dells wird mit verschiedenen Beispielen und Sensitivitätsanalysen demon-
striert. Zudem wird die korrekte Funktionsweise des kompletten Modells
mit alternativen Berechnungsmethoden schrittweise verifiziert.

Neben der demonstrierten Anwendbarkeit der Modelle ist eine weitere
Erkenntnis, dass Konversionen zwischen den verschiedenen Energie-
trägern einen positiven Einfluss auf die Versorgungsverfügbarkeit haben,
insbesondere zur Reduzierung der erwarteten Menge nicht-versorgter
Energie. Wenn die jeweiligen Lasten und installierten Übertragungsleis-
tungen ähnlich dimensioniert sind, gilt diese Erkenntnis für alle drei
betrachteten Energiesysteme. Vergleichsweise grösser dimensionierte
Systeme profitieren zwar nicht von den Verbindungen zu den anderen
Energieträgern, beeinflussen jedoch deren Zuverlässigkeit positiv.
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xvi Kurzfassung

Teil II der Dissertation befasst sich mit der Zuverlässigkeit der Netzein-
speisung durch nicht-steuerbare Erzeuger, insbesondere durch Photo-
voltaikanlagen und Windturbinen. Ein wichtiger Aspekt bei der Erzeu-
gung aus erneuerbaren Energiequellen ist die Ungenauigkeit der Netz-
einspeisungsprognosen. Es wird deshalb vorgeschlagen, den nicht-steu-
erbaren Erzeuger am Einspeiseknoten mit einem Energiespeicher zu
kombinieren. Dabei hat der Energiespeicher die Aufgabe, Differenzen
zwischen der prognostizierten und der effektiven Einspeisung zu kom-
pensieren. Die Zuverlässigkeit der Einspeiseprognose sowie der Wert
des Erzeugers erhöhen sich durch diese Massnahme.

Zu diesem Zweck wird ein Zeitreihen-basiertes Model vorgeschlagen,
welches sich auf verschiedene Typen von nicht-steuerbaren Erzeugern
anwenden lässt. Der Algorithmus wird in zwei Fallstudien angewen-
det, mit Messdaten von einer 500 kW Photovoltaikanlage sowie mit
Windgeschwindigkeitsmessungen an einer 2 MW Windturbine. Das
Verhalten der Systeme wird mit einer Reihe vorgeschlagener Indizes
analysiert und bewertet. Beide Fallstudien demonstrieren die Anwend-
barkeit der vorgeschlagenen Methoden. Ausserdem resultiert aus bei-
den Fallstudien, dass Energiespeicher die Zuverlässigkeit der Netzein-
speisung deutlich erhöhen können. Die dazu nötigen Energiekapazitäten
hängen von der installierten Leistung der Generatoren ab und sind des-
halb im Fall der Windturbine beträchtlich.

Zur Simulation verschiedener Prognosefehler, sowohl konstanter wie auch
Zeithorizont-abhängiger Art, wird ein neuer Ansatz entwickelt und erfolg-
reich implementiert. Des Weiteren wird eine Methode zur monetären
Bewertung des Speichers vorgeschlagen, basierend auf eingesparten Rege-
lenergiekosten. Ausserdem wird die Verwendung von Preiskurven disku-
tiert, zur Konzentration der Netzseinspeisung auf Stunden mit höheren
Preisen. Schliesslich wird die Relevanz und Aussagekraft von Zeitrei-
henanalysen diskutiert.



Chapter 1

Introduction

1.1 Background and Motivation

Most of today’s energy infrastructures evolved during the second half of
the 20th century. The then available power station technology showed
significant economies of scale, which is why it was often cost-efficient
to commission particularly large, centrally located power stations. Net-
work infrastructures were designed accordingly, such that the generated
electricity could be transmitted and distributed with little losses to the
end-user. The appropriate level of reliability of supply was guaran-
teed through the hierarchic and redundant layout of the network and
by maintaining a appropriate spinning reserve on the production side.
Along with the centrally coordinated dispatching, these operation con-
cepts resulted in the required availability of supply at the customer.

In recent years however, circumstances and operating conditions have
been changing and it is arguable whether the established topologies
and procedures are suitable for keeping the desired level of reliability
of supply. The apparent changes and trends are of regulatory, technical
and economic nature, resulting in different new conditions both on the
production side as well as on the transmission and distribution and on
the consumer side.

Some of these changes have been triggered by the regulatory decision to
liberalise electricity markets in different parts of the world. It is a fun-
damental requirement for the liberalisation of electricity markets and

1



2 Chapter 1. Introduction

for a fair competition to establish that all interested parties can partici-
pate on the market. Thus, the guaranteed and unrestricted third-party
network access is implied in the regulatory framework of the individ-
ual market concepts. Realising the right to participate became possible
because of various developments in the area of generation technologies.
On the one hand, so-called microturbines have matured, with a power
spectrum ranging from a few kW up to some hundred kW, meant for
individual homes and smaller businesses. Microturbines convert natural
gas into electrical and thermal energy and provide its owners the pos-
sibility to self-supply demand and to feed any surplus generation back
into the network whenever appropriate [1].

On the other hand, important developments took place in the area of
the so-called combined-cycle gas-turbine (CCGT) technology. CCGTs
convert gas into electricity and heat with overall efficiencies of up to
60%, their power spectrum ranging from some dozens of MW up to
several hundred MW. This technology is particularly characterised by
low economies of scale and enables thus municipal utilities or industrial
companies to participate on the market at justifiable conditions [2, 3].
Compared with conventional large-scale thermal power stations such as
nuclear, CCGTs have quite short authorisation and construction times
and are also discussed as alternatives when eventually replacing ageing
thermal power stations. Altogether, the guaranteed third-party access,
facilitating an increasing amount of gas-fired power stations, indirectly
leads to an increasing dependency on gas infrastructures.

The question can be raised if and to what extent a dependence and
interchangeability between the electricity and the gas infrastructures
establish and whether load peaks will be transferred between both net-
works. Negative effects of such a situation were already experienced
in the past winter 2005/06 in the United Kingdom [4]: because of ex-
traordinary low temperatures, a gas supply shortage occurred, resulting
in high electricity prices [5]. Nevertheless, the possibility to supply a
load directly or indirectly (through conversion) from other independent
supply systems offers redundancy effects. The influence of these redun-
dancy effects on the reliability of supply will be subject of the first part
of this thesis.

Besides thermal power stations, technologies for the conversion of en-
ergy from renewable sources have matured, in particular wind-turbines
and photovoltaic systems. The commissioning of such systems became
feasible particularly because of governmental subsidy programs, estab-
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lished for low emission policies and environmental concerns [6], but also
enabled because of the third-party access rule.

The major difficulty with energy from wind and sun is the predictability
of their production and their network infeed. Large wind parks are
being planned and built in coastal and remote locations with good wind
conditions but often comparatively low loads. Long-distance load flows
are resulting because energy from remote wind power production areas
has to be transported to regions with a high electricity demand.

As a consequence of the limited predictability of the production from
wind-turbines, unexpected network loading and even congestions can es-
tablish. Particularly photovoltaic systems are installed in lower voltage
level networks, resulting in power flows and directions not considered
when the networks were built, requiring adapted protection schemes [7].
Wind-turbines on the other hand initiate power flows in high voltage
level networks, the reason why the 2005 annual report of the UCTE
(Union for the Co-ordination of Transmission of Electricity) identifies
wind-power as a major challenge of coming years [8].

The difficulty of wind speed forecasts is particularly the timing of wind
speed changes and requires the network operator to have back-up gen-
eration at hand for compensating forecast errors. Hence, generators are
operating in throttled or no-load mode to quickly come online to main-
tain the power balance in the network, hence guaranteeing the required
level of reliability. Ideally however, the infeed accuracy or reliability of
non-dispatchable generators would be optimised prior to the network
infeed. In order to identify the possibilities and limitations of using
energy storage devices for this purpose, the second part of this the-
sis investigates different types of non-dispatchable generators and the
requirements for increasing their network infeed accuracy.

This dissertation thus investigates two aspects of reliability in future
energy systems. One aspect is the influence of the increased inter-
dependence between energy carriers, as a consequence of more local
conversions, in particular gas-fired power stations, on the reliability of
supply. The other aspect concerns the generation side, where the in-
feed reliability of non-dispatchable generators is investigated and the
opportunities offered by energy storage options. Both aspects concern
reliability aspects of future energy systems but focus and applied mod-
els are different. They are therefore dealt with in individual parts, both
containing specific introductions into the respective fields.
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1.2 Contributions

In the area of multi-carrier energy systems, the main contributions can
be identified as follows:

◦ A model is proposed for the analysis of reliability of supply in
multi-carrier energy systems. The algorithm allows to determine
reliability of supply and expected energy not supplied as func-
tions of the existing conversions and their reliability characteris-
tics. The method is suited for numerical and symbolical applica-
tions, and it can be integrated in an optimal power flow algorithm,
optimising for reliability of supply.

◦ A Markov model for energy storage devices is proposed, suit-
able for storage devices providing back-up as well as peak sup-
ply. The model is integrated into the reliability model for multi-
carrier energy systems, giving a comprehensive reliability calcula-
tion method.

◦ Examples are discussed, identifying the influence of distinct con-
versions and connections.

In the area of non-dispatchable generators combined with energy storage
devices, the following contributions can be identified:

◦ A model for time series analyses is proposed and applied, suitable
for any type of non-dispatchable generator. The procedure con-
tains a new approach for the simulation of different forecast errors,
helping to identify the relation between forecast error magnitude
and infeed accuracy.

◦ New insights concerning the feasibility of using energy storage for
increasing the infeed accuracy of non-dispatchable generators are
found and discussed.

◦ Potential income improvements from using the energy storage and
the validity of time series based methods for the analysis of wind
and solar based generation are discussed.
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1.3 Outline of the Thesis

The thesis is divided into the following sections, with separate introduc-
tions for each parts.

Part I: Reliability Modelling of Multi-Carrier Energy Systems

Chapter 2 contains the introduction to part I and to the modelling
of multi-carrier energy systems. The energy hub modelling concept is
introduced, suited for various studies in multi-carrier energy systems.

Chapter 3 presents the detailed reliability model, based on the ap-
proach discussed in chapter 2. The developed tool can be used for
calculations of availability and of expected energy not supplied.

Chapter 4 extends the reliability model with procedures for mod-
elling the influence of energy storage possibilities.

Chapter 5 is the last chapter of part I containing sensitivity analyses
and the conclusion for part I.

Part II: Improving Network Infeed Reliability of Non-Dis-

patchable Generators Using Energy Storage

Chapter 6 introduces the subject of combining non-dispatchable
generators with energy storage devices and outlines the investigation
framework and target.

Chapter 7 presents the general modelling approach and discusses
algorithm elements in detail.

Chapter 8 presents several analysis methods used for evaluating the
simulation results and for determining different sensitivities.

Chapter 9 contains two case studies using the simulation and analysis
methods presented in chapters 7 and 8.

Chapter 10 contains the discussion of various aspects of the model
and the case studies as well as the conclusion for part II of the thesis.

Appendix A introduces reliability modelling concepts.

Appendix B gives an overview of Kronecker products and sums.

Appendix C briefly discusses the general charge and discharge mod-
elling approach for energy storage devices.
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Chapter 2

Modelling of Multi-Carrier
Energy Systems

This chapter contains the introduction for part I, giving an overview of
the modelling of multi-carrier energy systems. Energy systems compris-
ing electrical, chemical and thermal energy are discussed and a short
overview of conversion technologies is given. Following, a conceptual
approach for the combined modelling of multi-carrier energy systems is
presented, serving as the basis for the remainder of part I.

2.1 Introduction

Traditionally, the infrastructures for the supply of electrical, chemi-
cal and thermal energy have been treated separately. In most cases,
both the topologies and the operation strategies have been developed
independently of one another and in some regions or cities, they are
also maintained by individual companies. Various developments, how-
ever, indicate an increasing mutual dependence and competition be-
tween these three infrastructures. This trend is particularly driven by
the increasing number of gas-fired power stations, converting natural
gas into electricity and thermal energy [9]. Different technologies exist,
both for small-scale and large-scale applications, indicating possible in-
terdependencies of the energy carriers on transmission and distribution
levels.

9
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The technology for small-scale applications, starting in the few kW
range – thus suited for individual houses and small offices – is yet ma-
turing, whereas the technology for large-scale applications with up to
several hundred MW of installed capacity is already well established
[9]. Particularly the combined cycle gas turbines (CCGT) play a ma-
jor role in this context, installations being discussed and already taking
place in various countries. The technology of CCGTs allows building
medium-sized power stations that are at least as cost-efficient as con-
ventional thermal and hydro power stations with their large economies
of scale [9]. The comparatively shorter construction and amortisation
times as well as their higher operational flexibility is often also claimed
to technologically having made possible the liberalisation of the power
markets [10].

Gas-fired power stations basically establish a coupling between the che-
mical and the electrical infrastructures, resulting in a certain inter-
changeability and redundancy between these two energy carriers. At
certain times it might be financially attractive to generate electricity
from gas instead of consuming directly from the electrical network, e.g.
during peak hours. Or there could be situations, where it is favourable
to make use of the short-term storage flexibility, inherent in the gas
network. Hence, it is likely that peaks from the electrical network will
be migrated to the gas network, resulting in a more intensively and
differently used gas network. If, at some point in the future, a hydro-
gen economy would establish, fuel cells would provide the equivalent
coupling, with electrolysers establishing even a bidirectional coupling
between electrical and chemical energy. Similar interdependencies can
be identified between electrical and thermal networks as well as between
chemical and thermal networks, when considering e.g. hot water boilers
or combined heat and power (CHP) conversions.

Consequently, investigations concerning new and future energy systems
should integrate electrical as well as chemical and thermal energy. The
usefulness of such a combined or integrated analysis has already been
recognised in a few recent publications [11, 12, 13, 14, 15, 16], focusing
mostly on energy flow optimisation aspects and on modelling similar-
ities. However, besides potential economic benefits from a combined
power flow optimisation, a major benefit can be identified in the area
of reliability of supply. A gas-fired power station or an electrical boiler
does not only introduce an interdependence between two energy sys-
tems. Because of the coupling established by the converter, the load
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can be supplied from several independent infrastructures, which is ben-
eficial in terms of redundancy.

The first part of the thesis presents and discusses a method, which has
been developed for the analysis of the reliability of supply in multi-
carrier energy systems. The method allows to determine the reliability
of supply as a function of the reliability characteristics of the exist-
ing conversions. It will be used to investigate the potential benefits of
the redundancy effects and to what extent they influence the availabil-
ity of supply. Furthermore, the method is applied to analyse whether
a certain overall reliability of supply can be maintained despite less
favourable reliability characteristics of particular components. Such
investigations are important both for maintenance considerations – as-
suming the maintenance frequency to affect the reliability characteristics
– and for discussions concerning the benefit of distributed generation.

The next section introduces a conceptual modelling approach suited for
multi-carrier energy systems. The subsequent chapter 3 is based on this
approach, introducing a method for reliability analyses in multi-carrier
energy systems. Chapter 4 discusses a Markov approach for reliability
modelling of energy storage devices, used to complement the model from
chapter 3. The last chapter of this part (chapter 5) presents sensitivity
analyses, performed with the developed methods. The conclusion for
part I is included in this chapter as well.

2.2 The Energy Hub Modelling Concept

The term ’multi-carrier energy system’ can be applied for any energy
system containing more than one energy carrier, from oil to wood chips
or compressed air. Throughout this thesis however, the term is used
to refer to systems exclusively containing electrical, chemical and ther-
mal energy carriers. These are the energy carriers consumed by most
end-users and – when looking at distributed generation technologies –
they represent infrastructures with large mutual substitution potentials.
Various conversion technologies exist, providing conversions between all
three forms of energy. The following table 2.1 gives an informative
but non-comprehensive overview of existing and upcoming conversion
technologies.

From a system point of view, a unit like a gas-fired power station or
an electric boiler is simply a converter, converting one form of energy
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from → to electrical chemical thermal

electrical
power electronics

converters
transformer

electrolysis
batteries

electric boiler
heat pump

chemical fuel cell
CCGT

reformer
gas furnace

fuel cell
CCGT

thermal
thermovoltaics
Stirling engine
steam turbine

silicate storage heat exchanger

Table 2.1: Overview of existing and upcoming conversion technologies.

into one or several other forms of energy. In this context it does not
matter, with which technology a conversion is performed but simply
that a conversion can take place. In order to have a simple formulation
for these conversions, the so-called energy hub modelling concept has
been developed [12, 17].

According to this modelling concept, any network participant is rep-
resented by the energy conversion it is performing. The general form
of an energy hub is thus a multi-port, with several inputs and several
outputs, representing the energy carriers. Between the ports, the dif-
ferent energy carriers are converted into each other, depending on the
available converters. Figure 2.1 shows the general two-port form of an
energy hub, with all possible conversions displayed, i.e. for example the
expression ’e-c’ representing the electrical-chemical conversion.

electrical

chemical

thermal

electrical

chemical

thermal

e-c e-t

c-e c-t

t-et-c

Figure 2.1: Standard representation of a two-port energy hub providing
conversions between electrical, chemical and thermal energy.
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The energy hub modelling concept has been developed primarily for
optimisation of the involved energy flows. In this respect, the crucial
characteristic representing the conversion is the efficiency of the conver-
sion. The conversion of e.g. the electrical-chemical converter can then
be described with the corresponding efficiency ηec, relating the steady
state chemical output load Lc with the electrical input power Pe:

Lc = ηec · Pe (2.1)

Because of energy conservation laws, as discussed in [12], the conversion
efficiency has to be multiplied with a so-called dispatch factor ν, which
represents the topology. This dispatch factor satisfies 0 ≤ ν ≤ 1 and
defines how the power flow from one input is distributed to the different
converters. Without the dispatch factor, it could happen that the dis-
patching of the converters results in a power requirement exceeding the
rated network capacities and the energy conservation laws would be vi-
olated. As an example, the chemical energy carrier can be used to both
supply a gas-fired turbine and a further chemical load. The flow then is
separated such that νc times the rated capacity serves the gas-fired tur-
bine and (1 − νc) times the rated capacity supplies the load. Following
this approach, the so-called coupling matrix C can be defined, relating
each input of the energy hub with each output. This matrix is shown
in figure 2.2, corresponding to figure 2.1. The input energy carriers are
assigned to the columns and the output carriers to the rows.

As outlined, the entries of the coupling matrix consist of the respective
conversion efficiencies weighted with dispatch factors, as soon as one
energy carrier is supplying more than one converter or output.

el
ec

tr
ic

a
l

ch
em

ic
a
l

th
er

m
a
l

electrical

chemical

thermal

cee cce cte

cec ccc ctc

cet cct ctt

Figure 2.2: Coupling matrix for the energy hub from figure 2.1, pro-
viding conversions between electrical, chemical and thermal
energy carriers.
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The individual power flows Pα at the input of the hub, with α repre-
senting the respective energy carriers, can be defined as:

~P =





Pe

Pc

Pt



 (2.2)

The subscripts ’e’, ’c’ and ’t’ stand for electrical, chemical and thermal,
respectively. Accordingly, the output or loads Lα of the hub can be
represented as:

~L =





Le

Lc

Lt



 (2.3)

The coupling matrix C from figure 2.2 consequently allows relating or
coupling both power vectors with each other [12]:

~L = C · ~P





Le

Lc

Lt



 =





cee cce cte
cec ccc ctc
cet cct ctt



 ·





Pe

Pc

Pt





(2.4)

The relation in equation (2.4) allows performing power flow analyses
with given networks, optimising the consumption depending on the in-
stalled converters and e.g. price information for the individual energy
carriers. It also allows optimisation of matrix elements for given loads
and power flows, i.e. performing a structural or topological optimisa-
tion. Another useful property of the energy hub modelling approach is
that all components in a network can be represented with it. Transmis-
sion lines for example do not directly perform a conversion but they are
associated with certain transmission losses. They can consequently be
represented with a transmission efficiency at the corresponding diagonal
entry [12].

The subsequent chapters are based on the above energy hub modelling
approach. However, instead of representing a network participant with
its conversion efficiencies, it will be described with its reliability charac-
teristics. Consequently, instead of optimal power flow calculations, the
model will be used for availability calculations.



Chapter 3

Reliability Modelling of
Multi-Carrier Energy Systems

In this chapter, a model is developed for the analysis and calculation of
reliability aspects in multi-carrier energy systems. The chapter starts
by introducing the basic reliability modelling approach and presents the
perception of reliability within the energy hub framework. A simple ex-
ample is used to develop the general modelling procedure. This modelling
procedure is then generalized and stated for a general energy hub. The
resulting method can be used for both analytical and numerical calcula-
tions and it can be used as target function for optimisations.

3.1 Modelling Basics and Assumptions

The most simple form of an energy hub is a load, which is supplied
directly from the corresponding energy carrier and indirectly through a
converter, converting energy from a second energy carrier. This results
in redundancy effects for the load, assuming it can be supplied by either
connection during certain periods. Because of this additional supply
path, i.e. the converter, an increased level of reliability of supply can
be expected intuitively. To analyse these expected benefits, a model is
needed, considering the characteristics of the different energy carriers.
So far however, only few studies on the subject of reliability modelling
in multi-carrier energy systems have been published [14, 15]. Thus,

15
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a method for the combined analysis of reliability aspects is proposed
throughout this chapter, based on reliability models for power systems.
Such models have been the subject of many books [18, 19, 20, 21] and
various publications, summarised in structured bibliographies [22, 23,
24]. Chapter 5, containing the sensitivity analyses, will then apply
the method and further outline and discuss the various advantages and
disadvantages.

3.1.1 Component modelling

For the reliability analysis, it is assumed that all connections and con-
verters within an energy hub can be represented as single units, no
matter of how many processes they physically consist. All considered
components are assumed to behave as stationary Markov processes (see
appendix A.21) and each component is either in an operating state or
in a failed state; intermediate or standby states are not considered.
Furthermore, the components are repairable and as good as new after
a repair. According to A.2, a component thus stays in the operating
state until a failure occurs. The component then transits to the failed
state, where it resides until it has been repaired, returning back to the
operating state. This behaviour can be illustrated as in figure 3.1.

1 λ

µ

Component
operating

2

Component
failed

Figure 3.1: Representation of a single component with failure rate λ
and repair rate µ.

According to figure 3.1, the transition from the operating state to the
failed state happens with the so-called failure rate λ. The rate λ is
defined as the reciprocal of the mean time to failure (MTTF). Analo-
gously, the repairing takes place with the associated repair rate µ, being
the reciprocal of the mean time to repair (MTTR). Both transition rates
are usually expressed relative to the duration of a year. As outlined in
appendix A, the steady-state probability R1 of being in the operating

1A short introduction to the main reliability models and procedures applied in this
thesis is contained in appendix A, entitled ’Basic Concepts of Reliability Modelling’.
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state – i.e. the availability of the component – is defined as:

R1 =
µ

µ+ λ
(3.1)

The sum of all state probabilities is equal to 1 and hence the unavail-
ability Q = R2 – corresponding to the probability of residing in state 2
– must satisfy:

R2 = 1 −R1 =
λ

µ+ λ
(3.2)

3.1.2 Introductory example

In the context of multi-carrier energy systems, conversions between two
energy carriers result in a certain dependence but also provide the option
to supply a load from either network. Figure 3.2 illustrates this with a
small example.

ηce

Pe

Pc

Le
Cee

Cce

Figure 3.2: Example of an energy hub, corresponding to equation (3.3).
The electrical load Le is supplied directly through an
electrical-electrical connection Cee and indirectly through
a chemical-electrical connection Cce.

An electrical load is connected to the electrical infrastructure but it
can also be supplied from a gas-fired turbine. This constellation can be
represented with an energy hub and the associated coupling matrix, as
shown in equation (3.3):

C =





ηee ηce 0
0 0 0
0 0 0



 (3.3)

The capacity of the gas-fired turbine is designated as Cce and associated
with the conversion efficiency ηce. Consequently, if the gas-fired turbine
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is operating at the rated output, the demand from the chemical network
Pc satisfies Pc = Cce ·η

−1
ce . The electrical connection has a rated capacity

of Cee and is associated with the transmission efficiency ηee. All other
connections and lines are considered dimensionless and the supply lines
are considered ideal. The load is supplied redundantly as long as the
load demand satisfies Le ≤ Cce and Le ≤ Cee.

Reliability block diagram approach

Using reliability block diagrams, as introduced in appendix A, this sit-
uation can be displayed as in figure 3.3. The term Ree corresponds to
the probability of an operating electrical connection and the term Rce

likewise corresponds to the probability of a working chemical-electrical
connection. Assuming redundant supply, the availability of supply Reout

for the electrical output Le then satisfies:

Reout
= Ree +Rce −ReeRce (3.4)

Ree

Rce

Figure 3.3: Reliability block diagram for the energy hub in figure 3.2.

As outlined, both the electrical line and the chemical-electrical converter
are treated as one component each. Thus, failure and repair rates can
be introduced, as depicted in the component models in figure 3.4.

1 12 2λee

µee

λce

µce

Cee

operating
Cee

failed

Cce

operating
Cce

failed

Figure 3.4: Component models for the example in figure 3.2.

The availability of supply Reout
at the electrical output can now be

determined as a function of the failure and repair rates of the associated
components, using equations (3.1), (3.2) and (3.4):

Reout
=

µee

µee + λee

+
µce

µce + λce

−
µee

µee + λee

·
µce

µce + λce

=
µeeµce + µeeλce + λeeµce

(µee + λee)(µce + λce)
(3.5)
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State space diagram approach

The same result can be obtained by combining the two components from
figure 3.4 to construct the state space diagram of the supply situation
(figure 3.5). The symbol ’X’ represents an operating connection and
’×’ a failed state.

Cee X

Cce X

Cee ×

Cce X

Cee ×

Cce ×

Cee X

Cce ×

λce λceµceµce

λee

λee

µee

µee

1 2

34

Figure 3.5: State space diagram for the example in figure 3.2.

Applying the technique described in appendix A.2.2 leads to the prob-
abilities of residing in the respective states:

R1 =
µeeµce

(µee + λee)(µce + λce)

R2 =
λeeµce

(µee + λee)(µce + λce)

R3 =
λeeλce

(µee + λee)(µce + λce)

R4 =
µeeλce

(µee + λee)(µce + λce)
(3.6)

As long as at least one of both components is operating, the load can be
supplied. The availability is thus found as the sum of the probabilities
of residing in either state 1, 2 or 4, which is equal to equation (3.5):

Reout
= R1 +R2 +R4 (3.7)

Variable load

The results obtained so far are valid as long as the load Le stays below
the rated capacities of both components Cee and Cce, respectively. If
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this assumption does not hold true, the load demand Le(t) has to be
compared with the installed capacities during every time interval t to
determine whether a parallel or a series supply situation exists. Using
the state space diagram from figure 3.5, the probability of supply can
be determined rather straight forward.

Different supply scenarios are conceivable, assuming Cee > Cce:

Le(t) ≤ Cce : Reout
= R1 +R2 +R4

Cce < Le(t) ≤ Cee : Reout
= R1 +R4

Le(t) ≤ Cee + Cce : Reout
= R1

Similar relations can be identified for cases where Cce > Cee:

Le(t) ≤ Cee : Reout
= R1 +R2 +R4

Cee < Le(t) ≤ Cce : Reout
= R1 +R2

Le(t) ≤ Cee + Cce : Reout
= R1

If the load demand Le(t) lies between the installed capacities of both
connections (e.g. Cee < Le(t) ≤ Cce), the smaller rated connection
(Cee) does not contribute in terms of reliability improvement. It is
however conceivable that the smaller rated connection (Cee) will take
over the supply of partial loads in case of a failure of the sufficiently
sized connection (Cce). Partial load shedding would still occur but the
expected energy not supplied would be reduced. This operation strategy
will be the subject later-on, in section 3.3.2. For now, expected energy
not supplied is not discussed further.

Obviously, state 1 of the state space diagram is a supplying state as
long as the load is smaller than the capacity of any or both connections
together. States 2 and 4 are supplying states as long as Le ≤ Cce or
Le ≤ Cee, respectively. To summarise these relations in one expression,
the following auxiliary variables have to be defined using boolean logics:

a(t) =

{

1, Le(t) ≤ (Cee + Cce)
0, else

b(t) =

{

1, Le(t) ≤ Cce

0, else

c(t) =

{

1, Le(t) ≤ Cee

0, else
(3.8)
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Consequently, variable a is true when at least one of the variables b or c
is true. The availability of supply Reout

at any time interval t can then
be defined as follows, valid for any relations of Le, Cee and Cce:

Reout
(t) = R1 · a(t) +R2 · b(t) +R4 · c(t) (3.9)

Analogously, the probability of failure could be found as follows, with
¬a(t) implying both ¬b(t) and ¬c(t):

Qeout
(t) = R1 · ¬a(t) +R2 · ¬b(t) +R3 +R4 · ¬c(t) (3.10)

This closes the example, used for introducing the applied reliability prin-
ciples and the modelling procedure. The same approach as in equation
(3.9) will now be developed for a general energy hub.

3.2 Output Availability as a Function of
the Hub Components

The example in the previous section introduced the general approach
applied in the reliability model for multi-carrier energy systems. Other
approaches are possible, using reliability block diagrams or using the
concept of generation outage tables [20]. The approach developed in
this thesis however is particularly suited for numerical and symbolic
calculations, which in turn is useful for sensitivity analyses. Further-
more, the approach follows the hub matrix notation. In this section,
the procedure applied for the example in figure 3.2 is generalised, first
focusing on one output only. Afterwards, the model is postulated for
hubs with three outputs.

For the general form of the model, the supplying networks are assumed
to be 100% reliable. This allows to focus on the influence of the con-
verting elements and to identify benefits of an energy hub. Later-on,
the model will be complemented with non-ideal supply infrastructures
to incorporate the different failure behaviour of the individual infras-
tructures. Furthermore, it is assumed that only one converter exists
between two energy carriers. This assumption will be discussed as well
later-on.
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3.2.1 Failure and repair rate matrices

In figure 3.4 the component models for the electrical-electrical connec-
tion Cee and for the chemical-electrical connection Cce are displayed.
For each connection, the failure rate and the repair rate have been
stated. Following the energy hub approach it is thus possible to de-
fine a failure rate matrix Λ and a repair rate matrix M, containing the
failure and repair rates of all couplings:

Λ =





λee λce λte

λec λcc λtc

λet λct λtt



 (3.11)

M =





µee µce µte

µec µcc µtc

µet µct µtt



 (3.12)

The matrix elements correspond to the failure and repair rates of the
associated coupling. The conversions provided by the energy hub are
thus reduced to their reliability characteristics. Each coupling is treated
as one process, no matter how many elements it consists of physically.
The corresponding matrix in equation (2.4) directly relates the power
flows at the input with those at the output. In the context of proba-
bilities, however, no similar direct relations between input and output
reliability were found, implying equations (3.11), (3.12). Hence, an al-
gorithm is developed, for which the matrix representation of the failure
and repair rates is well suited. Sometimes, not all possible couplings
will be occupied. These particular connections are defined to have a
failure rate λ = 0 and a repair rate µ = 1; these values have no physical
meaning, but they are necessary for the algorithm to properly perform,
as will be seen later-on.

The reliability of a conversion from energy carrier α to energy carrier
β (α, β ∈ [e, c, t]) can be defined using equations (3.1) and (3.2). The
term Rαβ corresponds to the probability of a working conversion from
α to β and Qαβ consequently to the probability of a failed conversion:

Rαβ =
µαβ

µαβ + λαβ

(3.13)

Qαβ =
λαβ

µαβ + λαβ

(3.14)
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3.2.2 Derivation of a general calculation procedure

Similar to the earlier discussed example, the state space diagram for the
supply of output Lα can be defined. For the remainder of this section,
the index ’α’ serves as placeholder for any of the three possible hub
loads, representing the electrical, chemical and thermal energy carriers.
The availability of supply at output Lα of the energy hub depends both
on a direct connection as well as on two indirect connections. Hence,
the state space diagram for the supply of Lα consists of 23 = 8 states,
with the involved connections Ceα, Ccα and Ctα, displayed in figure 3.6.

Ceα X

Ccα X

Ctα X

Ceα ×

Ccα X

Ctα X

Ceα X

Ccα ×

Ctα X

Ceα X

Ccα X

Ctα ×

Ceα ×

Ccα ×

Ctα X

Ceα X

Ccα ×

Ctα ×

Ceα ×

Ccα X

Ctα ×

Ceα ×

Ccα ×

Ctα ×

λeα

λeα

λeα

µeα

µeα

µeα

µeα

λcα

λcα

λcα

λcα

µcαµcα

µcα

λtα

λtα

λtα

µtα

µtα

µtα

µtα

µcα

λeα

λtα

1

2 3 4

5 6 7

8

Figure 3.6: State space diagram for the supply of output Lα from inputs
Pe, Pc and Pt through the connections Ceα, Ccα and Ctα.

Again, as in the example discussed earlier, successful supply depends on
the relation between the momentary load and the installed capacities
of the individual connections. The increased amount of components
results in more supply situations with parallel, series and combined
configurations (see figure 3.7 for a complete overview). Analysing these
different configurations separately however is not useful, which is why
the same procedure as in equations (3.8) and (3.9) is applied.
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The state probabilities can be found according to A.2.3 as:

R1α =
µeαµcαµtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R2α =
λeαµcαµtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R3α =
µeαλcαµtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R4α =
µeαµcαλtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

1)

7)

8)

2a)

2b)

2c)
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3b)

3c)
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4b)
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Rcα

Rcα
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Rcα

Rcα
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Rcα
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Figure 3.7: Reliability block diagrams for the supply of output α from
the electrical, chemical and thermal inputs, α ∈ [e, c, t].
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R5α =
λeαλcαµtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R6α =
µeαλcαλtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R7α =
λeαµcαλtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)

R8α =
λeαλcαλtα

(µeα + λeα)(µcα + λcα)(µtα + λtα)
(3.15)

For later use, the individual probabilities can be combined and written
as vector ~Rα = [R1α, R2α, R3α, R4α, R5α, R6α, R7α, R8α]T. Entry ~Rα(3)
then e.g. corresponds to the probability of residing in state 3.

Similar to equation (3.9), the probability of being supplied can be ex-
pressed with one equation. This equation holds true for any load and
any installed capacities Ceα, Ccα and Ctα. To state this equation, the
following boolean variables are defined for every time period t:

a(t) =

{

1, Lα(t) ≤ (Ceα + Ccα + Ctα)
0, else

b(t) =

{

1, Lα(t) ≤ (Ccα + Ctα)
0, else

c(t) =

{

1, Lα(t) ≤ (Ceα + Ctα)
0, else

d(t) =

{

1, Lα(t) ≤ (Ceα + Ccα)
0, else

e(t) =

{

1, Lα(t) ≤ Ctα

0, else

f(t) =

{

1, Lα(t) ≤ Ceα

0, else

g(t) =

{

1, Lα(t) ≤ Ccα

0, else
(3.16)

The probability of a successful supply of load Lα(t) can then be calcu-
lated for every period t as:

Rαout
(t) =~Rα(1) · a(t) + ~Rα(2) · b(t) + ~Rα(3) · c(t) + ~Rα(4) · d(t)

+ ~Rα(5) · e(t) + ~Rα(6) · f(t) + ~Rα(7) · g(t) (3.17)
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Equation (3.17) basically compiles the information from the state space
diagram in figure 3.6. For instance, state 3 is a supplying state as long
as either Ceα, Ctα or both contemporaneously (Ceα +Ctα) are capable
of supplying the load. These conditions correspond with the variables
f(t), e(t) or c(t) being true and thus equal to one. Both e(t) and f(t)

imply c(t), which is why it is sufficient to multiply ~Rα(3) with c(t).

Similar to the state probabilities, the multiplication coefficients in equa-
tion (3.17) can be combined in a row vector ~Fα(t):

~Fα(t) =
[

a(t) b(t) c(t) d(t) e(t) f(t) g(t) 0
]

(3.18)

This allows writing the probability of a successful supply Rαout
(t) at

time t as the following scalar product:

Rαout
(t) = ~Fα(t) · ~Rα (3.19)

The modelling procedure so far can be described as follows: vector ~Rα

contains the individual constant state probabilities for each state of the
state space diagram in figure 3.6. The row vector ~Fα(t) contains the
boolean variables relating the momentary load Lα(t) with the capacities
of the different connections. Hence, to incorporate a varying load, vector
~Fα(t) has to be redefined for every time period t, in order to reflect
the momentary supply situation. The associated momentary level of
reliability of supply Rαout

(t) then is found as the sum of the probabilities
of all states that are supplying states for the momentary load Lα(t).

These supplying states in turn are defined through the entries of ~Fα(t).

3.2.3 Procedure for determining the expected reli-
ability of supply

For a given load curve – which can be a duration curve or a sequential
load representation – and a given hub configuration, i.e. known Ceα,
Ccα and Ctα, the average expected reliability of supply Rαout

for a
certain observation duration T can be defined according to the following
procedure. The observation period T is defined to consist of n intervals
of duration ∆t, hence n ·∆t = T . Intervals ∆t are expressed relative to
an hour, e.g. 5 min intervals result in ∆t = 1

12 h.
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(1) Determine the reliability characteristics of the hub components
and define matrices Λ and M.

(2) Determine the state probability vector ~Rα.

(3) Determine the boolean variables a(t) to g(t) for every interval of
the load curve of length n and store them in the n× 8 matrix Fα

(equations (3.16) and (3.18)). Row t of Fα corresponds to ~Fα(t),
with t ∈ [1, ...n].

(4) Determine the weight of every state probability by summing up
matrix Fα column-wise and by dividing by the length n. This
results in the 1× 8 array ~Gα, containing entries between 0 and 1:

~Gα =
1

n

[

n
∑

t=1
Fα(t, 1)

n
∑

t=1
Fα(t, 2) · · ·

n
∑

t=1
Fα(t, 8)

]

(3.20)

(5) Calculate the expected reliability of supply Rαout
for load Lα as:

Rαout
= ~Gα · ~Rα (3.21)

This procedure results in the average availability of supply during the
period covered by the load curve. The following paragraphs contain
a short application example, illustrating the use of the suggested pro-
cedure. Afterwards, the algorithm is postulated for all three outputs,
followed by a procedure for the calculation of expected energy not sup-
plied.

3.2.4 Application example

This subsection contains a short example, demonstrating the use of the
suggested procedure for calculating the expected reliability of supply.
The example considers an electrical load (i.e. α = e), which is supplied
from the electrical, chemical and thermal network. Figure 3.8 shows the
German standard weekday electrical load profile for a small business,
scaled to a total annual consumption of 20 MWh [25]. The load curve
consists of n = 96 intervals, each with 15 min duration.

The electrical-electrical connection is rated Cee = 10 kW, the chemical-
electrical connection satisfies Cce = 2 kW and the thermal-electrical
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Figure 3.8: Load curve of an electrical load Le supplied with an energy
hub.

connection Cte = 0.5 kW [26, 27, 28]. The failure and repair rate
matrices are defined as:

Λ =





0.5 1.5 1.5
0 0 0
0 0 0





M =





4380 365 365
1 1 1
1 1 1





Thus, the chemical-electrical and the thermal-electrical converter fail
three times as much as the electrical-electrical connection. Furthermore,
their repair needs 12 times as long, i.e. 24 h. Using equation (3.15) and
the matrix entries (e.g. λce corresponds to Λ(1, 2)), the corresponding

state probability vector ~Re is found as:

~Re =

























0.99171800206280
0.00011320981759
0.00407555343313
0.00407555343313
0.00000046524583
0.00001674884973
0.00000046524583
0.00000000191197

























It is obvious from figure 3.8 that the converters (Cce and Cte) only con-
tribute during periods where Le(t) ≤ 2.5 kW. Furthermore, the thermal-



3.2. Output Availability as a Function of the Hub 29

electrical converter is not powerful enough to supply the load by itself
at all. An excerpt of matrix Fe shows the different state probability
weights between 18:45 and 20:00. During time steps 76 to 78, i.e. 19:00
to 19:45, for a short time, a redundant supply situation exists, which
can only persist as long as Cce and Cte are operating. After 19:45 the
load has decreased further, such that Cce can maintain the redundant
supply on its own, not anymore requiring Cte:

Fe =





















· · · · · · · ·
1 0 1 1 0 1 0 0
1 1 1 1 0 1 0 0
1 1 1 1 0 1 0 0
1 1 1 1 0 1 0 0
1 1 1 1 0 1 1 0
· · · · · · · ·





















·
t=75

t=76

t=77

t=78

t=79

·

This excerpt shows that state 1 is always a supplying state. Further-
more, as long as Le(t) > 2.5 kW, states 3, 4 and 6 are supplying as
well (compare also with figure 3.6). Then, from time step 76 to 78,
additionally state 2 is a supplying state: Cee is down, but Cce +Cte can
supply the load. After time step 78, state 7 also becomes a supplying
state. Summing up matrix Fe, following the before outlined procedure,
results in row vector ~Ge with the average state frequencies:

~Ge =
[

1 52
96 1 1 0 1 47

96 0
]

The availability of supply at the electrical output is finally found with
equation (3.21):

Reout
= ~Ge · ~Re = 0.999947

The availability of supply without the energy hub, i.e. considering only
the electrical supply, equals Ree = 0.999886. This corresponds to an
annual outage duration of 59.99 min. With the energy hub, i.e. consid-
ering the converters from the chemical and the thermal networks, the
expected annual outage duration is reduced to 27.64 min.
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3.3 Reliability Models for a Complete En-

ergy Hub

This section contains the general reliability model suited for an arbi-
trary energy hub. The model is basically the extension of the above
developed procedure to three outputs and it is based as well on state
space diagrams as displayed in figure 3.6. Different state space diagrams
are possible, but then the associated equations and vector entries have
to be changed accordingly.

Theoretically, the hub with 6 converters and 3 connections could be
represented with one large state space diagram, containing 23×3 = 512
states. However, unless one converter has two different outputs, as e.g.
a combined heat and power, most system states will be independent of
each other and could be combined again. This is why it was decided
to work with three individual state space diagrams for each output,
following the same form. Thus, the state space diagram in figure 3.6
is applied for all outputs. Only the indices of the connections have to
be replaced accordingly, with α ∈ [e, c, t]. The same holds true for the
failure and repair rates.

It is important to note that this approach still allows the consideration
of converters with more than one output. As each converter is treated
as one single unit, it is assumed that e.g. for a CHP the reliability char-
acteristics for both conversions are identical: λce = λct and µce = µct.

3.3.1 Expected reliability of supply

The procedure suggested in section 3.2.3 is restated here, valid for the
complete hub and in more detail, showing the necessary extensions.
Generally, in all matrices needed and defined throughout this procedure,
the first row or column, where appropriate, is always assigned to the
electrical energy carrier, the second one to the chemical and the third
one to the thermal energy carrier. Furthermore, the algorithm is noted
in matrix notation where possible, indicating the modelling approach
for programs like Matlabr. As before, the modelling focuses only on the
hub components so far, assuming the supplying networks to be 100%
reliable. This assumption will be discussed in section 3.4.2.
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Procedure for calculating expected reliability of supply

(1) Determine the reliability characteristics of the hub components
and define matrices Λ and M:

Λ =





λee λce λte

λec λcc λtc

λet λct λtt



 ; M =





µee µce µte

µec µcc µtc

µet µct µtt



 (3.22)

(2) Determine the connection capacities of the hub and define the
connection matrix ζζζ:

ζζζ =





Cee Cce Cte

Cec Ccc Ctc

Cet Cct Ctt



 (3.23)

A converter with several outputs was defined to have identical
failure and repair rates for all conversions it is providing. The
connection capacities are however not necessarily identical. The
thermal capacity of e.g. a CHP usually differs from the electrical
capacity; Cce is not necessarily equal to Cte.

(3) Define the n× 3 load curve matrix L, column-wise containing the
loads for every time step t of the observation period of length n
with t ∈ [1, ..., n]. For example, L(5, 3) contains the level of the
thermal load in the fifth interval:

L =
[

~Le
~Lc

~Lt

]

(3.24)

(4) Determine the 8 × 3 state probability matrix R, which contains
the state probabilities for the individual state space diagrams, i.e.
the individual hub output:

R =
[

~Re
~Rc

~Rt

]

(3.25)

With j ∈ [1, 2, 3] representing the electrical, chemical and thermal
outputs, e.g. R(7, j) hence corresponds to the probability of re-
siding in state 7 for output j, according to figure 3.6. Using the
failure rate and repair rate matrices, this probability is given as
follows, according to equation (3.15):

R(7, j) =
Λ(j, 1)M(j, 2)Λ(j, 3)

(Λ(j, 1) + M(j, 1))·(Λ(j, 2) + M(j, 2))·(Λ(j, 3) + M(j, 3))
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As mentioned before, an energy hub might not have converters at
all possible couplings and the non-existent couplings are defined to
have λ = 0 and µ = 1. These values have no physical meaning but
they ensure not to end up with entries of R with a denominator
equal to 0.

(5) Determine for each time step t the boolean variables, relating
the connection capacities ζζζ and the momentary loads L (equa-
tion (3.16)):

a(t, j) = L(t, j) ≤ (ζζζ(j, 1) + ζζζ(j, 2) + ζζζ(j, 3))

b(t, j) = L(t, j) ≤ (ζζζ(j, 2) + ζζζ(j, 3))

c(t, j) = L(t, j) ≤ (ζζζ(j, 1) + ζζζ(j, 3))

d(t, j) = L(t, j) ≤ (ζζζ(j, 1) + ζζζ(j, 2))

e(t, j) = L(t, j) ≤ ζζζ(j, 3)

f(t, j) = L(t, j) ≤ ζζζ(j, 1)

g(t, j) = L(t, j) ≤ ζζζ(j, 2) (3.26)

(6) Determine the 3 × 8 × n factor matrix F, according to equation
(3.18), using the boolean matrices defined in step (5):

F(j, 1, t) = a(t, j)

F(j, 2, t) = b(t, j)

F(j, 3, t) = c(t, j)

F(j, 4, t) = d(t, j)

F(j, 5, t) = e(t, j)

F(j, 6, t) = f(t, j)

F(j, 7, t) = g(t, j)

F(j, 8, t) = 0 (3.27)

(7) Calculate the weight of the probabilities of residing in the indi-
vidual states by summing up matrix F along the third dimension,
resulting in the 3 × 8 weighting matrix G:

G =
1

n

2

6

6

6

6

6

4

n
P

t=1

F(1, 1, t)
n

P

t=1

F(1, 2, t) · · ·
n

P

t=1

F(1, 8, t)

n
P

t=1

F(2, 1, t)
n

P

t=1

F(2, 2, t) · · ·
n

P

t=1

F(2, 8, t)

n
P

t=1

F(3, 1, t)
n

P

t=1

F(3, 2, t) · · ·
n

P

t=1

F(3, 8, t)

3

7

7

7

7

7

5

(3.28)
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(8) The reliability of supply for all three loads of the energy hub results
as the diagonal elements from a multiplication of the weighting
matrix with the state probability matrix:

~Rout =





Reout

Rcout

Rtout



 =





(G ·R)(1,1)

(G ·R)(2,2)

(G ·R)(3,3)



 (3.29)

Summarising, this algorithm analyses the load curves in every time step
and determines the supplying states. At the end of the algorithm the
occurrence of the individual states is counted and weighted relative to
the total load curve duration. The sum of the weighted state probabili-
ties then results in the individual availabilities of supply for each energy
carrier. In other words, matrices Λ and M are used to define the state
probability matrix R and the connection matrix ζζζ is used together with
the load matrix L to define the factor matrix F. Multiplying R with F

then gives the probability of supply in each time interval.

So far, the capacities of the converters have been assumed constant.
However, the effectively available converter capacity depends on the
loading of the hub input, supplying the converters [17]. The input ca-
pacities are assumed equal to the capacities of the associated direct
connections and the directly connected loads are assumed to have sup-
ply priority. Hence, if one of these loads gets close to the rated capacity
of the direct connection, it can happen that the converters cannot be
operated at their rated capacity. The following scenario illustrates this.
The thermal input is assumed to supply three different connections:
the direct thermal connection with Ctt = 15 kW, the thermal-electrical
connection with Cte = 2 kW and the thermal-chemical connection with
Ctc = 1 kW. Accordingly, the hub input capacity is as well at 15 kW,
equal to Ctt. Thus, if all three connections would be operating at their
limits, the demand would sum up to 18 kW, exceeding the supply ca-
pacity of the thermal hub input. Consequently, as soon as the thermal
load Lt exceeds 12 kW, a priority rule comes active, defining which
converters to dispatch. If the load is at e.g. Lt = 14 kW either the
thermal-electrical connection has to be set to zero with Cte = 0 kW,
guaranteeing the rated operation of the thermal-chemical connection,
or both connections are reduced to half of the available supply capac-
ity with Cte = 0.5 kW and Ctc = 0.5 kW. On the other hand, if the
chemical load would be at e.g. Lc = 6 kW and the electrical load only
at Le = 1 kW, setting Ctc = 0 kW would allow to define Cte = 1 kW,
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achieving a redundant supply of the electrical load. Of course, also
the direct connection could be reduced, ensuring the rated supply of
both converters. Obviously, different criteria, e.g. economic criteria or
security of supply, can be used when defining the dispatch policy.

Below, one possible approach is presented, redefining the capacities for
every time step. The directly supplied load has priority and the re-
maining supply capacity is distributed among the converters. If both
of the neighbouring supply systems are in normal operation, i.e. the
direct connection can supply the load by itself, the remaining margin
is distributed evenly. Otherwise, the remaining capacity is allocated
according to the demand of the neighbouring systems. Sometimes, a
converter will not be able to contribute to reliability of supply because
its disposable capacity is too small. However, in case of an outage, such
a converter can still supply a partial load. This is the reason why any
available margin is always allocated to the existing converters, useful
for expected energy not supplied analyses.

Hence, before continuing with step (5) in the procedure, determining the
supplying states, the matrix ζζζ has to be defined for each time step t. As
long as the following conditions hold true – checking whether all loads
and converters could be supplied without exceeding any limits – the
rated capacities could be maintained and the matrix ζζζ stays unchanged:

Cee − Le(t) − Cec − Cet ≥ 0

Ccc − Lc(t) − Cce − Cct ≥ 0

Ctt − Lt(t) − Cte − Ctc ≥ 0 (3.30)

If any of these conditions is violated, ζζζ has to be adjusted. The proce-
dure for doing so is explained below, referring to the line numbers of a
pseudcode segment on the next page. The procedure is identical for all
three hub outputs but described here for the electrical output only:

1-3: Calculate the remaining supply capacities, considered as margin mα,
available for supplying the converters.

4-6: If mα is negative, the energy carrier α cannot supply the load at
its output, requiring support from the other energy carriers. The
variable dα is defined true if this is the case.

7-9: Check whether the electrical hub input can provide support to the
other energy carriers. If no margin is left, set the concerned converter
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capacities to 0, with ζζζtmp being a temporary variable. In this interval,
the converters from the electrical network are inoperable.

10: The margin is positive, i.e. the electrical load is below the rated
capacity of the direct connection and a portion of the hub’s electrical
input capacity is available for supplying the converters.

11-21: If the chemical and the thermal network have negative margins, they
both require support to supply their loads. The electrical supply mar-

Algorithm 1 Determination of momentary converter capacities

1: me = ζζζ(1, 1) − Le(t)
2: mc = ζζζ(2, 2) − Lc(t)
3: mt = ζζζ(3, 3) − Lt(t)
4: de = me < 0
5: dc = mc < 0
6: dt = mt < 0

7: if me ≤ 0 then

8: ζζζtmp(2, 1) = 0
9: ζζζtmp(3, 1) = 0

10: else

11: if dc = 1 and dt = 1 then

12: if abs(mc) ≤ 0.5·me then

13: ζζζtmp(2, 1) = min(ζζζ(2, 1), abs(mc))
14: ζζζtmp(3, 1) = min(ζζζ(3, 1), me − abs(mc))
15: else if abs(mt) ≤ 0.5·me then

16: ζζζtmp(2, 1) = min(ζζζ(2, 1), me − abs(mt))
17: ζζζtmp(3, 1) = min(ζζζ(3, 1), abs(mt))
18: else

19: ζζζtmp(2, 1) = min(ζζζ(2, 1), 0.5·me)
20: ζζζtmp(3, 1) = min(ζζζ(3, 1), 0.5·me)
21: end if

22: else

23: ζζζtmp(2, 1) = min(ζζζ(2, 1), 0.5·me ·(dc + (1 − dt)))
24: ζζζtmp(3, 1) = min(ζζζ(3, 1), 0.5·me ·((1 − dc) + dt))
25: end if

26: if ζζζtmp(2, 1) < ζζζ(2, 1) and (ζζζtmp(2, 1) + ζζζtmp(3, 1)) < me then

27: ζζζtmp(2, 1) = min(ζζζ(2, 1), me − ζζζtmp(3, 1))
28: else if ζζζtmp(3, 1) < ζζζ(3, 1) and (ζζζtmp(2, 1) + ζζζtmp(3, 1)) < me then

29: ζζζtmp(3, 1) = min(ζζζ(3, 1), me − ζζζtmp(2, 1))
30: end if

31: end if
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gin is split evenly to both energy carriers. If one of the two energy
carriers however requires less than half, the remaining amount is pro-
vided to the energy carrier with more load at risk. In any case, the
corrected supply capacity cannot exceed the rated converter capac-
ity, which is why a min() query is included. If both the chemical and
the thermal network require more than half of the available electrical
supply margin, the margin is split up equally.

22-25: Either only one of the two neighbouring systems has a support re-
quirement or none of both. If none of the other systems requires
support, the remaining capacity is split up evenly to both converters.
Hence, these converters might not contribute to reliability of supply
but in case of partial load shedding they could supply certain loads.
If only one of both neighbouring system requires support, it is defined
to get the whole available margin – as long as it does not exceed the
rated converter capacity.

26-30: For certain constellations, it can happen that some converters are be-
low their rated capacity albeit some supply margin is still available. If
this is the case, the remaining capacity is again distributed according
to the needs. With this algorithm, the electrical-chemical converter
is prioritised, as its margin is checked and possibly adjusted first.

The temporary ζζζtmp, containing the adjusted capacities, is now used to
calculate the boolean variables in step (5) of the reliability calculation
procedure. The procedure will be applied later-on in an example in
section 4.3, after storage devices have been included into the modelling
procedure as well.

3.3.2 Expected energy not supplied (EENS)

The algorithm presented in the previous section calculates the availabil-
ity of supply at the three outputs of an energy hub. Sometimes, it is
however more important to know the amount of energy that could not
be supplied, the so-called expected energy not supplied (EENS). Look-
ing at the example in figure 3.8 shows that a failure of the electrical
supply during the peak period would still allow a certain base load to
be supplied, as long as the chemical-electrical and the thermal-electrical
converter are still operating. Thus, only a part of the load has to be
shed, which has an influence on calculations of expected energy not sup-
plied. In this section, this issue is discussed and a modelling procedure
is postulated.
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Two different approaches are developed for investigating expected en-
ergy not supplied. Which approach to use depends on the type of load
supplied, as load shedding sometimes is not appropriate. If the load is
e.g. an industrial process, a loss of load most certainly results in a loss
of production and supplying part loads will probably not be helpful.
Modelling the supply of such a load, incorporating load shedding, thus
makes little sense. On the other hand, if the hub supplies e.g. a res-
idential area with many individual houses, load shedding would mean
that some of the houses or some loads in the houses can still be sup-
plied. A similar effect occurs when looking at distributed generation:
in case of a failure of the main supply system, the distributed generator
can probably still supply a certain base load. The use of load shed-
ding thus results in a reduction of EENS. This reduction corresponds
to a certain value that can be put in relation to the expenses for being
able to perform load shedding. These expenses are e.g. the cost for
the converter or the cost for the information infrastructure, required for
deciding which loads when to dis- and reconnect.

EENS without load shedding

In the case where load shedding is not considered useful, a failure of
the supply means total loss of load. The expected energy not supplied
Nαnls

(t) at time interval t thus corresponds to the momentary load de-
mand Lα(t) multiplied with the probability of failure. This momentary
probability of failure Qαout

(t) adds up to unity with the probability of
being operating Rαout

(t) and the definition for EENS at time t can be
identified as:

Nαnls
(t) = ∆t · (1 −Rαout

(t)) · Lα(t) (3.31)

The time interval duration ∆t has to be applied in order to express
EENS in [Wh]. The probability of being operating at time t is defined

as in equation (3.19), with ~Fα(t) containing the boolean variables:

Rαout
(t) = ~Fα(t) · ~Rα (3.32)

The expected energy not supplied Nαnls
for the total observation period

T consequently can be found as:

Nαnls
= ∆t ·

n
∑

t=1

(

1 − ~Fα(t) · ~Rα

)

· Lα(t) (3.33)
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For the calculation of EENS of a general energy hub, the 3 × n matrix
Q can be defined, containing the probability of failure for every time
step t ∈ [1, 2, . . . , n] for all energy carriers:

Q =

2

6

6

6

6

6

6

4

1 −
8

P

i=1

F(1, i, 1) · R(i, 1) · · · 1 −
8

P

i=1

F(1, i, n) · R(i, 1)

1 −
8

P

i=1

F(2, i, 1) · R(i, 2) · · · 1 −
8

P

i=1

F(2, i, n) · R(i, 2)

1 −
8

P

i=1

F(3, i, 1) · R(i, 3) · · · 1 −
8

P

i=1

F(3, i, n) · R(i, 3)

3

7

7

7

7

7

7

5

(3.34)

The individual values of EENS of the respective energy carriers can
then be found as the diagonal entries of the matrix resulting from the
multiplication of Q with the load matrix L:

~Nnls =





Nenls

Ncnls

Ntnls



 = ∆t ·





(Q · L)(1,1)

(Q · L)(2,2)

(Q · L)(3,3)



 (3.35)

This procedure will be applied in section 3.3.3 to calculate the EENS
for the example discussed in section 3.2.4. Section 3.3.3 will also outline
the use of the method presented in the next paragraphs and put the re-
sults in relation to each other, indicating the benefit of considering load
shedding. Furthermore, the results will be verified with an alternative,
more intuitive and stepwise calculation.

EENS with load shedding

This section discusses an approach for calculating EENS considering
load shedding and its fundamentals are illustrated based on the example
from section 3.2.4. The electrical load Le is supplied through three
connections Cee, Cce and Cte. Their capacities satisfy Cte < Cce <
(Cce+Cte) < Cee and between 08:00 and 18:45, only the direct electrical
connection Cee is able to supply the full load Le (see the load curve
in figure 3.8). Following the state space diagram in figure 3.6, the
supplying states are states 1, 3, 4 and 6. If the electrical connection fails,
the energy hub can only supply a load that satisfies Leshed

= Cce +Cte

and state 2 is the supplying state. Either the chemical-electrical or the
thermal-electrical connection could now still fail, resulting in Leshed

=
Cte (state 5) or Leshed

= Cce (state 7), respectively.
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The expected energy not supplied can be evaluated by calculating the
conditional probabilities for different supply levels and by summing up
all possible situations. This can be achieved in an elegant way by us-
ing the state space diagram from figure 3.6. The probability of each
state already is expressed as a conditional probability. For instance
the probability R5e of state 5 corresponds to an operating thermal-
electrical connection given that both the electrical-electrical and the
chemical-electrical connection have failed. Hence, if the system is resid-
ing in state 5, being the only supplying state left, the expected energy
supplied (EES) corresponds to Re5 · Cte with Leshed

(t) = Cte. EENS is
then found as the difference between the load and the expected supplied
energy (1 −Re5) · Cte.

This approach can be extended to all states of the state space dia-
gram. For this purpose it must be known for every time step, what
each state’s supply capacity is. Considering the aforementioned reason-
ing, the momentary supply capacities of the converters depend on the
directly connected loads. At this point, hence, the momentary valid
connection capacity matrix ζζζ(t) has to be determined. For all states
of the state space diagram, the maximum supply capacities can then
be derived and stored in the vector ~Sα(t), using the corresponding ele-
ments from matrix ζζζ(t). The entries of this vector are the momentary
disposable supply capacities of each state, corresponding to the sum of
all connections that are considered operating in the respective state:

~Sα(t) =

























Ceα + Ccα + Ctα

Ccα + Ctα

Ceα + Ctα

Ceα + Ccα

Ctα

Ceα

Ccα

0

























(3.36)

For the calculation of EENS it is necessary to check whether the load
Lα(t) is smaller than the supply capacity of a state. For instance, if the
load equals 7 kW and the maximum supply capacity of a state is 10 kW,
EENS for that state has to be calculated considering the actual load of
7 kW and not the suppliable load of 10 kW. The boolean variables
defined in equation (3.16) indicate for all states whether their supply

capacity is below or above the momentary load. Row vector ~Fα(t),
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defined in equation (3.18), contains these boolean variables for every

time step t. It is defined to add up to unity with row vector ~Fαnot
(t):

~Fαnot
(t) =

[

¬a(t) ¬b(t) ¬c(t) ¬d(t) ¬e(t) ¬f(t) ¬g(t) 1
]

(3.37)

These can be used to define the 1 × 8 row vector ~Vα(t), containing not
the maximum possible but the momentary supply capacities:

~Vα(t)T =



























Fαnot
(t, 1) · ~Sα(1) + Fα(t, 1) · Lα(t)

Fαnot
(t, 2) · ~Sα(2) + Fα(t, 2) · Lα(t)

Fαnot
(t, 3) · ~Sα(3) + Fα(t, 3) · Lα(t)

Fαnot
(t, 4) · ~Sα(4) + Fα(t, 4) · Lα(t)

Fαnot
(t, 5) · ~Sα(5) + Fα(t, 5) · Lα(t)

Fαnot
(t, 6) · ~Sα(6) + Fα(t, 6) · Lα(t)

Fαnot
(t, 7) · ~Sα(7) + Fα(t, 7) · Lα(t)

Fαnot
(t, 8) · ~Sα(8) + Fα(t, 8) · Lα(t)



























(3.38)

The entries of vector ~Vα(t) thus represent the capacities each state is
or could be supplying to serve the load Lα(t) at time t. All states are
operating with a certain probability, as defined in the state probability
vector ~Rα(t). The expected energy supplied results as the sum of all
state capacities multiplied with their corresponding probability. EENS
then corresponds to the difference between the momentary load Lα(t)
and the expected energy supplied:

Nαls
(t) = ∆t ·

(

Lα(t) − ~Vα(t) · ~Rα

)

(3.39)

The expected energy not supplied for the observation period of length
T = n · ∆t is then defined as:

Nαls
= ∆t ·

n
∑

t=1

(

Lα(t) − ~Vα(t) · ~Rα

)

(3.40)

As before, the algorithm can be derived and stated for a general energy
hub. The 8× 3×n matrix S contains the momentary supply capacities
for all states for the three individual outputs, analogous to equation
(3.36):

S =
[

~Se
~Sc

~St

]

(3.41)
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The 3× 8× n matrix Fnot is defined to add up to unity with the factor
matrix F:

Fnot(j, i, t) = ¬F(j, i, t) (3.42)

The entries of the 3× 8×n matrix V(t) contain the momentary supply
capacities and are defined as follows, with i ∈ [1, ..., 8] representing the
states and j ∈ [1, 2, 3] the individual energy carriers:

V(j, i, t) = Fnot(j, i, t) · S(i, j, t) + F(j, i, t) · L(t, j) (3.43)

The expected energy supplied for every time interval t can be derived
as an n× 3 matrix:

E(t) =

[

8
∑

i=1
V(1, i, t) · R(i, 1) · · ·

8
∑

i=1
V(3, i, t) ·R(i, 3)

]

(3.44)

Expected energy not supplied is then given by the following definition:

~Nls =





Nels

Ncls

Ntls



 = ∆t ·















n
∑

t=1
L(t, 1) − E(t, 1)

n
∑

t=1
L(t, 2) − E(t, 2)

n
∑

t=1
L(t, 3) − E(t, 3)















(3.45)

The definitions contained in equations (3.35) and (3.45) each result in
three values, giving EENS without and with load shedding at the output
of an energy hub. The case without load shedding is somewhat simpler
as it is sufficient to determine the probability of failure of supply for
every interval t and to multiply this probability with the momentary
load demand. The sum over the whole observation period then gives
the expected energy not supplied. If load shedding is incorporated, it
must be calculated how much of the load is expected to be supplied by
each individual state of the state space diagram. This expected supply
in turn is compared with the momentary load in every time interval
and the sum of the differences then results as the expected energy not
supplied.
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3.3.3 Application example continued

This section continues the example from section 3.2.4 and calculates
EENS with and without load shedding. It serves as application example
for both EENS methods and at the same time verifies the soundness of
the results by applying a second, more illustrative method. Figure 3.9
repeats the load curve used in the example, shown before in figure 3.8.
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Figure 3.9: Load curve of an electrical load Le supplied with an energy
hub.

EENS without load shedding

Following the approach for a general energy hub, the 1 × n matrix Q

can be defined to contain the probabilities of failure for every time step
t, according to equation (3.34). The EENS per day then results as the
product of Q and the n×1 matrix containing the load curve L (equation
(3.35)):

Nenls
= 4.6957 Wh

The total energy demand over one day results as the sum of the load
curve and equals:

∆t

n
∑

t=1

L(t) = 61.1995 kWh

The expected energy not supplied without the energy hub, i.e. only
considering the electrical connection, results as:

λee

µee + λee

· ∆t ·

n
∑

t=1

L(t) = 6.9854 Wh
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The presence of an energy hub, i.e. the possibility to also supply the
electrical load through Cce and through Cte, results in a reduction of
EENS from 6.99 Wh per day to 4.70 Wh per day. This reduction of
EENS by 33% is remarkable as the energy hub only contributes to the
supply during low load periods.

EENS with load shedding

The expected energy not supplied is expected to further reduce in case
of load shedding; partial loads can still supplied, however with a lower
probability. This expectation is investigated by applying the calculation
procedure discussed on pages 38ff.

The supply capacities are summarised in the 8 × 1 matrix S (equation
(3.36)). Matrix S is static, as the supplying converters are assumed to
always be at their rated capacity:

S =

2

6

6

6

6

6

6

6

6

6

6

4

12.5
2.5

10.5
12.0
0.5

10.0
2.0
0.0

3

7

7

7

7

7

7

7

7

7

7

5

An excerpt of matrix V is displayed below, corresponding to matrix Fe

on page 29:

V =

2

6

6

6

6

6

6

6

6

4

· · · · · · · ·

2740 2500 2740 2740 500 2740 2000 0
2466 2466 2466 2466 500 2466 2000 0
2242 2242 2242 2242 500 2242 2000 0
2068 2068 2068 2068 500 2068 2000 0
1946 1946 1946 1946 500 1946 1946 0
· · · · · · · ·

3

7

7

7

7

7

7

7

7

5

·

75

76

77

78

79

·

Obviously, states 1, 3, 4 and 6 are able to supply the full load, which is
equal to Le(t = 75) = 2740 W. States 2, 5 and 7 however can only sup-
ply partial loads equal to the capacity of the corresponding connections.
Later-on, at t = 79, the load has reduced such that it can also be sup-
plied by the chemical-electrical converter. Hence, in terms of reliability
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of supply, states 1, 2, 3, 4, 6 and 7 can now supply the load. State 5 only
can supply a part load equal to the capacity of the thermal-electrical
converter Cte = 0.5 kW. Expected energy supplied thus equals the sum
of the individual probabilities of residing in states 1, 2, 3, 4, 6 and 7,
multiplied with the momentary load of L(t = 79) = 1948 W. In case
of failure of both the electrical and the chemical-electrical connection,
state 5 would still be able to supply a part load of 500 W with a certain
probability. These reasonings hold true as long as both the chemical
and the thermal hub input are able to supply the converters accord-
ingly. If, however, e.g. the thermal network would be at its limit, the
thermal-electrical converter would not operate and state 5 would have a
supply capacity of 0 kW. This eventuality is considered in the algorithm
described on page 35, defining the momentary converter capacities.

Applying equations (3.44) and (3.45) gives the corresponding EENS as:

Nels
= 1.5655 Wh

Incorporating load shedding results in a significantly lower EENS, com-
pared with the case without load shedding. Considering partial load
shedding thus reduces EENS from 4.70 Wh by 66% to 1.57 Wh per day.
Hence, the true value of the energy hub is defined as the EENS reduc-
tion by 5.42 Wh per day. The monetary value this would correspond to
depends on the type of load and the cost resulting from such an outage.

Model verification with alternative calculation procedures

The results obtained so far will be verified with alternative calculation
approaches for both cases, i.e. EENS with and without load shedding.

EENS not including load shedding In the case of no load shedding,
EENS is defined as the difference between the load demand Le and
the expected load supply, being the product of the probability of being
operating Reout

(t) and the load demand Le. The probability of being
operating Reout

can be found by looking at the load curve in figure 3.9.

Using reliability block diagrams, as introduced in appendix A, the sup-
ply configuration can be separated into several groups, as shown in
table 3.1. The corresponding illustrations are also depicted in figure 3.7
as 2a), 5a) and 3a), respectively.
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time segments block diagram Reout

00:00 - 07:15 t ∈ [1, ...,29] Cee ∨ Cce Ree + Rce − ReeRce

07:30 - 07:45 t ∈ [30, 31] Cee ∨ (Cce ∧ Cte) Ree + RceRte − ReeRceRte

08:00 - 18:45 t ∈ [32, ...,75] Cee Ree

19:00 - 19:30 t ∈ [76, ...,78] Cee ∨ (Cce ∧ Cte) Ree + RceRte − ReeRceRte

19:45 - 00:00 t ∈ [79, ...,96] Cee ∨ Cce Ree + Rce − ReeRce

Table 3.1: Supply configurations for load curve in figure 3.9.

With this information, EENS can be calculated as displayed in equation
(3.46). Basically, the equation iterates through the load curve and mul-
tiplies the momentary load demand with the momentary probability of
supply. The difference to the load demand corresponds to the expected
energy not served and is identical to the result obtained above:

Nenls
= ∆t ·

[

96
∑

t=1

Le(t) −

29
∑

t=1

(Ree +Rce −ReeRce) · Le(t)

−

31
∑

t=30

(Ree +RceRte −ReeRceRte) · Le(t)

−

75
∑

t=32

Ree · Le(t)

−

78
∑

t=76

(Ree +RceRte −ReeRceRte) · Le(t)

−

96
∑

t=79

(Ree +Rce −ReeRce) · Le(t)

]

= 4.6957 Wh (3.46)

Equation (3.46) consequently verifies the soundness of the procedure
contained in equations (3.34) and (3.35).

EENS including load shedding The calculation of expected energy not
supplied considering partial load shedding is not as straightforward and
uses conditional probabilities. However, as the three networks are not
considered dependent, conditional probabilities can just be multiplied
[19]. The load curve in figure 3.9 can be separated into several horizontal
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layers, each with a different reliability configuration. The sum of the
EENS of each layer then equals the sum of the total EENS. During the
whole duration covered by the load curve, a base load of Cte = 500 W
can be supplied. All three connections are capable of supplying this
load individually and hence a doubly redundant supply situation exists.
EENS for this load can be calculated as the probability of failure of
supply, multiplied with Cte:

∆t ·

96
∑

t=1

Cte ·QeeQceQte (3.47)

The next layer concerns all loads between the smallest capacity (Cte)
and the next smallest capacity (Cce). To be able to calculate this con-
tribution, a temporary load curve has to be introduced, limited by a
cap equal to Cce and a floor equal to Cte:

Letmp1(t) =







Cce Le(t) > Cce

Le(t) Cte ≤ Le(t) ≤ Cce

Cte else

This load in turn can be supplied both from the electrical-electrical and
the chemical-electrical connection. The status of the thermal-electrical
connection is without influence on this supply situation:

∆t ·

96
∑

t=1

(Letmp1(t) − Cte) ·QeeQce (3.48)

The third layer consists of all load levels between the capacity of the
chemical-electrical converter Cce and the sum of the capacities (Cce +
Cte). Again, the load curve has to be defined according to these limits:

Letmp2(t) =







Cce + Cte Le(t) > Cce + Cte

Le(t) Cce ≤ Le(t) ≤ Cce + Cte

Cce else

This load can be supplied by both the electrical-electrical connection
and the joint operation of the chemical-electrical and the thermal-elec-
trical connections:

∆t ·

96
∑

t=1

(Letmp2(t) − Cce) ·Qee(Qce +Qte −QceQte) (3.49)
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The last layer in the underlying example is the portion of the load that
exceeds the capacities of the additional converters. Hence, the following
load curve can be defined:

Letmp3(t) =

{

Cce + Cte Le(t) ≤ Cce + Cte

Le(t) else

The corresponding EENS only depends on the probability of failure of
the electrical-electrical connection:

∆t ·

96
∑

t=1

(Letmp3(t) − Cce − Cte) ·Qee (3.50)

The total EENS for one day is finally found as the sum of the EENS of
the individual layers:

Nels
= ∆t ·

[

96
∑

t=1

Cte ·QeeQceQte

+

96
∑

t=1

(Letmp1(t) − Cte) ·QeeQce

+

96
∑

t=1

(Letmp2(t) − Cce) ·Qee(Qce +Qte −QceQte)

+

96
∑

t=1

(Letmp3(t) − Cce − Cte) ·Qee

]

= 1.5655 Wh (3.51)

The result is identical to the result obtained with the method presented
in equations (3.41) and (3.45). This closes the example, illustrating the
applicability and verifying the methods.

Besides, if all elements in matrix Fnot in equation (3.42) are set to
zero, the resulting EENS corresponds to the case without load shedding
considered. Matrix Fnot concerns all states, which are not capable of
supplying the effective load and hence only contribute in the case of
partial load shedding. This result was therefore expected and confirms
the consistency of the approach.
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3.4 Discussion of Special Cases

So far, the subject of the combined reliability modelling in multi-carrier
energy systems has been introduced. The general modelling approach
was developed using an energy hub with only one converter in addition
to the direct supply. Based on this, the overall modelling procedure
for one output was stated and elaborated. Section 3.3 postulated the
modelling procedure for a complete energy hub, containing three direct
connection and 6 converters, i.e. indirect connections. The models were
complemented with two algorithms for calculating expected energy not
supplied. All models so far have been based on some assumptions, which
will be shortly discussed in this section.

3.4.1 Several converters for one coupling

It is theoretically possible that an energy hub represents a situation
with several converters, establishing couplings between the same two
energy carriers. An example would be an energy hub with a gas furnace
and a CHP, thus two converters converting chemical energy into ther-
mal energy. Figure 3.10 illustrates this symbolically for the coupling
from chemical to electrical. The question addressed here is thus how to
incorporate this special case into the earlier stated procedures.

electrical

chemical

thermal

electrical

chemical

thermal

e-c e-t

c-e1

c-e2
c-t

t-et-c

Figure 3.10: Modelling approach for incorporating two converters cou-
pling the same energy carriers, shown with the example of
two converters from chemical to electrical.

This situation can be modelled by combining all considered converters
and treating them as one component. In that case, their common con-
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version capacity and the corresponding reliability characteristics need
to be determined, in order to be included in the above discussed models.
The involved converters can form either a series or a parallel system or
a combination of both.

If they form a series system, the connection capacity of the combined
connection equals the sum of the individual converter capacities. In the
case of two components, the series system can be represented as one
component with the following characteristics [19]:

Cseries = C1 + C2 (3.52)

λseries = λ1 + λ2 (3.53)

µseries =
µ1µ2(λ1 + λ2)

λ1λ2 + λ1µ2 + µ1λ2
(3.54)

If the involved converters form a parallel system, the joint capacity
equals the smallest capacity of all involved components. For two compo-
nents, the reliability characteristics of the parallel combined component
are defined as:

Cparallel = min(C1, C2) (3.55)

λparallel =
λ1λ2(µ1 + µ2)

µ1µ2 + λ1µ2 + µ1λ2
(3.56)

µparallel = µ1 + µ2 (3.57)

Equations (3.52) to (3.57) can be extended to suit with the actual
number of converters, using reliability block diagram concepts from
appendix A. This gives the failure and repair rate of the combined
coupling. The associated capacity, however, might not be represented
correctly. Even in the two component case, the true contribution will
be missing in EENS calculations. In the case of the series configuration,
the failure of one component results in a total failure of this coupling.
This is invalid, as the coupling capacity is just reduced to the capacity
of the remaining converters. In the parallel configuration, in turn, the
coupling capacity is only equal to the capacity of the smaller rated con-
verter, hence not taking into account the supply potential of the larger
rated converter. Equations (3.52) to (3.57) can also be applied if the
influence of two direct connections is to be investigated.

Hence, to model the behaviour of the considered coupling accurately,
it is necessary to derive a separate state space diagram for the affected
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converters and to extend the earlier presented model with it. Each
additional converter results in a doubling of the states. This results
in a larger state space diagram but also in more accurate results. The
presented procedure can be adjusted accordingly, but the trade-off is
evident. However, one approach – keeping the effort limited – would be
the application of Kronecker sums and products, as suggested in [18].
Kronecker sums are explained in appendix B and will be applied in
section 3.5, providing an alternative approach for the definition of some
matrices and vectors applied in the procedures discussed in section 3.3.

Nevertheless, representing converters providing the same coupling with
a detailed model, within the suggested procedure, will change the corre-
sponding matrix dimensions. The failure rate and repair rate matrices
have to be extended to provide corresponding entries for the additional
conversions from e.g. chemical to electrical, as illustrated in figure 3.10.
Consequently, e.g. the third row or column might not anymore be as-
sociated with the thermal hub components.

3.4.2 Impact of the supplying infrastructures

So far, the supplying infrastructures have been assumed to be 100%
reliable. This is also often the approach in other reliability calculations,
allowing to focus on the hub itself. However, the chemical and the
thermal network have characteristics that differ significantly from the
electrical network and to fully cover the effect of a combined multi-
carrier analysis, it should be possible to incorporate these networks if
desired.

Each of the supplying infrastructures is treated as one component with
failure and repair rate. The probabilities of being operating can thus be
defined according to equation 3.1, with the subscripts explicitly identi-
fying the supplying systems:

Rel =
µel

µel + λel

(3.58)

Rch =
µch

µch + λch

(3.59)

Rth =
µth

µth + λth

(3.60)

In terms of reliability, the supplying infrastructures form a series system
with the respective components in the energy hub. Consequently, the
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characteristics of the supplying system can be incorporated into the
failure rate and repair rate matrices, using equations (3.53) and (3.54):

Λ =





λel + λee λch + λce λth + λte

λel + λec λch + λcc λth + λct

λel + λet λch + λct λth + λtt





M =











µelµee(λel+λee)
λelλee+λelµee+µelλee

µchµce(λch+λce)
λchλce+λchµce+µchλce

µthµte(λth+λte)
λthλte+λthµte+µthλte

µelµce(λel+λce)
λelλce+λelµce+µelλce

µchµcc(λch+λcc)
λchλcc+λchµcc+µchλcc

µthµtc(λth+λtc)
λthλtc+λthµtc+µthλtc

µelµte(λel+λte)
λelλte+λelµte+µelλte

µchµct(λch+λct)
λchλct+λchµct+µchλct

µthµtt(λth+λtt)
λthλtt+λthµtt+µthλtt











The entries of these matrices do not only represent the converter but
the supplying system as well. The capacities of the individual couplings
are assumed not to be concerned by this, i.e. the supplying systems’
capacities exceed the capacities of the respective converters and have
no restricting effect.

3.5 An Alternative Approach Using Kro-
necker Products and Sums

Sometimes, complex systems can be split into independent modules,
which can be treated as individual Markov processes. These indepen-
dent modules can be analysed by constructing the appropriate state
space diagrams and defining the corresponding transition rate matrix
and steady-state probability vectors. The resulting matrices and vec-
tors can then again be combined, using Kronecker sums and products
[18]. The main concepts are discussed in appendix B and are applied
here to the procedures from sections 3.3.1 and 3.3.2.

When defining the expected reliability of supply, as in section 3.3.1,
the supply of each output is modelled as a state space diagram. The
state space diagram consists of 8 states, representing all possible com-
binations of the three involved connections (one direct and two indirect
connections). This is not a complex system, but it is still illustrative
to apply Kronecker products to reproduce the procedure. Furthermore,
the subsequent chapter, applying Kronecker products to incorporate
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energy storage devices, can build on the presented approach. Hence,
this section illustrates how to apply this approach for one hub output,
equally valid for any hub output.

For this purpose, the supply with the three different energy carriers is
assumed to be independent and the individual state space diagrams can
be found as illustrated in figure 3.11.

Operating
e → α

Non-operating
e → α

Operating
c → α

Non-operating
c → α

Operating
t → α

Non-operating
t → α

λeα

µeα

λcα

µcα

λtα

µtα

e1 e2

c1 c2

t1 t2

Figure 3.11: Individual state space diagrams for the three supply paths
for one energy hub output α.

The states e1, c1 and t1 are the operating states for each connection.
The transition rate matrix Aeα and the steady-state probability vector
~Peα for the e→ α connection are given as follows, with appendix A.2:

~Peα · Aeα =
[

Pe1 Pe2

]

·

[

−λeα λeα

µeα −µeα

]

= 0 (3.61)

The transition rate matrix and the associated state probability vector
for the c→ α and t→ α connections are defined analogously.

Following the Kronecker approach, the transition rate matrix Aα, rep-
resenting the combined state space diagram, is given as2:

Aα = Aeα ⊕ Acα ⊕ Atα (3.62)

The corresponding state probability vector ~Pα is given accordingly as:

~Pα = ~Peα ⊗ ~Pcα ⊗ ~Ptα (3.63)

2A Kronecker sum is represented with ⊕ and a Kronecker product with ⊗.
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The entries of ~Pα result as follows, with the subscript α2 identifying the
failed state of component eα, corresponding to figure 3.11:

~PT
α =

























Pe1Pc1Pt1

Pe1Pc1Pt2

Pe1Pc2Pt1

Pe1Pc2Pt2

Pe2Pc1Pt1

Pe2Pc1Pt2

Pe2Pc2Pt1

Pe2Pc2Pt2

























(3.64)

Compared with the state space diagram developed earlier, in figure 3.6,
some states are defined differently. For instance state 4 in figure 3.6 cor-
responds not to ~Pα(4) but to ~Pα(2). However, following the Kronecker
approach, as outlined here, will lead to the same results because the
states are consistent with the transition rate matrix Aα. The combined
system now satisfies:

~Pα ·Aα = 0 (3.65)

Thus, instead of solving the combined system, the state space diagram
of each component is solved separately, according to equation (3.61)

and appendix A.2. The resulting state probability vectors ~Pαβ are then

combined as in equation (3.63), resulting in ~Pα. Instead of solving one
large linear equation system, several small systems are solved and the
results are combined with the Kronecker approach.

Returning to the procedure outlined in section 3.3.1, shows that the
resulting ~Pα corresponds to ~Rα, required in step (4), for the definition
of matrix R. According to (3.25) on page 31, this matrix contains the
three vectors with the state probabilities for each hub output. To fit
within the procedure from section 3.3.1, the failure and repair rates in
equation (3.61) can be defined using the corresponding entries of the
failure rate and repair rate matrices Λ and M, given in equation 3.22
in step (1) of the procedure.

Following this procedure, the next step is to define the factor matrix
F, which identifies the supplying states in each time interval. Earlier,
boolean variables were defined in an intermediate step, relating the load
with the supply capacities of each state. The then used definitions
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however correspond to the state space diagram in figure 3.6 and do
not comply with the state definition given by Aα and ~Pα. Besides,
the intermediate step was rather of illustrative purpose and the factor
matrix F can be defined directly.

For this purpose, the momentary supply capacities of each state have
to be identified. For each state space diagram in figure 3.11, a matrix
Γαβ can be defined, containing the supply capacity of each state in the
corresponding diagonal element. With e.g. Ceα denoting the power
rating of the connection from electrical to energy carrier α, this results
in the matrices:

Γeα =

[

Ceα 0
0 0

]

(3.66)

Γcα =

[

Ccα 0
0 0

]

(3.67)

Γtα =

[

Ctα 0
0 0

]

(3.68)

Hence, Γcα(1, 1) corresponds to state e1 of the connection c → α, sup-
plying a power equal to Ccα. These three matrices can now be combined
using Kronecker sums to give the 8 × 8 × n matrix Γα:

Γα = Γeα ⊕ Γcα ⊕ Γtα (3.69)

Matrix Γα is a diagonal matrix and the entries correspond to the sup-
ply capacity of each state. This matrix has to be defined in every time
interval to consider possibly reduced ratings of converters, as discussed
in section 3.3.1. Because of the application of Kronecker sums, these
capacities are consistent with the states defined in Aα and ~Pα. That
means, Γα(3, 3, t) corresponds to the supply capacity of state 3 dur-
ing interval t. Relating these supply capacities with the momentary
load L results in matrix F, using boolean expressions as follows, with
j ∈ [1, 2, 3] and α representing the three energy carriers:

F(j, 1, t) = L(t, j) ≤ Γα(1, 1, t)

F(j, 2, t) = L(t, j) ≤ Γα(2, 2, t)

F(j, 3, t) = L(t, j) ≤ Γα(3, 3, t)

F(j, 4, t) = L(t, j) ≤ Γα(4, 4, t)

F(j, 5, t) = L(t, j) ≤ Γα(5, 5, t)
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F(j, 6, t) = L(t, j) ≤ Γα(6, 6, t)

F(j, 7, t) = L(t, j) ≤ Γα(7, 7, t)

F(j, 8, t) = 0 (3.70)

Analogous to the transition rates, it is possible to define the matrices
Γeα, Γcα and Γtα using the corresponding entries from matrix ζζζ, defined
earlier in equation (3.23) in step (2). Matrix R and matrix F are consis-
tent, as they both were defined directly or indirectly, through matrix Γ,
with Kronecker products. Hence, the calculation of expected reliability
of supply can be now finished, proceeding with step (7) on page 32.

The calculation of EENS can be performed as outlined before. If load
shedding is considered, it is required to define matrix S, as discussed on
page 39, containing the supply capacities of each state in each interval.
This information is already contained in matrix Γα and thus, S can be
defined as:

S(t) =











Γe(1, 1, t) Γc(1, 1, t) Γt(1, 1, t)
Γe(2, 2, t) Γc(2, 2, t) Γt(2, 2, t)

...
...

...
Γe(8, 8, t) Γc(8, 8, t) Γt(8, 8, t)











(3.71)

This closes the introduction to applying Kronecker products to the sug-
gested calculation procedures. As mentioned, this approach will be
used later-on, in the next chapter, to calculate the expected reliability
of supply and EENS for energy hubs containing energy storage devices.





Chapter 4

Modelling the Impact of
Energy Storage on the
Reliability of Supply

This chapter extends the presented reliability model in order to incor-
porate energy storage devices. First, a general modelling approach is
presented, which allows to represent storage devices as systems with
failure and repair rates. This approach is then used to include storage
devices into the previously introduced multi-carrier reliability model. In
addition, the chapter contains extended application examples.

4.1 Markov Approach for Energy Storage

Devices

Energy storage devices generally serve two major purposes. They can
be charged to provide additional energy in peak load periods and they
can be charged to provide emergency or back-up energy in case of supply
outages. Both applications have a positive influence on the reliability
of supply, either by delaying supply outages or by preventing load shed-
ding, imminent because of loads exceeding the rated supply capacity.
In both cases, the storage can be regarded as an assisting system taking
over or supporting in cases of emergency.

57
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These operation modes exist in all three considered energy systems and
can be generally understood as illustrated in figure 4.1. This figure
symbolically shows the operation of a charged storage, which is to supply
energy in case it is needed. The operation of the switch is considered to
be ideal, i.e. 100% reliable and lossless. However, this switch could be
modelled to incorporate certain failure probabilities concerned with e.g.
the charging of the storage device, using concepts from appendix A.1.4.

Main supply

Storage
Load

Figure 4.1: Symbolic illustration of the general operation of a charged
energy storage device.

Using reliability block diagrams, as described in appendix A, the con-
tributions for the case of peak shaving and the case of bridging supply
outages have to be modelled differently. In the case of peak shaving, the
storage device is necessary to be able to supply the load; it hence forms
a series system with the main supply, as shown in figure 4.2a). If the
energy storage is used to bridge supply outages, it can be considered to
form a parallel system with the main supply, as in figure 4.2b). This
configuration is however only valid as long as the power rating of the
storage is capable of supplying the full load.

Main supply

Main supply

Storage

Storage

a)

b)

Figure 4.2: Reliability block diagram representation of a supply system
containing an energy storage device.

The following subsections present an approach for modelling the be-
haviour of the energy storage device as a Markov process. This allows
to extend the previously introduced reliability model with storage de-
vices and to investigate potential benefits.
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4.1.1 Markov properties

The reliability model presented in chapter 3 is based on Markov pro-
cesses, as discussed in the appendix A. Hence, in order to include stor-
age devices into this model, a way had to be found to describe storage
devices as Markov processes. A process must show two properties to
be considered as a Markov process, see appendix A.2. These properties
can be described qualitatively as follows:

◦ The process does not have a memory. The future development is
independent of past developments and only depends on the present
state.

◦ The process must be stationary. The probability of a transition
from one state to the other is independent of the time; it is the
same at all times in the past and in the future.

Accordingly, the Markov approach is applicable to those systems whose
behaviour can be described with a probability distribution function that
is characterised by a constant failure rate [19]. Only then the probability
of transit from one state to the other remains constant for all time
periods. Hence, it must be assured that this transition probability is
not a function of the overall process time [18]. As stored energy, charge
or discharge power and time are mutually dependent and influencing
each other, some restrictions had to be introduced to be able to satisfy
the Markov properties. These restrictions can be best discussed by
looking at the definition of the failure and repair rates of energy storage
devices.

4.1.2 Failure and repair rates of a storage device

Generally, a storage device can be said to fail operation as soon as it
is completely discharged. The failure rate λst of the storage can thus
be considered to be equivalent to the mean time to failure (MTTF) of
the storage. The mean time to failure, in turn, can be expressed as a
function of the average power demand P load of the load as well as of the
stored energyEst(t) and the discharge efficiency ηdch. The stored energy
Est(t) satisfies 0 ≤ Est(t) ≤ Est, with Est being the rated capacity of
the storage. The MTTF consequently corresponds to the time duration
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the storage device can supply the load; after this duration, the storage
device fails operation:

MTTF =
Est(t)

P load

· ηdch (4.1)

P load =
1

T

T
∫

t=0

Pload(t) · dt

Failure rates are commonly expressed as ’failures per year’ and with
MTTF usually being expressed in hours, the storage failure rate λst

can then be defined as [18]:

λst =
1

MTTF
=

1

MTTF
·
8760 h

yr
(4.2)

Using equation (4.1) results in the following relation:

λst =
P load

Est(t) · ηdch

·
8760 h

yr
(4.3)

The repair rate µst of the storage device can be defined analogously.
The mean time to repair (MTTR), i.e. the time needed to restore the
storage to be fully operable, is a function of the storage capacity Est,
the charge efficiency ηch and the average charge power P charge. MTTR
then equals the time needed to fully recharge the energy storage device:

MTTR =
Est(t)

P charge

·
1

ηch

(4.4)

P charge =
1

T

T
∫

t=0

Pcharge(t) · dt

Relating MTTR to the duration of one year results in the definition of
the storage repair rate µst, equivalent to equation (4.3):

µst =
P charge · ηch

Est(t)
·
8760 h

yr
(4.5)
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With this approach, the failure rate is defined by the time needed to
discharge the storage device and the repair rate is defined by the time
needed to recharge the storage device. However, the charge level of a
storage device, both in charging and discharging mode, depends on the
process time and the model is therefore not fulfilling the stationarity
criterion. It seems that failure and repair rates change continuously,
depending on the actual charge level and the charging and discharging
power.

4.1.3 Modelling conditions

In order to fulfill the Markov properties, it is thus necessary to intro-
duce certain conditions, under which the model can be applied. These
conditions can be found by looking at the definition of the failure and
repair rate in equations (4.3) and (4.5), respectively. Both transition
rates depend on the charge level of the storage Est(t) and the average
power level of the storage activities (P load or P charge). If these param-
eters are constant and identical whenever the storage starts operation
or is being recharged, the corresponding rates will be constant as well;
the modelling approach will be valid.

The following considerations show that these conditions are not as re-
strictive and unrealistic as they might seem at first and that they often
are satisfied without peculiar measures.

Constant load demand: Generally, a storage device fulfills two pur-
poses (see figure 4.2): it can bridge power outages and it can be used
to compensate peak load demand. In both cases the power demand of
the load can be assumed to be constant for the following reasons. If the
storage acts as a back-up, it will take over the supply function when-
ever the main supply fails. In this case, all non-critical services can be
assumed to be turned off immediately; the remaining consumption will
cover basic and crucial loads. These vital services are usually known
and have equal power demand at all times. Consequently, the load de-
mand can be claimed to be constant. On the other hand – if the storage
is used to cover demand peaks, thus acting in addition to the main sup-
ply – it is legitimate to assume that possible load fluctuations are dealt
with by the main supply and that the demand from the storage is set
constant. In both cases, the demand level can further be assumed to be
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equal to the rated power output of the storage, presuming the rating of
the storage device was chosen to meet a certain expected demand.

A different possibility to assure a constant load demand is to model
the storage such that it only starts operation if the load demand is
below or equal to the rated output. However, throughout this thesis,
the model is applied with measured load curves, containing the average
power demand during e.g. 15 min intervals. In other words, the model
is applied with a time interval-wise constant load demand.

Constant charge power: The charge power is assumed to be equal to
the rated charge power of the storage. Should this assumption result in
an overloading of the supply system – as the storage is charged at the
same time as loads are supplied – an accordingly lower constant charge
power has to be defined.

Constant charge level: The most critical condition is the restriction
that the charge level of the storage device is either always at an identi-
cal level or empty. This constraint can be alleviated by modelling the
storage device to have discrete charge levels. The charge level differ-
ences between two states is known and with the charging power being
constant, the recharge time is known and constant as well. The stor-
age device is thus divided into several discrete states with correspond-
ing transition rates in-between. This approximation and the associated
drawbacks and advantages will be discussed in the subsequent sections.
It is important to note that the discretisation should not be mistaken as
discretisation of the probability of making a state transition; this would
be a violation of the stationarity criterion [20].

With the charge power Pcharge(t) and the discharge or load power
Pload(t) being constant and equal to the rated power Pst of the storage,
the following relations can be identified:

P charge = Pcharge(t) = Pst (4.6)

P load = Pload(t) = Pst (4.7)

At this point is should be stressed that the failure and repair rate of
the storage do not represents physical component outages and repairs.
The rates applied only consider the failing and repairing of the storage
in terms of becoming discharged and recharged, respectively.
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4.1.4 The discrete storage model

Approximating the storage device by assuming discrete charge levels has
the advantage that MTTR and MTTF are known, because charge and
discharge power are constant (equations (4.6), (4.7)). The approxima-
tion is closer to reality the smaller the differences between the respective
charge levels are. If the storage device model however is combined with
the earlier discussed model (see chapter 3), it will result in an increased
amount of additional state spaces, the more exact the approximation
is. A trade-off should be established between a detailed model and the
associated modelling effort. Figure 4.3 shows a possible discretisation,
where the difference between the charge levels equals 10% of the rated
charge.

charge charge

chargechargecharge

100% 90% 80%

10%0% λ10%

λ10%λ10%

µ10%

µ10% µ10%

1 2 3

1011

Figure 4.3: Representation of an energy storage device with discrete
charge levels.

The discretisation does not have to be linear or uniform, as in this ex-
ample. The failure and repair rates will then just be different for each
transition. This approach could also be used if the modelled storage de-
vice technology would have charge and discharge efficiencies that depend
strongly on momentary charge level and power; the different transition
rates are determined with corresponding efficiencies.

Consider the storage to be modelled as a process {X(t), t ≥ 0} with
continuous time and discrete state space X = {1, 2, ..., n}, i.e. as a
continuous-time Markov chain or Markov process. For all times t ≥ 0
the process then satisfies X(t) = i, i ∈ X . Let Xi represent all situa-
tions where X(t) = i. Designating the energy level associated with state
Xi as Est(Xi) then allows defining the charge level difference ∆Est in
case of a uniform discretisation as:

∆Est = Est(Xi) − Est(Xi+1) =
1

n−1
· Est, ∀ i ∈ [1, 2, ..., n−1] (4.8)
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According to equation (4.3), the corresponding failure rate λst conse-
quently is defined as:

λst =
Pst

∆Est · ηdch

·
8760 h

yr
(4.9)

Likewise, the repair rate µst can be found with equation (4.3) as:

µst =
Pst · ηch

∆Est

·
8760 h

yr
(4.10)

The definitions of equations 4.9 and 4.10 show that failure and repair
rate now are constant. It is also obvious from these equations, that any
value could be used for ∆E in order to represent other differences in
charge level.

4.1.5 Sensitivity of the model to the level of dis-
cretisation

Before the integration of the developed storage model into the multi-
carrier model, a series of calculations is performed to identify the in-
fluence of the discretisation of the storage’s charge level. These inves-
tigations will give insights about which level of detail to choose when
applying this approach. Figure 4.4 shows the state space diagram of a
system consisting of a main connection and an energy storage device,
modelled in the most fundamental way, when using the storage only as
back-up during outages of the main supply.

Main X

StorageX

Main ×

StorageX

Main ×

Storage×
Main X

Storage×

λm

λm

µm

µm

µst λst

1 2

34

Figure 4.4: State space diagram of a main supply system combined with
an energy storage device.

The load is defined to be constant at all times and equal to the rating of
the storage output. The storage is thus used to retard and possibly even
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bridge outages of the main supply. The failure state is state 3 and will
be reached if the main supply cannot be restored before the storage is
completely discharged. The state space is designed such that the storage
device can only be recharged if the main connection has been restored.
Theoretically, it would also be possible to have a transition from state
3 to state 1 directly. One example for such a transition would be a
ruptured gas pipeline (physically damaged by e.g. construction work)
that is repaired and refilled including a certain linepack, before it is
reconnected to the load again. This situation is however not considered
here.

The availability of supply can be found as the sum of the steady state
probabilities of residing in states 1, 2 and 4. Pi(t) denotes the proba-
bility that the process satisfies X(t) = i and thus is the availability of
state i at time t. The steady state probability Pi is then defined as (see
appendix A):

Pi = lim
t→∞

Pi(t) (4.11)

The up-state probability R can be calculated as:

R = P1 + P2 + P4 (4.12)

R =
µm · (λst · (λm + µst) + µst · (µm + λm))

(µm + λm) · (µmµst + µstλst + λmλst)
(4.13)

And the probability for being down is accordingly:

Q = P3 = 1 −R (4.14)

Q =
λmλst · (λm + µst)

(µm + λm) · (µmµst + µstλst + λmλst)
(4.15)

The influence of the failure rate of the storage can be identified with
the following numerical example, using the values from table 4.1. The
subscript ’m’ in this context represents the main supply and the sub-
script ’st’ the storage device. The resulting probability of having no
supply is Q = 0.001981, corresponding to an annual outage duration of
17.35 h. Without a storage device available, the probability of being not
supplied wasQ = 0.002278, corresponding to an annual outage duration
of 19.95 h. The outage duration is thus reduced by approximately 2.6 h.
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Pst = 20 kW Est = 60 kWh
ηch = 1 ηdch = 1
MTTFm = 8760 h MTTRm = 20 h
MTTFst = 3 h MTTRst = 3 h
λm = 1 f/yr µm = 438 r/yr
λst = 2920 f/yr µst = 2920 r/yr

Table 4.1: Numerical values for the example including a main supply
and a simple model of an energy storage device.

The state space diagram in figure 4.4 contains a transition from state 2
to state 1, associated with the repair rate for the main supply. State 1
is defined to represent the situation where the main supply is operating
and the storage device is fully charged. However, depending on the
duration the process stays in state 2, the storage device will be partially
discharged and state 1 is not accurately representing the physical state
of the system. In order to investigate the difference of the results, a
more detailed storage model is applied (figure 4.5), as introduced in
section 4.1.4.

Main X

Storage 3
3

Main ×

Storage 3
3

Main ×

Storage 2
3

Main ×

Storage 1
3

Main ×

Storage×
Main X

Storage×

Main X

Storage 1
3

Main X

Storage 2
3

λm

λm

λm

λm

µm

µm

µm

µm

µst

µst

µst

λst

λst

λst

1 2

3

4

56

7

8

Figure 4.5: State space diagram of a main supply combined with an en-
ergy storage device, represented with discrete charge levels.
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If the main supply is repaired while the process is in state 2, then a
transition occurs into state 8, assuming that the charge level is not at
its maximum level anymore and satisfies Est(t) ≥ 2

3Est. This is still a
rough approximation to reality, representing the worst case, but more
accurate than the model in figure 4.4.

Compared with the values in table 4.1 and according to equations (4.9)
and (4.10), the failure and repair rates have to be adjusted, taking into
account that the storage capacity is split into three charge levels:

λst = 20 kW
1
3 ·60 kWh·1

· 8760h
yr = 8760 f/yr

µst = 20 kW·1
1
3 ·60 kWh

· 8760h
yr = 8760 r/yr

The load will experience an outage as soon as the process enters state 5.
The probability of residing in state 5, i.e. the probability of failure, can
be calculated to be Q = 0.001968, corresponding to an annual outage
duration of 17.24 h. The result is fairly close to the result obtained with
the example corresponding to figure 4.4; the difference is 0.11 h.

The transition rate matrix corresponding to figure 4.5 is displayed in
equation (4.16). Apart from the first, the last and the fifth row, the
matrix is symmetric. It is thus possible to define any level of discretisa-
tion and to calculate the corresponding matrix, following the approach
for the state space diagram from figure 4.5. The rules for determining
the matrix entries are outlined in table 4.2. This symmetry property is
used to calculate the sensitivity of the result to the discretisation level,
up to steps of 5%.

Figure 4.6 shows the expected annual outage duration for different levels
of discretisation. The influence of the more detailed approximation
is clearly visible. Modelling the energy storage device to consist of
∆Est = 1

20Est charge steps results in an annual outage of about 17.18 h,
compared to approximately 17.27 h for a discretisation with ∆Est =
1
2Est, i.e. 50% charge levels. Although the sensitivity is visible, the
influence relative to the total outage reduction of 156 min is small.

Figure 4.7 shows both the influence of the discretisation resolution ∆Est

and the influence of the rated storage capacity Est. With the load de-
mand being Pload = Pst = 20 kW, an energy storage device with a
capacity of Est = 400 kWh is able to supply the load for 20 h. This
duration is equal to the MTTR of the main supply and results in an
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Figure 4.6: Expected annual outage duration as a function of the dis-
cretisation steps of the storage device, Est = 60 kWh.

expected annual outage duration of approximately 7.5 h. The figure
shows also that a more detailed discretisation becomes more influential
for larger energy capacities, which is understandable. Thus, the num-
ber of discretisation steps should be chosen according to the duration
the storage can supply the load. For the cases shown in figure 4.7, a
discretisation in steps with ∆Est = 1

5Est is sufficiently accurate – the
resulting differences in the expected annual outage become negligible
for smaller discretisation steps.

The main connection’s repair rate µm is assumed identical for all con-
cerned transitions. This reflects the worst case but it avoids introducing
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path dependent transition rates. This could be questioned for the fol-
lowing reason. If the process resides in state 1, according to figure 4.5,
it will probably progress to states 3, 4 and eventually to state 5. One
could claim that while discharging the storage, the repairing of the main
supply would have already started and consequently the transition rate
from state 5 to state 6 should take this into account. In other words,
µm for that transition should be higher than for the transition from e.g.
state 3 to state 8. This would mean that the rate µm is path depen-
dent, which in turn is a contradiction to the Markov properties. For
this reason, a constant and identical repair rate µm is used.

4.1.6 Using the storage for peak loads

Closing, a model is presented for investigating the use of a storage device
for both peak shaving and supply outage bridging. The time periods,
where peak shaving is necessary, can be identified from the load dura-
tion curve. Whenever the load exceeds the rated supply capacity, the
storage can be utilized to supply this surplus demand. Hence, the model
from figure 4.4 has to be extended, allowing the storage device to be
discharged while the main supply is operating. Figure 4.8 shows the
suggested model, representing the storage with only one charge level.
The rate rL>M designates the rate of the load exceeding the capacity
of the main supply and analogously, rate rL≤M denotes the rate of the
load decreasing below the capacity of the main supply.

Main X

Storage X

Main ×

Storage X

Main ×

Storage ×

Main X

Storage ×

Main X

Storage X

λm

λm

λm

µm
µm

µst

λst1rL>M

rL≤M

+ λst2

1 2

3

4

5

Figure 4.8: State space diagram of a main supply system combined with
an energy storage device used for back-up and peak supply.
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Thus, states 1 to 4 are identical as before in figure 4.4. Only, when
residing in state 2, the repairing of the main supply results in a transition
to state 4 and not to state 1, as discussed earlier. This reflects the fact
that – because the storage is modelled with one charge level only –
state 1 represents a fully charged and ready storage. However, after
residing in state 2, the storage device cannot be assumed to be fully
charged and state 1 would not represent the true system state. State
5 designates the situation where the storage operates in parallel with
the main supply, to cover peaks. If the system resides in state 5 and
the load supply fails, the system transits to state 3 and not state 2,
again to reflect the storage device’s charge level. The same holds true
for the case where the load demand decreases below the capacity of the
main supply, the peaking period being finished. The process transits to
state 4 in order to first recharge the storage device. This model hence
represents a simple approach assuming valid but most likely worst case
transition rates.

The failure rates λst1 and λst2 for the storage device are different in the
models in figure 4.8, as they depend on the system the model represents.
If the model is used within an electrical network, the storage device is a
separate device with its own interface and the above stated assumption
of constant load demand, both for back-up and peak shaving, can be
considered valid and thus λst1 = λst2. If the model is used for calculat-
ing linepack in a gas pipeline, then the discharge ratio of the linepack
also depends on the momentary load. The reason for this is the common
interface of both the supplying system and the storage device. Hence,
λst1 6= λst2, taking into account the different volume flows through the
compressor.

4.2 Extended Reliability Model for Multi-
Carrier Energy Systems

This section uses the Markov model introduced in section 4.1 to com-
plement the energy hub reliability model, discussed in chapter 3. The
purpose of doing so is to be able to investigate the reliability impli-
cations from having an energy storage device in the energy hub. The
storage device is modelled with one charge level only. The sensitiv-
ity analysis, displayed in figure 4.7, showed that a higher discretisation
would increase the accuracy but the state space diagrams become large
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and not easy to grasp. Besides, the general modelling approach does
not change for a higher level of discretisation, it will only lead to slightly
more accurate result. In fact, the state transition diagram representing
the storage with one charge level can be replaced with a state transition
matrix corresponding to an arbitrary number of discrete charge levels.
Such a transition rate matrix can be constructed by applying the rules
from table 4.2.

Figure 4.9 symbolically shows the storage as an explicit component in
the hub, even though it could be representing line pack or thermal
storage in the pipeline. Also, recalling that the energy hub is merely
a conceptual model, the storage device is physically not connected to
the direct connection, which is actually rather just a node. Hence, it
is assumed that the storage device can supply both the load and the
converters even if the direct connection would be non-operating. As
before, the connections within the hub are considered ideal but for the
designated major connections (converters and direct connections).

electrical

chemical

thermal

electrical

chemical

thermal

e-c e-t

c-e c-t

t-et-c

Figure 4.9: Representation of an energy hub with conversions between
electrical, chemical and thermal energy and energy storage.

4.2.1 Reliability model with storage for back-up

The focus of this investigation is the reliability of supply at the out-
puts of the energy hub and in particular the influence of the respective
connections and converters. In this context, the storage device is first
considered only as back-up device, i.e. used for supply outage bridg-
ing; peak-shaving will not be discussed at the moment. However, peak
supply plays an certain role when investigating the mutual influence of
parallel energy carriers. Section 4.2.3 will discuss this.
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If the storage device is only used for back-up purposes, the model is
rather simple. Looking first at only one output illustrates this. Focusing
e.g. on the electrical output shows that in case of a failure of the direct
connection, the electrical storage can still supply the load. If this load is
supplied also indirectly through a converter from the chemical system,
however, the chemical storage’s back-up capability is of no use for the
electrical load. This is explained with the following reasoning. The
supply of the hub, i.e. up to the hub input, is assumed ideal, as before in
chapter 3. Hence, the supply of the chemical-electrical converter is ideal
too; as outlined on the previous page, the hub should be understood
rather as a node. Therefore, only if the supplying system is considered as
well, the chemical storage will have an influence on the electrical output.
Otherwise, when looking at the hub proper, the supply is already ideal.
Besides this, the crucial element is the chemical-electrical converter itself
and back-up supply cannot prevent an outage of this converter. Nor
does the non-existence of a storage worsen the converter’s reliability
characteristics.

The reasoning holds true for all three outputs. Thus, only the energy
storage device in parallel to the direct connection can improve the relia-
bility of supply; the reliability of the indirect connections is independent
of the respective storage options. Hence, the electrical output of the hub
is supplied with the following three systems, illustrated in figure 4.10.
As earlier, the expression Cαβ denotes the connection from energy car-
rier α to energy carrier β, i.e. α, β ∈ [e, c, t]. The energy storage device
operating with energy carrier α is designated as Eα.

Cee X

Ee X

Cee ×

Ee X

Cee ×

Ee ×

Cee X

Ee ×

Cce ×Cce X

Cte ×Cte X

λEelµEel

λceλee

λee

µee

µee

µce

λte

µte

e1 e2

e3e4

c2c1

t2t1

Figure 4.10: State space diagrams of the systems supplying the electri-
cal output.

Assuming the storage device to have the same power rating as the elec-
trical connection Cce, gives the supplying states as states e1, e2, e4, c1
and t1. The three systems in figure 4.10 can furthermore be considered
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independent and Kronecker products can be used to derive the state
probabilities, as explained in appendix B, based on [18].

Section 3.5 already showed how to apply Kronecker products within
the suggested modelling procedure. This approach is used again here,
still following the procedures from section 3.3. The general approach is
identical but for the changed state probability vector and the associated
matrices. First, the altered model elements are discussed and then the
complete procedure is restated.

The three supplying systems can each be described with a state proba-
bility vector ~Pαβ and a transition matrix Aαβ . Both the chemical and
the thermal component follow the form of equation 3.61, the electrical
system is described as follows, with the transition rate matrix following
the form given in table 4.2:

~Pee · Aee = 0 (4.17)

~Pee =
[

Pe1 Pe2 Pe3 Pe4

]

Aee =









−λee λee 0 0
0 −(µee + λEe

) λEe
µee

0 0 −µee µee

µEe
0 λee −(λee + µEe

)









The transition rate matrix of the combined system, i.e. comprising
all systems from figure 4.10, is defined as the Kronecker sum of the
individual transition rate matrices, giving the 16 × 16 matrix Ae:

Ae = Aee ⊕ Ace ⊕ Ate (4.18)

The corresponding state probability vector ~Pe is found as the Kronecker
product of the individual state probability vectors ~Pαe:

~Pe = ~Pee ⊗ ~Pce ⊗ ~Pte (4.19)

Hence, each state space diagram can be analysed separately and the
resulting state probabilities can be combined to give the state probabil-
ities corresponding to matrix Ae. As outlined in section 3.5, vector ~Pe

corresponds to vector ~Re and satisfies:

~Pe · Ae = 0 (4.20)
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Besides the probability of a state, its connection capacity must also be
identified. Following the same approach as in section 3.5, the supply
capacity matrices Γαβ can be defined as follows, with CEe

designating
the power rating of the storage device:

Γee =









Cee 0 0 0
0 CEe

0 0
0 0 0 0
0 0 0 Cee









(4.21)

Γce =

[

Cce 0
0 0

]

(4.22)

Γte =

[

Cte 0
0 0

]

(4.23)

Although state e1 represents a state with both the main supply and the
storage operating, i.e. ready to operate, the capacity is limited to Cee;
the storage device is not defined to operate in parallel. In contrast to the
converters, whose actual capacities have to be evaluated in every time
step, depending on the disposable capacities of the supplying systems,
the storage device’s capacity is assumed to be always at the rated level.
This also means that the algorithm on page 35 for determining the
momentary supply capacities does not have to be changed. The supply
capacity of each state can be determined with Kronecker sums as:

Γe = Γee ⊕ Γce ⊕ Γte (4.24)

The entries of this diagonal matrix correspond to the supply capacities
of each state, as discussed before in section 3.5. The corresponding ma-
trices and vectors for the chemical and thermal output are defined anal-
ogously. Before stating the complete procedure for calculating expected
reliability of supply, the definition of the failure rate of the storage de-
vice has to be discussed again.

As defined in equation (4.9), the failure rate depends on the load de-
mand. As long as the load is constant, the failure rate will thus be
constant as well. When analysing a load during a certain period, the
load though is most likely changing continuously. If the storage de-
vice has to take over the supply because of a failed main connection,
the MTTF will change and accordingly the failure rate. However, a
Markov process cannot contain time-dependent transition rates. This
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contradiction can be solved by using discrete load profiles, being con-
stant during each time interval of e.g. 15 min duration. In each period,
the storage failure rate is constant but it changes from period to period.
This can be understood as applying different models in each period,
depending on the momentary load. With this approach, using discrete
load profiles, the Markov conditions are not violated and still, the true
benefit of the storage device can be accounted for. For lower loads, the
storage device can bridge comparatively longer outages than for higher
loads, and this should be considered when calculating EENS or the re-
liability of supply. The calculation procedure thus has to be adjusted
to consider the different state probabilities in each period.

Subsequently, the modified procedure is presented, followed by the pro-
cedures for calculating EENS with and without load shedding. Then,
the same example as before is applied, focusing only on the electrical
output. This is suitable for identifying the benefit because of the en-
ergy storage device. A detailed example in section 4.3 will then discuss
various aspects of complete energy hubs.

Procedure for calculating expected reliability of supply, including en-

ergy storage devices

(1) Determine the reliability characteristics of the hub components
and define matrices Λ and M:

Λ =





λee λce λte

λec λcc λtc

λet λct λtt



 ; M =





µee µce µte

µec µcc µtc

µet µct µtt



 (4.25)

(2) Define the n× 3 load curve matrix L, column-wise containing the
hub output’s individual load curves of length n with t ∈ [1, ..., n]:

L =
[

~Le
~Lc

~Lt

]

(4.26)

(3) Determine the disposable connection capacities of the hub and
define the 3 × 3× n connection matrix ζζζ, using the load profile L

and the converter dispatch policy discussed in section 3.3.1:

ζζζ(t) =





Cee Cce(t) Cte(t)
Cec(t) Ccc Ctc(t)
Cet(t) Cct(t) Ctt



 (4.27)
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(4) Define the static storage characteristics matrix Φ, containing the
energy capacity Eα, power rating CEα

and the charge and dis-
charge efficiencies:

Φ =





Ee CEe
ηche

ηdche

Ec CEc
ηchc

ηdchc

Et CEt
ηcht

ηdcht



 (4.28)

(5) Define the 3 × 2 × n storage failure and repair rate matrix Ψ,
containing the rates for every time interval t:

Ψ(t) =





λEe
(t) µEe

λEc
(t) µEc

λEt
(t) µEt



 (4.29)

Using both the load curve matrix L and the storage characteristics
matrix Φ, the rates are given with equations (4.9) and (4.10) as:

Ψ(t) =











min(L(t,1),Φ(1,2))
Φ(1,1)·Φ(1,4)

Φ(1,2)·Φ(1,3)
Φ(1,1)

min(L(t,2),Φ(2,2))
Φ(2,1)·Φ(2,4)

Φ(2,2)·Φ(2,3)
Φ(2,1)

min(L(t,3),Φ(3,2))
Φ(3,1)·Φ(3,4)

Φ(3,2)·Φ(3,3)
Φ(3,1)











·
8760 h

yr
(4.30)

The discharge power cannot exceed the power rating CEα
, which

is why the smaller of both values is used for defining λEα
(t). The

charge power is independent of the load and defined constant dur-
ing all intervals, equal to the rating of the storage device; the
resulting repair rate is constant. If the storage device is modelled
with discrete charge levels, the number of discretisation steps has
to be considered in the denominators. Furthermore, if a denomi-
nator is 0 because no energy storage device is installed, the rates
are defined to be λEα

(t) = 0 and µEα
= 1, similar to the failure

and repair rate matrix entries for non-existent couplings.

(6) Define the transition rate matrices Aαβ and the associated state

probability vectors ~Pαβ . Solve each equation system and use Kro-
necker products to calculate the resulting state probability vector,
analogous to equation (4.19). With the failure rate being interval
dependent, the state probabilities become interval dependent as
well and have to be calculated for each time step. Combine the
resulting state probability vectors in the 16 × 3 × n state proba-
bility matrix R. This matrix contains the state probabilities for
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each time interval t, with i ∈ [1, 2, . . . , 16] representing the dif-
ferent states and j ∈ [1, 2, 3] representing the electrical, chemical
and thermal outputs:

R(i, j, t) =











~Re(1, t) ~Rc(1, t) ~Rt(1, t)
~Re(2, t) ~Rc(2, t) ~Rt(2, t)

...
...

...
~Re(16, t) ~Rc(16, t) ~Rt(16, t)











(4.31)

(7) Define the supply capacity matrices Γαβ for every time step t,
following equations (4.21) to (4.23), and calculate the combined
supply capacity matrices Γα using Kronecker sums, as in equation
(4.24). Summarise the resulting supply capacities with the 16 ×
3 × n matrix Γ as follows:

Γ(i, j, t) =











Γe(1, 1, t) Γc(1, 1, t) Γt(1, 1, t)
Γe(2, 2, t) Γc(2, 2, t) Γt(2, 2, t)

...
...

...
Γe(16, 16, t) Γc(16, 16, t) Γt(16, 16, t)











(4.32)

(8) Determine the 3×16×n factor matrix F, using the supply capacity
matrix Γ and boolean expressions:

F(j, i, t) =

2

4

L(t, 1) ≤ Γ(1, 1, t) . . . L(t, 1) ≤ Γ(16, 1, t)
L(t, 2) ≤ Γ(1, 2, t) . . . L(t, 2) ≤ Γ(16, 2, t)
L(t, 3) ≤ Γ(1, 3, t) . . . L(t, 3) ≤ Γ(16, 3, t)

3

5 (4.33)

(9) Unlike the case without energy storage, the state probabilities are
different in each time interval. Therefore, it is not possible to
define the average occurrence of each state and to then multiply
it with the constant state probability vector. Rather, in each time
interval, the 3 × 16 × n matrix F, defining whether a state is a
supplying state or not, has to be multiplied with the 16 × 3 × n
matrix R, containing the probability of each state. The diagonal
elements of the resulting 3 × 3 × n matrix give the probability
of supply in each time interval t. Hence, summing this product
along the third dimension (representing the time) and dividing it
through the length of the load curve, results in the reliability of
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supply of all three hub outputs, defined as vector ~Rout:

~Rout =





Reout

Rcout

Rtout



 =

















1
n

n
∑

t=1

16
∑

i=1

F(1, i, t) ·R(i, 1, t)

1
n

n
∑

t=1

16
∑

i=1

F(2, i, t) ·R(i, 2, t)

1
n

n
∑

t=1

16
∑

i=1

F(3, i, t) ·R(i, 3, t)

















(4.34)

This procedure can be summarised as follows. In every time interval,
the failure rate for the energy storage device is determined, depending
on the time required by the momentary load to discharge the storage.
The transition rate matrix elements depend on this load and hence the
probabilities of each state. The load profile is used to determine both
the momentary capacity of the converters as well as which of the states
is a supplying state and which is not. Adding the probabilities of these
states results in the reliability of supply for each time interval. Summing
up over all time intervals and dividing by the number of time intervals
results in the expected availability of supply at each hub output.

EENS without load sheeding

Expected energy not supplied (EENS) is calculated similar to before,
using matrices F, R and the load curves stored in L. Similar to section
3.3.2, EENS is calculated using the probability of failure in each time
interval and multiplying it with the momentary load demand. Analo-
gous to equation (3.34), the 3 × n matrix Q is defined to contain the
probability of failure for each time interval t ∈ [1, 2, . . . , n]:

Q =

2

6

6

6

6

6

6

4

1 −
16
P

i=1

F(1, i, 1) · R(i, 1, 1) . . . 1 −
16
P

i=1

F(1, i, n) · R(i, 1, n)

1 −
16
P

i=1

F(2, i, 1) · R(i, 2, 1) . . . 1 −
16
P

i=1

F(2, i, n) · R(i, 2, n)

1 −
16
P

i=1

F(3, i, 1) · R(i, 3, 1) . . . 1 −
16
P

i=1

F(3, i, n) · R(i, 3, n)

3

7

7

7

7

7

7

5

(4.35)

Considering the duration ∆t of one interval t to convert the power
demand in energy equivalents, and multiplying Q with the load curve
L, results in the individual values of EENS for each output, similar to
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equation (3.35). The vector ~Nnls contains the resulting values, with the
index ’nls’ identifying EENS with no load shedding considered:

~Nnls =





Nenls

Ncnls

Ntnls



 = ∆t ·















n
∑

t=1
Q(1, t) · L(t, 1)

n
∑

t=1
Q(2, t) · L(t, 2)

n
∑

t=1
Q(3, t) · L(t, 3)















(4.36)

EENS with load sheeding

Considering load shedding when calculating EENS makes sense par-
ticularly if some supply paths are only able to supply a partial load.
Analogous to section 3.3.2, the general procedure again first defines the
supply level of each state; if the state is a supplying state, it supplies the
load and if it is not a supplying state it still is able to supply a partial
load equal to the state’s supply capacity. The sum over all time interval
then results in the EENS for each output. The momentary available
supply capacities have already been defined above with matrix Γ, for
defining the factor matrix. To identify those states, which only supply
a portion of the load, again the 3×16×n matrix Fnot is defined, adding
up to unity in each entry with matrix F:

Fnot(j, i, t) = ¬F(j, i, t) (4.37)

Following the approach from section 3.3.2, the 3 × 16 × n matrix V

is defined, containing the momentary supply capacity of each state for
each time interval, with i ∈ [1, 2, . . . , 16] and j ∈ [1, 2, 3]:

V(j, i, t) = Fnot(j, 1, t) · Γ(i, j, t) + F(j, i, t) · L(t, j) (4.38)

The expected energy supplied can be defined for every time interval t
as:

E(t) =

[

16
∑

i=1

V(1, i, t) · R(i, 1, t) · · ·
16
∑

i=1

V(3, i, t) · R(i, 3, t)

]

(4.39)

The difference between the actual load demand and the expected energy
supplied corresponds to the EENS. It can be defined as follows, with
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the index ’ls’ indicating the case considering load shedding:

~Nls =





Nels

Ncls

Ntls



 = ∆t ·

















1
n

n
∑

t=1

(

L(t, 1) −
16
∑

i=1

V(1, i, t) · R(i, 1, t)

)

1
n

n
∑

t=1

(

L(t, 2) −
16
∑

i=1

V(2, i, t) · R(i, 2, t)

)

1
n

n
∑

t=1

(

L(t, 3) −
16
∑

i=1

V(3, i, t) · R(i, 3, t)

)

















(4.40)

4.2.2 Application example

To show the application and to investigate the benefit from using an
energy storage device to bridge supply outages, the procedures defined
in the previous section 4.2.1 are applied with the load curve from figure
3.9, redisplayed in figure 4.11.

Following equations (4.25) to (4.34), the different matrices are defined as
follows, using the characteristics defined in the example in section 3.2.41

Λ =

2

4

0.5 1.5 1.5
0 0 0
0 0 0

3

5 M =

2

4

4380 365 365
1 1 1
1 1 1

3

5

ζζζ =

2

4

10000 2000 500
0 0 0
0 0 0

3

5 Φ2 =

2

4

1000 2000 1 1
0 0 0 0
0 0 0 0

3

5

Ψ3(1) =

2

4

1279 8760
0 1
0 1

3

5 Ψ3(2) =

2

4

1228 8760
0 1
0 1

3

5

Based on these matrices, the procedure can be applied to calculate
the expected reliability of supply, following steps (1) to (9) on pages
76 to 79. Doing so, results in the expected reliability of supply as

1The units of the matrix elements are not explicitly noted as they correspond to
the units discussed earlier, when defining the matrices.

2The storage’s energy capacity allows to supply a fifth of the rated capacity of
the direct connection during half an hour.

3The load in time interval 1 is 1’460 W, resulting in λEel
(1) = 1279 f/yr, and

1’402 W in time interval 2, resulting in λEel
(1) = 1228 f/yr. The MTTR of the

storage is always 1 h; this corresponds to a repair rate of 8760 r/yr.
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Figure 4.11: Load curve of an electrical load Le supplied with an energy
hub.

Reout
= 0.999958, corresponding to an expected annual outage dura-

tion of 22.14 min. In the case with converters to the other energy car-
riers but without storage device, the outage duration was determined
to be roughly 27.5 min. Hence, the storage device results in a further
outage duration reduction of around 20%. EENS without considering
load shedding reduces to Nnls = 3.76 Wh per day. If load shedding is
considered, the resulting EENS satisfies Nls = 1.25 Wh.

If only the storage device would be present, and no converters from
the other energy carriers, the expected reliability would satisfy Reout

=
0.999900, i.e. an outage duration of 52.45 min. Figure 4.12 shows the
different values of the probability of an operating storage for the total
load curve duration. During the higher load periods, the limiting factor
is the rating of the storage device of 2 kW. During this period, failure
and repair rate are identical and the probability of being operating hence
is only 50%.
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Figure 4.12: Probability of the storage device being operating.
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Setting the storage capacity to zero leads to the same results as in the
examples in chapter 3. Hence, the extended model is also applicable for
the case without storage. Besides, as already mentioned at the begin-
ning of this section, it is possible to represent the storage device with
an arbitrary number of discrete charge levels. In state (6), the transi-
tion rate matrices for the different supply paths are modelled and then
combined using Kronecker products. Hence, it is possible to apply the
rules from table 4.2 at this stage and to model the storage as accurately
as desired, simply adding the correspondingly larger matrix with the
Kronecker approach. The sensitivity of the results towards the storage
discretisation will be analysed in section 5.1.1, applying this approach.
Before discussing an example with a fully occupied energy hub in sec-
tion 4.3, a model for using the energy storage device in peak demand
situations is discussed.

4.2.3 Reliability model with storage for back-up and
peak supply

The models presented so-far considered the storage device to operate
as back-up, only in case of an outage of the main supply. Even if both
the main supply, i.e. the direct connection, and the storage were op-
erational, the supply capacity of the corresponding state was set equal
to the capacity of the direct connection only, see equation (4.21). In-
tuitively, the necessity of the storage device to provide power for peak
loads might be small; the direct connection and the connections to the
other energy carriers can be presumed to be dimensioned according
to the load. Nevertheless, situations are conceivable where the energy
storage is required to cover peaks. These peaks originate not neces-
sarily directly from the load demand at the associated hub output but
rather indirectly from the interconnections between the energy carri-
ers. The following scenario illustrates this. The electrical load increases
and exceeds the capacity of the main supply. This excess demand can
be covered by the electrical storage, the chemical-electrical and/or the
thermal-electrical converter. If the chemical-electrical converter would
be used, the demand from the chemical network will increase. If the
direct chemical load is at a high level as well, it could happen that
their combined demand exceeds the power rating of the hub input. At
this point, the chemical storage must be used for satisfying the demand
peak, thus ensuring the supply of both the chemical load and indirectly



84 Chapter 4. Impact of Storage on Reliability of Supply

the electrical load. Otherwise, either the direct chemical load would
have to be shed or the electrical load cannot anymore be part-supplied
through the chemical-electrical converter. In other words, the storage
is not only used to supply load peaks at the hub output but to absorb
demand peaks at the hub input, keeping the demand from the network
below the rated capacity, thus enabling the operation of converters.

The state space diagram for incorporating the peak supply operation
mode has been discussed shortly with figure 4.8 in section 4.1.6. States
1 and 5 look similar in this model and the process resides in either one
of them, depending on whether the storage is operating for peak supply
or whether it is only ready to bridge an outage. Sometimes it is difficult
to identify the appropriate transition rate between both states. Another
approach is therefore to split the model from figure 4.8 into two models,
each appropriate for one operation mode, as indicated with figure 4.13.

As long as the load demands from the converters and the directly con-
nected loads stay below the rated capacities of the respective hub inputs,
the storage device is in the back-up operation mode. Thus, the model in
figure 4.13a) is used, discussed and successfully applied in section 4.2.1.
As soon as the demand at the hub input exceeds the rated capacity, the
storage device is required to cover the peak demand; the model in figure
4.13b) becomes valid. As long as the process resides in state 5, a peak
demand can be satisfied. If, while residing in state 5, the main sup-
ply experiences an outage, the model transits to state 3. As discussed
before, the storage device cannot be assumed to still be fully charged.
Hence, once the storage device is discharged, the system cannot any-
more use the storage; a part of the peak load has to be shed. If the load
falls back below the capacity of the main supply, the model in figure
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Figure 4.13: State space diagrams for a) back-up operation mode and
b) peak supply operation mode.
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4.13a) becomes valid again and the storage can be recharged. If the
peak periods are short compared with the discharge time of the storage,
it might be appropriate to represent the storage device with discrete
charge levels. As outlined before, the application of Kronecker prod-
ucts allows to include transition rate matrices representing an arbitrary
number of discrete charge levels.

So far, the models were based on steady-state probabilities for all system
states, as discussed in appendix A.2. Looking at figure 4.13b) however
indicates that the steady-state probability of state 5 will satisfy P5 = 0.
No transition leads back to state 5 and thus, for t→∞, the process will
reside in either state 3 or state 4. Applying the model in the previously
introduced calculation procedures would thus be meaningless; the state
with the supply capacity of both the direct line and the storage device
has a probability of 0 and hence is contributing neither to reliability
of supply nor to a reduction of EENS. This is valid for long-term con-
siderations but with load profiles changing every 15 min the storage
device could clearly support the supply during certain intervals. This
problem would not arise if the model from figure 4.8 would be applied,
valid for both operation modes. However, when applying load profiles,
which clearly identify whether the storage is required for peak supply
or whether it can be used for back-up purposes, it is suitable to have
two separate models, to be applied depending on the operation mode.

One solution to this issue would be to use the model from figure 4.13b)
and to use Laplace transformations to define the time-dependent prob-
abilities of residing in the individual states [18, 19]. This is however a
drawback of the suggested Markov model for storage devices. With a
constant discharge efficiency and a constant discharge power, the failure
behaviour of the storage device is linear and does not follow the shape of
the availability function, displayed in figure A.7. This identifies that the
suggested approach of modelling a storage device as a Markov process
is only an approximation.

The here chosen solution is to change the model from figure 4.13b) to
contain one state, designated for recharging the storage device. Thus, a
certain amount of the supply capacity of the direct connection is used
for recharging the storage. To the load, this state looks like a derated
state with a reduced supply capacity. The state space diagram from
figure 4.13b) is changed accordingly, as displayed in figure 4.14. Hence,
state 4 is operating with a reduced capacity only, designated by the
bracketed check mark.
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Figure 4.14: State space diagram for peak supply operation mode.

The model is an approximation with a certain trade-off. Without the
storage device, all the load demand exceeding the rated hub input ca-
pacity would have to be shed. With the storage, the demand peak can
be satisfied for a certain time, until the storage is discharged. Then, in
turn, a portion of the hub input capacity is used to recharge the storage
device. Thus, while residing in state 4, more load has to be shed than if
no storage device would be available. The purpose of this model how-
ever is to achieve a certain steady-state probability for state 5. Thus,
the amount of power used to recharge the storage device could be set
relatively small, resulting in state 4 having a supply capacity that is
only slightly lower than the rated capacity.

The expected reliability of supply can be calculated using the proce-
dure from before, discussed for the application of the storage device as
back-up support. In step (6) of the procedure, Kronecker products are
applied to calculate the transition rate matrices and the state probabil-
ity vectors, using equations (4.18) and (4.19). This calculation has to be
performed for every time interval, as the storage device’s discharge time
depends on the load demand in each period. In this step of the pro-
cedure it is thus possible to choose the appropriate state space model.
If the load demand is above the rated capacity of the direct connec-
tion, the transition rate matrix corresponding to figure 4.14 is applied
in the Kronecker multiplication. If the load demand stays below the
rated capacity, the transition rate matrix representing figure 4.13a) is
applied.

Earlier, it was necessary to identify the momentary available supply ca-
pacities of the different converters. If the load was close to the rated
capacity of the direct connection, the converters were defined to be
turned off or to have a reduced capacity, as discussed on page 35. This
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procedure has to be extended to consider that the storage device could
be used for peaking. As discussed in the context of the pseudocode
segment on page 35, certain assumptions and dispatch priorities have
to be considered. In this context, it is assumed again that no economic
dispatch is performed, i.e. as long as the loads stay below the maximum
capacity of the respective direct connections, the direct connections are
supplying the loads. The remaining supply margins are used to power
the different converters. As long as this situation holds true, no demand
peak exists and the model from figure 4.13a) is applied. If the demand
at the hub input however increases – either because of the directly sup-
plied load or because of the converters, supplying loads indirectly – the
storage device is required to cover the peak demand at the hub input. In
other words, if the maximum supply capacity of a hub input is reached,
the storage is required to absorb the hub-internal peak demand. With
the direct connection having priority, the storage consequently is used
to serve demand from the converters. Hence, the failure rate of the
storage has to be added to the failure rate of the concerned converter;
this supply path will only persist until either the storage is discharged
or the converter has an outage.

Consequently, the procedure from page 35 has to be extended accord-
ingly, taking into account the additional supply capacities. It is recom-
mended to first calculate the available converter and connection capaci-
ties without considering the storage. If it is possible to supply all loads,
the derived configuration should be chosen and the storage treated as
back-up device. Otherwise, the supply capacity is extended by the rated
capacity of the storage and the configuration is redefined. Thus, the
storage device is primarily used as a back-up device and should only
supply peaks in case of emergency. Of course, as mentioned earlier,
other dispatch policies are possible.

The resulting connection and converter capacities are used to define the
momentary Γ(t). Furthermore, the failure rate of the storage device has
to be defined. If the storage device is used for back-up supply, the failure
rate is defined as in equation (4.30). However, if the storage device is
used for peak supply, the discharge demand Pstα

from the storage has
to be identified as follows:

Pste
= − (ζζζ(1, 1) − Le(t) − ζζζ(2, 1) − ζζζ(3, 1))

Pstc
= − (ζζζ(2, 2) − Lc(t) − ζζζ(1, 2)− ζζζ(3, 2)) (4.41)

Pstt
= − (ζζζ(3, 3) − Lt(t) − ζζζ(1, 3) − ζζζ(2, 3))
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Hence, as long as the resulting values in equation (4.41) are negative,
the storage device is not required to peak supply and the model from
figure 4.13a) is applied. For those energy carriers where the resulting
values are positive, the model from figure 4.14 is applied. The failure
rate of the storage device is then given with the corresponding value
from equation (4.41) and the rated energy capacity of the storage. As
mentioned, this failure rate also affects the converters. If the storage
is required for the converters to operate, the storage device’s failure
rate has to be added to the converters’s failure rate; the converter fails
operation as soon as the storage is discharged.

It is also possible to use discrete charge levels to represent the energy
storage device, as before. As the model is not straightforward, it is
displayed in figure 4.15. The resulting transition rate matrix is displayed
in equation (4.42) and analogous to table 4.2, it is possible to define a
set of rules to create the transition rate matrix valid for any level of
discretisation, displayed in table 4.3. The subscript ’m’ designates the
direct connection and ’st’ represents the storage. The derated state
is state 5, immediately starting to recharge the storage as soon as it
is discharged. It is important to consider that the storage failure rate
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Figure 4.15: State space diagram for peak supply operation mode.
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corresponds to discharging a third of the total energy capacity but that
the repair rate represents the full recharging in one step.

When applying this model, it is crucial to correctly define the supply ca-
pacities, i.e. considering a certain margin for recharging the energy stor-
age device. In chapter 5, an investigation will be performed, analysing
the influence of the chosen charge power. The general procedure is iden-
tical to equations (4.25) to (4.34), which is why the procedure is not
restated here. Besides, the following section contains an application ex-
ample covering the different special cases and illustrating the discussed
concepts in detail.

It is important to note again that during certain time intervals some
converters are treated as pure back-up or standby connections. Their
rating might be too small to be able to contribute to supplying a load
but in case of supply outages, they can supply a partial load. Hence, the
supply capacity matrix might suggest loop flows, with converters con-
verting e.g. from the chemical network to the thermal network and vice
versa at the same time. However, these converters are merely standby
capacities, to start operating in case of imminent loss of load. Besides,
the algorithm on page 35, used to defined the momentary supply capac-
ities, ensures that no loop connections can establish.

4.3 Application Example

This section presents a short series of subsequent load levels, intended
to indicate how the simulation algorithm works. A fully occupied hub
is assumed albeit some conversion path are purely theoretical. Table
4.4 lists the characteristics of all involved components. Most values are
educated guesses and chosen such that differences in the results are well
recognisable. The direct connections were always assumed to have one
failure per year and the indirect connections are assumed to fail 5 times
yearly. The mean time to repair was chosen to be one day except for the
electrical connection with half a day and for the chemical and thermal
networks with 3 days. These values can be used to define matrices Λ, M
and Φ, following steps (1) and (4) on page 76f. The maximum supply
capacities at the hub inputs are assumed to be equal to the ratings of
the direct connections. Furthermore, to focus on the general algorithm
performance, all efficiencies are assumed equal to 100% and the storage
devices are modelled with one charge level.
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Cee = 10 kW λee = 1 f/yr µee = 730 r/yr
Cce = 2 kW λce = 5 f/yr µce = 365 r/yr
Cte = 0.5 kW λte = 5 f/yr µte = 365 r/yr

Cec = 2 kW λec = 5 f/yr µec = 365 r/yr
Ccc = 8 kW λcc = 1 f/yr µcc = 121 r/yr
Ctc = 6 kW λtc = 5 f/yr µtc = 365 r/yr

Cet = 5 kW λet = 5 f/yr µet = 365 r/yr
Cct = 5 kW λct = 5 f/yr µct = 365 r/yr
Ctt = 15 kW λtt = 1 f/yr µtt = 121 r/yr

CEe = 1 kW CEc = 8 kW CEt = 15 kW
Ee = 2 kWh Ec = 20 kWh Et = 15 kWh

ηche = 1 ηchc = 1 ηcht = 1
ηdche = 1 ηdchc = 1 ηdcht = 1

Table 4.4: Characteristics of the hub components.

To be able to define the further required matrices and vectors, the load
profile has to be known. A short load profile has been constructed, to
show different aspects of the procedures developed and discussed in sec-
tion 4.2. The load profile represents the average power demand during
half an hour and consists of 6 entries, i.e. the curve covers 3 h. The
chemical demand is chosen to be constant while the electrical and the
thermal loads increase for a certain period. This constellation allows to
analyse the behaviour of both expected reliability of supply and EENS.
In particular, it will be seen that the increasing electrical and thermal
loads result in reduced supply paths to the chemical load, resulting in
larger amounts of EENS.

L =

















7 6 10
12 6 12

12.5 6 14
13 6 16
11 6 10
9 6 10

















t = 1

t = 2

t = 3

t = 4

t = 5

t = 6

The six time intervals will now be analysed step by step, discussing the
consequences from using the chosen dispatch policy rule. Figure 4.16
displays the load profiles from matrix L, together with the capacities of
the direct connections. Obviously, the electrical load is at risk during
hours 2 to 5 and the thermal load during hour 4.
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Figure 4.16: Load profiles at the hub outputs and the capacities of the
direct connections.

Following the procedure from before, first the connection matrix ζζζ and
the storage failure rate matrix Ψ have to be defined. Using the dis-
patch policy introduced on page 35 and discussed also in section 4.2,
the resulting connection matrix can be derived. Figure 4.17 shows the
different disposable converter capacities in a graphical way.

During step 1, each load can be supplied by its own direct supply and
the storage devices operate as back-up. The matrix Ψ(1) can thus be
defined according to equation (4.30). The model for the direct connec-
tions corresponds to figure 4.13a), to be used used within the Kronecker
summation. The resulting reliability of supply and EENS are found as:

Rout(1) =

2

4

0.998632
0.999790
0.991970

3

5 ; Nnls(1)
[Wh]

=

2

4

4.7880
0.6311

40.1518

3

5 ; Nls(1)
[Wh]

=

2

4

3.6781
0.3177

30.2495

3

5

The chemical load can be supplied redundantly with the electrical-
chemical and thermal-chemical converters together being able to supply
6 kW. The effect of this is well identifiable from both the reliability of
supply and EENS. The performance of the thermal output is consid-
erably lower than those of the other two outputs. The reason for this
is the longer repair time, compared with the electrical connection, and
the non-existence of a redundant supply, compared with the chemical
connection.

In interval 2, the electrical and the thermal load have increased, whereas
the electrical load now exceeds the supply capacity of the direct connec-
tion. Figure 4.17 shows that the chemical system is henceforth providing
the full margin of 2 kW (difference between the rated capacity of the
hub input and the chemical load) to the chemical-electrical converter,
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thus guaranteeing the supply of the electrical load. The electrical stor-
age consequently is not required and can be treated as back-up, using
again the model from figure 4.13a). Still, the electrical load’s supply
now depends on both the direct connection and the chemical-electrical
converter, resulting in a reduction of Reout

:

Rout(2) =

2

4

0.985137
0.992164
0.991942

3

5 ; Nnls(2)
[Wh]

=

2

4

89.1781
23.5081
48.3457

3

5 ; Nls(2)
[Wh]

=

2

4

16.5902
13.8454
48.3457

3

5

The reliability of supply of the thermal output is slightly decreased as
well. The reason for this are not the non-operating converters to the
thermal load but the higher load and thus the higher failure rate of the
thermal storage, operating as back-up device. Already in time step 1,
the converters from the neighbouring system were too small to improve
the reliability of supply. Still, both the chemical and the thermal load
experience a higher EENS despite not being at risk. The reason for this
is the missing support from the electrical network and – in the case of
the thermal load – the chemical supply now dispatching all available
power to the chemical-electrical converter. With no support from the
neighbouring systems, no converter is available to supply a partial load
and thus, the thermal load’s EENS is independent of load shedding.

During time interval 3, the electrical and the thermal load increase fur-
ther. According to figure 4.17, the electrical load can still be supplied
without requiring the electrical storage device to peak. However, the
load supply now depends on three components: the direct electrical
connection and both converters from the chemical and the thermal net-
work, respectively. Because of the increased thermal load, the support
for the thermal-chemical converter has to be further reduced. This is
visible in the increasing EENS for the chemical load:

Rout(3) =

2
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0.971824
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0.991923
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=
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[Wh]

=
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3

5

If load shedding is not considered, the electrical load risks a compar-
atively high EENS. As mentioned, all three supply paths have to be
operating to supply the load and hence the probability of supply equals
the product of the probability of supply of each supply path. Still, if load
shedding is considered, the electrical load is actually less at risk then
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the thermal load, having no support from the neighbouring systems at
all. EENS of the thermal load rises further, with the storage failure rate
increasing proportionally to the load demand, now at Lt(3) = 14 kW.

Advancing to time interval 4 shows that, besides the electrical load, the
thermal load exceeds its rated supply capacity as well. If no storage
device would be present, the 2 kW available from the chemical input
would be split evenly to both systems. This would result in unsupplied
load at the electrical output. The electrical load supply would be short
by 2 kW and the thermal load supply would be exactly at the required
16 kW. Thus, only the electrical load is at risk and the storage could be
used to supply the demand peak. Unfortunately, the electrical storage
is rated 1 kW only and so the electrical load supply is still short by
1 kW. This is why the chemical network is providing all of its avail-
able margin to the chemical-electrical converter, thereby requiring the
thermal system to utilize its own storage. According to figure 4.17, the
thermal storage is also providing power to the thermal-electrical con-
verter. This is meaningful, as the thermal storage is rated 15 kWh and
only has to supply a load demand of 1 kW, respectively 1.5 kW includ-
ing the converter. The MTTF of the thermal storage results with 10 h
and MTTF of the electrical storage is at 4 h, following this dispatch
policy. Obviously, providing energy to the thermal-electrical converter
increases the overall survival time of the loads connected to the hub.

Both the electrical-electrical and the thermal-thermal connection are
using the storage for peak supply. It is thus necessary to apply the
model from figure 4.14 and to calculate the storage failure rate using
equation (4.41). During time step 3, the thermal storage was ready
to provide back-up for a load of 14 kW. The resulting failure rate was
λEt

= 8176 f/yr. Hence, MTTF was only a little bit more than an
hour, which is true with Et = 15 kWh stored energy and an energy
demand of Lt(3) = 14 kW. With the storage device now in peak supply
mode, the demand from the storage has reduced to Pstt

= 1.5 kW,
giving a failure rate of λEt

= 876 f/yr. On the other hand, the chosen
model contains a derated state with a reduced supply capacity. The
connection capacity matrix Γtt in time steps 3 and 4 result as follows,
with the entries in [kW]:

Γtt(3) =









15 0 0 0
0 15 0 0
0 0 0 0
0 0 0 15









; Γtt(4) =





30 0 0
0 0 0
0 0 11.25
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Hence, the derated state uses one quarter of the installed capacity to
recharge the storage device. The repair rate thus is equal to µEt

=
2190 r/yr, as it takes exactly 4 h to recharge the storage. Similar ob-
servations can be made for the electrical-electrical connection, where
the load demand from the storage decreased from 10 kW in the back-
up mode to 0.5 kW in the peak supply mode. Hence, the transition
rate matrices for the supply of the electrical and the thermal load are
changed, taking into account the changed models for the direct connec-
tions. The transition rate matrix for the electrical load, however, has to
be changed further. The thermal-electrical converter can only operate
as long as the thermal storage is available and, thus, the transition rate
matrix Ate has to be adjusted; it is necessary to combine the failure
and repair rates as discussed with equation (3.52) for two components
forming a series system:

Ate(t = 3) =

[

−5 5
365 365

]

; Ate(t = 4) =

[

−881 881
2158 −2158

]

The expected reliability of supply and EENS during time step 4 are
finally found as:

Rout(4) =

2

4

0.656658
0.992164
0.708200

3

5 ; Nnls(4)
[Wh]

=

2

4

2231.7227
23.5081

2334.4006

3

5 ; Nls(4)
[Wh]

=

2

4

168.1962
23.5081

739.1317

3

5

As expected, the reliability of supply both for the electrical and the
thermal load is drastically reduced. Nevertheless, without the storage
device present – or the converters from the other energy carriers – the
probability would be 0 for both loads. Due to the energy hub, i.e. the
interconnections between the energy carriers, both loads can be supplied
albeit with a poor reliability. EENS for the chemical load is independent
of load shedding; no converters are available to supply partial loads and
hence, an outage of the chemical connection results in total loss of load.
In that respect, the electrical load profits most from the neighbouring
systems, having a considerably lower value for EENS when implying
load shedding. The EENS of the thermal load shows that the possibility
of partial load supply, while residing in the derated state, results in an
outage reduction of roughly two thirds compared with the case with no
load shedding.

In time step 5, the thermal load has reduced and is not anymore at risk,
while the electrical load still requires support. The resulting converter
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capacities are displayed in figure 4.17, showing that the thermal system
is almost providing a redundant supply for the chemical load again.
Although this will not improve the reliability of supply of the chemi-
cal load, it will improve EENS. The storage devices are not anymore
required and each load is supplied with the model from figure 4.13a).
The different values result as:

Rout(5) =

2

4

0.985137
0.992164
0.991970

3

5 ; Nnls(5)
[Wh]

=

2

4

81.7465
23.5081
40.1518

3

5 ; Nls(5)
[Wh]

=

2

4

9.1587
6.1153

40.1518

3

5

In time step 6, finally, also the electrical load has decreased again and
all loads can be supplied again with the direct connections only. The
given load levels are still close the rated capacities of the respective
direct connections and the converters are only allocated comparatively
small capacities. Hence, the reliability of supply is not affected by the
converters but they lead to decreased amounts of EENS, particularly
when considering load shedding:

Rout(6) =

2

4

0.998632
0.992164
0.991970

3

5 ; Nnls(6)
[Wh]

=

2

4

6.1560
23.5081
40.1518

3

5 ; Nls(6)
[Wh]

=

2

4

5.0462
4.1827

34.2104

3

5

Finally, the average expected reliability of supply and overall EENS are
found as:

Rout =

2

4

0.932670
0.993435
0.944662

3

5 ; Nnls

[Wh]

=

2

4

2589.6893
118.1716

2559.7420

3

5 ; Nls

[Wh]

=

2

4

226.3035
69.5448

948.6295

3

5

While the chemical load’s expected reliability of supply profits from the
redundant supply during the first time interval, both the electrical and
the thermal load show the considerable influence of those periods, where
the load exceeds the rated capacity. If a direct connection is rated barely
larger than the corresponding load, only a little margin is disposable to
be allocated to the converters. This is the case both in the electrical
and the chemical system. Consequently, little capacity is available for
partial supply of the thermal load, experiencing a considerable amount
of EENS despite load shedding.
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If no energy storage devices would be installed, the following values can
be found:

Rout =

2

4

0.823227
0.993132
0.989569

3

5 ; Nnls

[Wh]

=

2

4

6857.9666
123.6109
402.3039

3

5 ; Nls

[Wh]

=

2

4

1072.1925
72.7459

281.5685

3

5

Obviously, the electrical load and the chemical load profit from the
energy storage devices, particularly in terms of reliability of supply. In-
terestingly, however, the presence of the storage devices seems to be
disadvantageous for the thermal load. The reason for this is the chemi-
cal system providing the remaining supply capacity mostly to the elec-
trical load because the thermal system can also use its storage device.
However, the thermal storage device is relatively small compared with
the average thermal load. Thus, without the storage device the chemi-
cal surplus would be split evenly to the electrical and the thermal load
during time step 4. This would result in an outage of the electrical load
but the thermal load could just be maintained. In both cases, i.e. with
and without storage device, the thermal load requires two components
during time step 4 in order to operate, the direct connection and either
the chemical-thermal converter or the storage device in peaking mode.
The chemical-thermal converter has a better reliability characteristic
than the thermal storage and thus a higher reliability of supply and a
lower EENS result with this configuration.

It is also possible to use the storage devices only as back-up devices. In
this case, the following values results:

Rout =

2

4

0.823227
0.992164
0.989714

3

5 ; Nnls

[Wh]

=

2

4

6857.9666
141.0487
397.2560

3

5 ; Nls

[Wh]

=

2

4

1071.6064
115.9257
276.8924

3

5

Again, such an operation mode is beneficial only for the thermal system.
Obviously, comparatively larger rated systems – as it is the case with the
thermal supply compared with the other two energy carriers – hardly
profit from the interconnections. Their resources are used to also supply
the other systems and at the same time, their ratings are too large for
the other energy carriers to in turn provide significant support. This is
visible particularly from the EENS values.

It is also interesting to note that the results from the calculations with no
storage and with storage for back-up supply only are almost identical.
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This comes from the models developed for the storage device. The
failure and repair rates are defined through the discharge and charge
time and hence, the reliability characteristics are significantly worse
than those of the other connections and components. The influence
of the storage is small if used for back-up only. In peaking mode, as
discussed above in the context of time step 4, the load demand from the
storage only concerns the amount of power exceeding the connection
capacity. Consequently, the load demand from the storage is smaller,
than in the back-up mode, and the failure rate decreases proportionally,
resulting in a higher availability of the storage device itself.

Just to give an impression of the situation with neither interconnections
nor storage devices, the corresponding results are displayed here:

Rout =

2

4

0.332877
0.991803
0.826503

3

5 ; Nnls

[Wh]

=

2

4

24260.9439
147.5410

8229.5082

3

5 ; Nls

[Wh]

=

2

4

4288.3037
147.5410
790.984

3

5

The benefit of interconnections is obvious, particularly for those loads
that exceed the rated capacity of their direct connections. It must how-
ever be stressed that the chosen load curve and hub characteristics were
intended to illustrate the performance of the algorithm, in particular
with higher loads; in these situations – in terms of reliability – the
benefits of an energy hub are most profound.

This closes the example, showing the performance of various algorithm
elements. The purpose of the example was to both demonstrate the
applicability of all so far discussed algorithms as well as to illustrate the
benefits of having interconnections between the energy carriers. How-
ever the example also shows that the coordination can become quite
complex, depending on various factors such as how the storage devices
are prioritised or which loads are more important than others. In par-
ticular, the investigation showed that the operation of storage devices is
not necessarily beneficial for all considered loads, whereas this depends
as well on the dispatch priority. In this respect, the example also indi-
cated, even if not explicitly discussed, that various dispatch policies are
possible. The following chapter focuses in particular on the sensitivity
of the models themselves, identifying possible drawbacks of the mod-
els. It additionally investigates the sensitivity towards certain converter
parameters and it contains the conclusion for this part of the thesis.





Chapter 5

Sensitivity Analyses and
Conclusion

This chapter is the last chapter of part I of the thesis. It contains
different analyses using the procedures developed throughout the previous
chapters. The focus lies on analysing the behaviour of the model itself.
In addition, some investigations are performed to identify the influence
of different parameters and to show the spectrum of possible analyses.
The chapter closes with indications for further work and a conclusion.

5.1 Sensitivity Analyses

The applicability of the developed models and procedures has already
been demonstrated with examples and verified throughout chapters 3
and 4. Therefore, this section will focus on applying the models to
analyse different sensitivities. At this point it is necessary to stress that
results obtained with the models also depend on the structure and as-
sumptions implied in the models themselves. This holds true for any
model but it is useful to be kept in mind. Hence, the following analyses
will point out sensitivities and conclusions, but they must always be
understood to also partly represent the way the model was defined. For
this purpose, first some model specific analyses are performed to identify
the accuracy of the models. Analysing the influence of the model defi-
nitions allows to derive appropriate model parameters, concerning e.g.

101
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the discretisation of the energy storage device. Then, using these con-
ditions, some analyses are performed, investigating energy hub specific
characteristics.

5.1.1 Model specific sensitivities

The general modelling approach is based on state-of-the-art reliabil-
ity calculations, using state space diagrams and assuming Markov pro-
cesses. This method is well established and investigating model specific
sensitivities in that respect is not necessary. However, the suggested
Markov model for storage devices is based on a set of assumptions,
which should be analysed. Three different analyses will be performed.
First, the influence of interval-wise adjusting the failure rate is analysed.
Then the impact of discrete charge levels is investigated, both for the
application of the storage for back-up and for peak supply. The third
and last model specific analysis concerns the derated state that had to
be introduced when using the storage for peak supply. Due to this der-
ated state, a transition could be introduced, preventing the model from
having states with zero steady-state probabilities.

Interval-wise adjusted storage failure rate

For analysing the influence of interval-wise adjusting the failure rate
of the storage device, it is sufficient to focus on one hub output. For
this purpose, the earlier applied electrical load curve has been chosen,
redisplayed in figure 5.1. The load curve covers one day and consists of
15 min measurements, hence in total 96 time segments.

The relevant characteristics are given in table 5.1, whereas a different
energy capacity than before was chosen. The momentary failure rate
of the storage device depends on the load demand from the storage

Cee = 10 kW λee = 0.5 f/yr µee = 4380 r/yr
Cce = 2 kW λce = 1.5 f/yr µce = 365 r/yr
Cte = 0.5 kW λte = 1.5 f/yr µte = 365 r/yr

CEel
= 10 kW ∅λEel

= 2234 f/yr µEel
= 8760 r/yr

Eel = 10 kWh ηchel
= 1 ηdchel

= 1

Table 5.1: Characteristics of the hub components.
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Figure 5.1: Load curve of an electrical load Le supplied with an energy
hub.

device. If the load demand exceeds the rated power capacity of the
storage interface, this interface rating is the limiting factor, as discussed
in the context of equation (4.30). Therefore, the storage power rating
was chosen large enough, to be able to analyse the impact of interval-
wise adjusting the failure rate; the load curve is never below 1 kW and
using a storage with this rating would be meaningless for this particular
analysis. The resulting average failure rate is displayed in table 5.1.

The advantage of using an average failure rate concerns the computa-
tion time. This average failure rate could be evaluated at the beginning
of the simulation, using the average load demand, and thus would not
have to be recalculated in every time step. The same holds true for
the state probabilities, depending on these failure rates. If the storage
device is used for peak-supply, it is obvious that the failure rate has
to be calculated in every interval, depending on the dispatching of the
available converters. However, when using for back-up purposes only,
the trade-off between accuracy and computation effort is worth to be
analysed. Figure 5.2 shows the evolution of both the interval-wise ad-
justed failure rate and the failure rate resulting from using the average
load demand.

With the interval-wise adjusted failure rate λEel
(t), an expected reliabil-

ity of supply of Reout
= 0.999978 results, identical to an expected outage

duration of 11.74 min. Using the average failure rate of λEel
= 2234 f/yr

gives an expected reliability of supply of Reout
= 0.999982, equal to

an expected outage duration of 9.34 min. Looking at EENS gives
Nnls = 2.02 Wh and Nls = 0.68 Wh with the adjusted failure rate
and Nnls = 1.59 Wh and Nls = 0.53 Wh with the constant failure rate.
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Figure 5.2: Interval-wise adjusted and constant storage failure rate for
CEel

= 10 kW.

Using a constant failure rate obviously overestimates the performance of
the system. Particularly during high load periods, the adjusted failure
rate is significantly higher and results in higher fractions of EENS and
a lower reliability of supply.

Charge level discretisation

The second investigation concerns the discretisation of the energy stor-
age device and can be understood as the continuation of the analysis
displayed in figures 4.6 and 4.7. That analysis showed a certain de-
pendency on the charge level discretisation, also indicating that a dis-
cretisation with about five discrete charge levels is sufficient. Similar
to before, the discretisation is increased from 1 step up to 20 steps, i.e.
up to one state representing 5% of the total charge. The correspond-
ing state space diagram is analogous to figure 4.5 and created using
the rules from table 4.2. The application of Kronecker products facil-
itates this investigation significantly, as all the other matrices remain
unchanged and can simply be added in the Kronecker summation. The
resulting expected reliability of supply Reout

is displayed in figure 5.3
and the resulting EENS, with load shedding considered, is displayed in
figure 5.4. The storage rating has been reduced to CEel

= 1 kW and
the capacity to Eel = 1 kWh, having a rated power capacity between
the chemical-electrical and the thermal-electrical converter.

Obviously, the earlier discovered sensitivity also exists when including
the storage model in the energy hub reliability model. Both the reli-
ability of supply and EENS asymptotically approach steady values for
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Figure 5.3: Expected reliability of supply as a function of the discreti-
sation steps of the storage device, back-up mode.
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Figure 5.4: EENS with load shedding considered as a function of the
discretisation steps of the storage device, back-up mode.

an increased number of discrete charge levels. Looking at the resolution
of the ordinates shows however that the differences are rather small
and that a discretisation of the charge level into five to ten steps is
sufficiently accurate, as already indicated in section 4.1.5.

A similar analysis is performed with the peak load model for the storage
device, depicted in figure 4.15. Table 4.3 contains the rules for creating
the transition rate matrix corresponding to a state space diagram with
an arbitrary number of discrete charge levels. The influence of the
number of charge levels is analysed by looking at one time interval only.
Again, the electrical load is investigated, with the converter capacities
and the storage device being rated identical to before. The load is
assumed to be at 13.5 kW and thus, the storage is required to be able
to supply the load, with Cee = 10 kW, Cce = 2 kW, Cte = 0.5 kW and
CEe

= 1 kW. The derated state is assumed to have a capacity of 9 kW,
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Figure 5.5: Expected reliability of supply as a function of the discreti-
sation steps of the storage device, peak supply mode.

hence recharging the storage device with 1 kW within 1 h. The expected
reliability of supply is displayed in figure 5.5 and EENS considering load
shedding is displayed in figure 5.6.

The influence of the discretisation is visible as well, whereas the res-
olution of the ordinate is different to before. The results seem to be
somewhat more sensitive than when the back-up model is applied. It is
however important to note that the investigations concerning the back-
up model were performed for a varying load curve, with some time
segments containing a redundantly supplied load. Nevertheless, inde-
pendent of the ordinate resolution it can be stated that the a certain
influence exists and it can be concluded that charge levels of approxi-
mately 20% seem to be a reasonable choice.
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Figure 5.6: EENS with load shedding considered as a function of the
discretisation steps of the storage device, peak supply mode.
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Recharge power of the derated state

As mentioned, figures 5.5 and 5.6 were calculated assuming a recharge
power of 1 kW, giving a recharge duration of 1 h, i.e. a repair rate
of µEe

= 8760 r/yr. The disadvantage is that during this hour, only
9 kW are available from the direct electrical connection. Thus, there is a
certain trade-off between a high recharge power, giving a short recharge
time, and having a lower supply capacity of the derated state. The
following figure 5.7 shows the influence of both the level of discretisation
and the influence of the charge power available during the derated state.
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Figure 5.7: Expected reliability of supply for different storage charge
levels and different charge power values; storage in peak
mode.

The figure shows a clear influence of the charge power. Obviously, the
lower the repair rate, i.e. the lower the charge power, the poorer the
performance of the storage device. Thus, it is beneficial to choose a
relatively high recharging power. The derated state has a lower capacity
but the resulting repair rate is comparatively high, guaranteeing a soon
transition to the recharged state.

This closes the model specific analyses. It can be concluded that it
is appropriate to model the storage with a certain number of discrete
charge levels. Furthermore, when using the storage for peak supply
modelling, the derated state, meant for recharging the storage, should
provide a considerably high recharge power.
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5.1.2 Hub specific sensitivities

Section 4.3 already discussed several aspects of different components
concerning the overall reliability of supply. The example also illustrated
the mutual influencing and indicated the spectrum of analysis possible
with the model. This section contains a few analyses concerning dif-
ferent parameters and aspects of the energy hub, complementing the
findings from section 4.3. The focus is again on one hub output only,
as this allows to identify the major dependencies. Besides, a complete
energy hub is based on many assumptions, such that the expressiveness
of analyses is limited, in particular for deriving general dependencies.

Influence of the storage capacity

This first hub specific analysis concerns the relation between the energy
capacity and power rating of the storage, relative to the capacities of
the available converters.

If the storage device would be comparatively larger than the convert-
ers from the neighbouring networks, the influence of these converters is
expected to be small. This analysis therefore concerns the influence of
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, storage in back-up mode;

line representing the maximum load at 4.44 kW.

the storage energy capacity and power rating, relative to the capacity
of converters from the other networks. For this purpose, the load curve
from figure 5.1 was used again, with Cee = 10 kW, Cce = 4 kW and
Cte = 0 kW. The chemical-electrical converter thus provides a redun-
dant supply for most load intervals. The electrical storage device is
varied with CEe

∈ [0.8, 1.2, . . . , 8] kW and Ee ∈ [0.8, 1.2, . . . , 8] kWh.
The resulting reliability of supply is displayed in figure 5.8 and EENS
in figure 5.9.

Both figures show how the energy capacity Ee of the storage device
has an influence on the result, independent of the power rating of the
storage. The larger the capacity of the storage the longer it takes for
discharging, independent of the power rating. The figures also show that
a comparatively low power rating has a beneficial effect. The failure rate
of the storage is defined through the load demand and the power rating.
If the load demand is higher than the power rating, the power rating
is the limiting factor. For ratings above approximately CEe

≥ 4 kW,
the failure rate is thus always defined by the load demand, resulting
in a λEe

independent of CEe
. However, for lower ratings, the limiting

factor is the storage interface rating, resulting in a lower failure rate as
the storage is discharging slower with the smaller discharge power. The
lower failure rate is beneficial, as the state with an operating storage
has a higher probability albeit a lower supply capacity.
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Influence of the converter failure rates

This section investigates the importance of the failure rate of the con-
verters from the chemical and the thermal networks. The question ad-
dressed is how unfavourable the reliability characteristics could be, with
the converters still improving the reliability of supply. Figure 5.10 shows
the expected annual outage duration as a function of the two converter’s
failure rates. The chosen capacities correspond to table 5.1, except for
the storage device, which is rated with CEe

= 1 kW and Ee = 1 kWh.
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Figure 5.10: Expected outage duration in minutes for different failure
rates of the chemical-electrical and the thermal-electrical
converter.

The general sensitivity is visible, the larger capacity of the chemical-
electrical converter being responsible for its larger influence. The ex-
pected outage duration without energy hub was calculated to be exactly
59.99 min. Hence, even if the chemical-electrical converter would fail
once a week, the outage duration could be reduced to roughly half than
before. This result is interesting in so far as both converters only con-
tribute to the reliability of supply during lower load hours. This analysis
also raises the question whether the failure rate of the direct connection
could be allowed to increase because of the additional supply paths.
The next subsection concerns this aspect.

Failure tolerance of the direct connection

Distributed generation is sometimes claimed to allow for postponing net-
work enhancements or to even make them superfluous [7]. The assump-
tion behind this claim is that potentially existing distribution network
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Figure 5.11: Maximum allowable failure rate for the direct electrical
connection for an increasing chemical-electrical converter
and a targeted annual outage duration of 1 h.

congestions can be alleviated by locally generating a certain amount of
power. This results in a reduction of the demand from the network and
hence, the network enhancement is not necessary anymore or at least
not for the moment. In terms of reliability, a higher loaded connection
can be understood to be more at risk to fail. Hence, it is analysed in this
paragraph to what extent a higher failure rate of the electrical connec-
tion can be allowed, because of the converters from the other networks.
Without these converters and the storage device, the expected annual
outage duration was found to be roughly 1 h. The question thus is if the
additional converters allow to actually have a higher failure rate of the
electrical connection without risking a annual outage duration higher
than 1 h. Figure 5.11 shows the maximum allowable failure rate λee for
the direct connection for different capacities of the chemical-electrical
converter.

The figure shows that the failure rate of the electrical connection could
increase with an increasing chemical-electrical converter capacity. Obvi-
ously, the more the chemical-electrical converter can supply the load by
its own, the higher the failure rate λee can be. As soon as the capacity
Cce exceeds the average load demand, the electrical connection’s allow-
able failure rate increases significantly; the chemical-electrical converter
now is the main supplying system. It must be noted that this analysis
assumes the chemical-electrical and the thermal-electrical converter to
be operational with the rated capacity.
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5.2 Directions for Further Work

The methods presented in chapter 3 are based on state-of-the-art relia-
bility calculations. The major difference to existing models concerns the
application for a multiple source multiple terminal system, such as the
energy hub. The methods are however well established. On the other
hand, the Markov model for energy storage devices, developed in chap-
ter 4, is based on some assumptions, which could be further verified.
This concerns in particular the model suggested for peak supply.

As mentioned several times throughout the thesis, the Markov model
defines the failure behaviour of a storage device through its discharge
behaviour. The storage device was assumed to discharge linearly, as
modelled in other publications on storage devices [29, 30, 31, 32]. How-
ever, in order to be able to maintain constant transition rates for the
storage device, discrete charge levels had to be introduced, approximat-
ing the gradual discharge and recharge behaviour of the storage device.
It would be of interest to perform Monte Carlo reliability simulations
to analyse and compare the results with those from applying the here
suggested models.

In addition, the storage device has been assumed without other failure
states, apart from being discharged. As indicated, a certain probability
of failure while recharging the storage could be simulated by introducing
a switch with a certain failure rate. Hence, the storage would be a stand-
by component and if required to operate, the switch is activated. The
probability of a failed recharge could be modelled by assigning a certain
failure probability to the switch.

Another aspect concerns a detailed analysis of the behaviour of the sup-
plying systems. That means to analyse the technologies using chemical
and thermal energy carriers and to investigate e.g. their time dependen-
cies, transients or the failure susceptibility and tolerance. This would
help to identify interconnecting components with beneficial behaviour
in terms of reliability.
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5.3 Conclusion

This part of the thesis presented a model for the analysis of reliability
of supply in multi-carrier energy systems. The model is based on the
energy hub modelling concept, which allows the analysis of intercon-
nections and dependencies among several energy carriers at the same
time. In terms of reliability, the interconnections are meaningful both
for partially redundant supply and to reduce the amount of expected
energy not supplied.

In a first approach, a model was presented for analysing an energy hub
with interconnections between all energy carriers. The model assumes
all components to behave as Markov processes and applies state space
diagrams for modelling the supply situation of each hub output. Differ-
ent examples showed the applicability of the approach and verifications
proved the soundness of the results.

In a second stage, a Markov model for energy storage devices was de-
veloped. The model consists of two parts to be used depending on
whether the storage is providing back-up power or peak supply power.
In order to simulate the charge and discharge behaviour of the storage
device, discrete charge levels had to be introduced. Sensitivity analyses
showed that the accuracy of the results can be improved by modelling
the energy storage device with five or more discrete charge levels.

The storage models were integrated into the energy hub reliability model,
giving a comprehensive model suitable for analysing energy hubs both
without storage and with storage for back-up or peak supply. The model
has been applied in a detailed example, identifying the value of different
connections and illustrating the behaviour of the model. In terms of re-
liability, it is meaningful if the different energy carrier’s supply systems
are similarly dimensioned. Otherwise, the larger dimensioned systems
will hardly profit from the interconnections.

The developed models are suitable for analysing the reliability of sup-
ply and expected energy not supplied for multi-carrier energy systems.
Disadvantages and advantages of interconnections between energy car-
riers can be identified with the models. Hence, the models can also be
applied for sensitivity analyses, giving the dependency of the reliability
of supply from certain components.
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Chapter 6

Combining Non-Dispatchable
Generators with Energy
Storage Devices

This chapter introduces the subject of the second part of the thesis, dis-
cussing different aspects of combining non-dispatchable generators with
energy storage devices. The focus lies on grid-connected systems, in par-
ticular discussing potential benefits in the case of wind turbines. The
principle system layout applied in the subsequent chapters is presented
and a short overview of the individual chapters is given.

6.1 Introduction

The generation of electric power from renewable sources, such as wind
or sun, is often difficult to predict. The reason for this is the non-
deterministic nature of these energy sources, resulting in the generator
output being neither deterministic nor dispatchable. This character-
istic has negative consequences both in isolated systems and in grid-
connected configurations.

In isolated systems, it is crucial that production and consumption match,
both in dimension and in time. This is the reason why isolated systems,
comprising generators that convert renewable energy sources, often also
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contain conventional diesel generators. The diesel generators are oper-
ated whenever the non-dispatchable generator cannot supply the load.
This operational behaviour has stimulated research on complementing
isolated systems with energy storage devices [33, 34, 35, 36, 37]. The
purpose of the storage device is to buffer between the non-deterministic
production and the load as well as to bridge time differences between
generation and consumption. The proper use of the storage results in
a reduced number of operating hours of the diesel generator, i.e. lower
operating costs. Furthermore, the overall reliability of supply can be im-
proved and utilisation and value of the renewable source are increased.

In grid connected configurations, the situation is somewhat different.
Depending on governmental policies, renewable energy based genera-
tors are often encouraged to feed any production at any time into the
grid. The imbalance between their stochastic production and the load
demand is compensated by fast responding balancing generators, con-
nected to the grid. Thus, it does not seem necessary to combine the
generators with an energy storage, with network and back-up generation
having the same purpose as the storage devices in isolated networks.

However, the increasing number of grid-connected non-dispatchable gen-
erators results in cumulating infeed power fluctuations, which are diffi-
cult to predict. Thus, not the fluctuations per se are the primary issue
but rather the difficulty to accurately predict them. Depending on the
generation technology, already smaller forecast errors can have signifi-
cant effects, leading to two major disadvantages. On the one hand, grid
operators, who must place their bids in a day-ahead market – at the
same time predicting the production in the respective control zone, as
required e.g. in Germany –, often incur comparatively high penalties be-
cause the inaccurate forecasts make it impossible to meet the projected
production profile [38]. On the other hand, several generators have to
run as back-up on no-load or with throttled power, to be able to quickly
ramp up and down to compensate possible deviations from the planned
infeed. Usually, pumped hydro storage and gas-fired power stations are
used for this purpose; throttling a thermal power plant however implies
lower efficiency and hence a relatively higher amount of CO2 released
per MWh, thus reducing the positive impact of renewable-based gener-
ators in terms of emissions.

A major issue of the production from wind turbines is the forecasting
of the exact timing of power changes. For safety reasons, wind turbines
need to stop operation if the wind speed exceeds defined limits and re-
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main turned off for a certain period of time. These safety shutdowns
consequently result in significant infeed power reductions: if a gust oc-
curs e.g. half an hour earlier than forecasted, the shutting down of the
turbines results in complete loss of infeed half an hour earlier than ex-
pected. Not knowing the exact timing of these shutdowns requires the
back-up generation to be ready for a period that is considerably longer
than the actual infeed outage will take. This in turn results in a further
increase of the mentioned emissions.

Thus, it would be favourable to alleviate or even eliminate the fluctua-
tions and forecast uncertainties before they are imposed on the network.
One option would be the installation of an energy storage device at the
point of infeed, with the purpose to compensate the energy imbalances
resulting from the inaccurate forecast. The question in that respect is
how well such a system would perform and what the requirements for
the storage device would be. Other aspects of combining grid-connected
generators with energy storage devices have been addressed in few stud-
ies, investigating e.g. different operational aspects [39, 40], reduction
potentials for balancing penalties [38, 29] or possible emission savings
because of reduced need for conventional back-up generation [31].

This part of the thesis investigates the potential of using energy storage
devices to compensate forecast errors and to consequently transform the
uncertain and non-dispatchable generation into a deterministic network
infeed. The fundamental approach is to define a network infeed profile
for a given amount of hours in advance, based on a forecast for the
renewable energy source. This infeed profile is defined to be hourly
constant, according to the settlement policies of most power markets.
It is important to note that the profile is not based on market prices
but only on the expected output of the renewable source. Consequently,
the energy storage device is used to balance the output of the non-
dispatchable generator in such a way that the combined output matches
the predefined network infeed profile as closely as possible.

The advantage of a deterministic infeed profile is twofold:

◦ Independent of market structures, a deterministic production can
be incorporated reliably in the day-ahead production planning,
allowing to dispatch former back-up generators for other purposes.

◦ In a market environment, the ability to reliably determine the
near-future production enables selling and buying on the spot
market with a reduced risk of incurring balancing penalties.
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Generally, the storage device helps to better use the energy, converted
from the renewable source, and to sell it as planned. This corresponds
to a value increase for the energy source itself. The ability of the gen-
erator and the energy storage device to effectively fulfil the predefined
infeed profile, depends both on the actual forecast error as well as on
the characteristics of the storage. The performance will be measured
according both to reliability criteria as well as to system losses and in-
curring balancing penalties. The results will be used to identify the
relation between the magnitude of the forecast error and the capacity
of the energy storage device.

6.2 System Layout

The layout of the system underlying the investigations is depicted sym-
bolically in figure 6.1.

Network
infeed

Energy
storage

Generator

t

t

t

[kW]
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Figure 6.1: Symbolic representation of the non-dispatchable generation,
the balancing storage device and the levelled network infeed
profile.

This figure displays an excerpt of an output forecast for a wind turbine,
the resulting infeed profile and the corresponding activities of the en-
ergy storage device. It is clearly visible how the storage balances both
fluctuations within an hour as well as differences between the output
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level of the generator and the targeted infeed profile. This infeed profile
should be met as accurately as possible and it can be understood as the
load, which the generator has to supply together with the energy stor-
age device. In contrast to isolated system, surplus energy, i.e. energy
that exceeds the targeted profile, can be fed into the grid if the storage
device is already fully charged. This surplus infeed results in balancing
penalties and could be avoided by having a larger storage capacity. The
establishing trade-off between storage capacity and surplus energy will
be discussed in the case studies in chapter 9.

To investigate the suggested configuration, a time series analysis ap-
proach has been chosen: the generator (converting power from a renew-
able source) is represented with a time series derived from measurements
and an algorithm progresses through this time series, performing vari-
ous calculations to simulate the behaviour of defined scenarios. In the
underlying case, the scenario is the combining of the generator with an
energy storage device. Thus, the calculations use the time series to sim-
ulate the influence of an energy storage device on the system behaviour.
At the end of the simulation, results and calculations can be analysed
to identify how the configuration performs. This indicates how a real
system would perform, given the generator behaves exactly as in the
time series.

The energy storage technology is not subject of this work, as the chosen
algorithms do not depend on specific storage device parameters. It is
merely identified if storage need exists and what the requirements would
be. Still, both case studies will indicate possible realisation.

The next chapter discusses the chosen time series analysis in detail,
suited for investigating systems, following the configuration in figure
6.1. The subsequent chapter 8 introduces different analysis procedures,
suitable for assessing performance criteria, such as how accurate the
profile can be met, how much energy is consumed for conversions or how
much surplus energy is fed into the network. In two case studies the
modelling procedure from chapter 7 will be applied and the calculations
will be analysed according to the procedures proposed in chapter 8.
The first case study focuses on measurement data from a 500 kWp
photovoltaic installation in Switzerland and the second case study is
based on wind speed measurements from Norway, for a 2 MW wind
turbine. This second part of the thesis is closed with discussions and
the conclusion.





Chapter 7

A Generalised Model for
Time Series Analyses

This chapter presents a time series based algorithm suitable for analysing
the combination of a non-dispatchable grid-connected generator with an
energy storage device. The flow chart of the algorithm is introduced and
selected algorithm elements are discussed in detail. The method can be
used for any type of non-dispatchable generator, but the focus lies on the
application of the modelling procedure for wind power and photovoltaic
applications. Particularities corresponding to these types of generators
are therefore discussed as well.

7.1 Algorithm

The simulation is based on a time series that is either a measurement
curve or an artificially created curve, using e.g. Monte-Carlo simula-
tions. The measurement curve’s resolution and length can be of ar-
bitrary size. Generally, the longer the time series and the higher the
resolution, the more trustworthy the results will be. Depending on the
measurement source, the results might not be generally valid for simi-
lar sources, as the measured time series reflects the past behaviour of
the one particular source. Nevertheless, time series analysis is a well
established method and the relevance of the results will be discussed in
chapter 10.
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Figure 7.1 shows the flowchart representing the algorithm sequence. It
follows the structure of similar investigations [39] and is shortly dis-
cussed before the individual elements will be outlined in detail.

Initialise

t= tfc?
no

no

yes

yes

Calculate forecast

Define infeed profile

Operate storage

t=T ?

Update storage level

t= t+∆t

Terminate

Figure 7.1: Flowchart of the simulation algorithm.

The algorithm starts with an initialisation phase, after which the actual
simulation loop begins. The loop starts with a check, whether a new
forecast period begins (t = tfc). If so, the forecast for the next period
is calculated, based on the parameters defined during the initialisation
phase. This forecast in turn is used to define the network infeed profile,
targeted for the next period. As mentioned, this profile is kept constant
over the duration of one hour. The loop then continues by using the
actual measurement data from the generator, trying to fulfil the targeted
infeed profile as accurately as possible by operating the energy storage
device. As long as no new forecast period begins, the algorithm loops
through the time series, constantly operating the storage to meet the
targeted infeed, always updating the charge level of the energy storage
device. If the time series reaches its end (t = T ), the loop and the
algorithm terminate. During the simulation, various values are stored
continuously to be analysed later-on.
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7.2 Initialisation

In the initialisation phase, the time series is loaded and the simulation
parameters are set. These are the forecast error, which will be discussed
in section 7.3, and the storage device’s power rating Pst, energy capacity
Est as well as the charge efficiency ηch and the discharge efficiency
ηdch. Depending on the storage technology used, the storage device
cannot be fully discharged and also a minimum charge level Est,min has
to be defined. A further parameter is the forecast horizon, indicating
how often the infeed profile is redefined. This parameter makes little
sense with photovoltaic systems as their cyclic daily behaviour suggests
using 24 h horizons. With wind turbines however, different horizons are
conceivable, particularly as the magnitude of forecast errors increases
with increasing time horizons (see section 7.3.3). If the time series
contains measurements for the renewable source, i.e. insolation or wind
speed measurement, the parameters of the non-dispatchable generator
also have to be defined, indicating how the source is converted. The
respective case studies will discuss these parameters in more detail.

7.3 Calculation of Forecast

At the beginning of every planning period, a forecast of the stochastic
generation is calculated, required for defining the hourly constant infeed
profile. Various methods and approaches for the calculation of forecasts
for different sources exist [41, 42, 43]. The focus of this investigation
however lies not on the accuracy and advantages and disadvantages of
different methods. The question addressed here, is how the magnitude of
the forecast error influences the ability of the system to meet the planned
generation and to what extent forecast errors can be compensated with
a storage device. Therefore, not a method for forecasting is developed,
but a method to simulate a certain forecast error.

The forecast error fRMSE is defined as the root mean square error
(RMSE) between the forecasted power output PPPfc and the actual power
output PPPgen of the generator, normalised with the rated power output
of the generator Prated:

fRMSE = 1
Prated

√

1
T

T
∑

1=t

[

PPPgen(t) −PPPfc(t)
]2

(7.1)
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To analyse the relation between forecast error magnitude and storage
capacity, it is necessary to be able to choose the forecast error at the
beginning of a simulation run. This allows running simulations with
different forecast errors and different storage capacities. The results
can then be used to derive the relation between forecast accuracy and
storage capacity.

As the algorithm is based on a time series, the measurements for the
next planning period are already known and can be understood to rep-
resent the perfect forecast for the next period. A forecast error can
thus be simulated by using this perfect forecast and by introducing a
deviation. This deviation results in a deterioration of the measurement
curve, and the difference to the actual measurement curve corresponds
to a certain forecast error magnitude. One reference suggests to use
the actual measurement and to deteriorate it by adding a normal dis-
tribution in every hour [44]. This method, however, merely generates
a swing around the actual measurement, it does not show typical fore-
cast deviations and partially ignores dependencies from one hour to the
next. Therefore, a new approach was developed, based on an expo-
nentially weighted moving average (EWMA) with a weighting factor α
(0 ≤ α ≤ 1) [45]: the forecast is defined by the actual measurement for
the next period and a certain number of preceding periods, multiplied
with an exponentially increasing weighting factor.

7.3.1 Using output power measurement data

If the measurements represent the output power of the generator (as it
is the case in the first case study in section 9.2) the EWMA approach
can be applied to these power measurements directly. The forecasted
power ~Pfc,n for period n can be defined as the sum of the weighted

actual time series ~Pn of day n and the m preceding periods1:

~Pfc,n = α · ~Pn + α(1 − α) · ~Pn−1 + ...+ (7.2)

α(1 − α)m−1 · ~Pn−(m−1) + (1 − α)m · ~Pn−m

Setting α = 1 results in a perfect forecast, as equation (7.2) gives as
forecast exactly the measured curve. For all other forecast error mag-
nitudes, the corresponding values of α have to be calculated. For this

1The vector symbol ~P represents the time series for one period, whereas the bold
variable PPP is used to designate the whole time series.
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purpose, forecast series need to be calculated with different values for
α, using the complete time series, starting at period m + 1. It is not
possible to start at the first period because no previous periods would
be available to be used according to equation (7.2). These calculated
forecast series PPPfc(α) are then used, together with the actual measure-
ment series, to calculate the RMSE according to equation (7.1). This in
turn allows creating a lookup table, relating the different α’s with their
corresponding fRMSE . During the initialisation of the simulation it is
hence possible to choose a certain forecast error. The corresponding α
is then applied during each ’calculate forecast’ step, when calculating
the next period’s forecast with the targeted error.

It is important to note that α and the associated fRMSE have been cal-
culated using the complete time series. Thus, when using α during the
simulation for calculating the forecast for the next period, it can hap-
pen that fRMSE for certain periods deviates from the targeted fRMSE .
Nevertheless, the overall fRMSE will correspond exactly to the chosen
magnitude. Figure 7.2 shows an excerpt of the actual power output
curve of a 500 kWp photovoltaic system and a forecasted power output
curve, with fRMSE = 50%. Compared with the forecast simulation al-
gorithm suggested by [44], this forecast curve shows typical effects as
e.g. comparatively slower raise or peak mismatch.
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Figure 7.2: Example of the actual time series and a forecasted time
series (fRMSE = 50%).
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7.3.2 Using energy source measurement data

If the measurement data represent the actual source (as it is the case
in the second case study, section 9.3), the forecast simulation procedure
is slightly different. The EWMA approach has to be applied to the
measurement data, but fRMSE is calculated using the power output of
the generator. In the case of wind speed measurements, the forecasted
wind speed ~Vfc,n for period n is defined analogously to equation (7.2):

~Vfc,n = α · ~Vn + α(1 − α) · ~Vn−1 + ...+ (7.3)

α(1 − α)m−1 · ~Vn−(m−1) + (1 − α)m · ~Vn−m

Particularly in the case of wind turbines, it is meaningful to calculate the
RMSE using the power output because of the hysteresis control, which
will shortly be discussed here. Wind turbines need a certain minimum
wind velocity vcin in order to start operating, the so-called cut-in wind
speed. They have to stop operating if the wind speed exceeds a certain
maximum limit, the so-called cut-out wind speed vcout. Before a wind
turbine can restart operating again, after having exceeded vcout, the
wind speed must reduce to the so-called cut-back-in wind speed vcbin

and remain below this velocity for a duration of at least tcbin. This
measure prevents the wind turbine from turning on and off in fluctuating
gusts. Consequently, wrongly predicted wind speed changes, around the
cut-out wind velocity, can result in significant differences between the
forecasted and the actual output power.

Figure 7.3 illustrates this behaviour with an excerpt from the data used
in the wind case study, section 9.3. During day 263, the predicted wind
speed raises later than the actual wind speed, consequently exceeding
the cut-out wind speed vcout later, suggesting a longer persisting power
infeed than actually will occur. On day 265, the forecast stays below
the cut-out wind speed and does not indicate an infeed outage at all.

Analogous to before, different forecast series VVVfc(α) have to be calcu-
lated with different values for α. These wind speed curves are then
transformed into generator output power curves PPPfc(α), according to
the characteristics of the generator (see case studies). The actual gen-
erator output curve PPPgen, derived from the actual measurement series
VVV , is then used together with each PPPfc(α) to calculate fRMSE(α). This
in turn allows to create the lookup table, relating α with fRMSE .
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Figure 7.3: Forecasted and actual wind speed and the associated power
outputs, forecast horizon fh = 24 h.

The case studies later-on further discuss the creation of the lookup table.
It must be noted, however, that the lookup table has to be created prior
to the first simulation. Then, the simulation can be started by choosing
the desired forecast error, which means implementing the corresponding
α for calculating the next period’s forecast with equation (7.2). This
forecast then in turn serves as basis for the definition of the infeed
profile, discussed in the next section. Before that section, however, the
special case of time-dependent forecast errors is discussed.

7.3.3 Time dependent forecast errors

In day-ahead markets, bidding usually ends at noon and contains the
bid for the following day. Thus, the production is forecasted between
12 to 36 hours in advance. For some energy sources, the forecast errors
increase with an increasing forecast horizon, which has to be considered
accordingly. It means that the forecasted wind speed for the first hour
of the next period has a smaller fRMSE than the wind speed forecast for
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the last hour of the next period. Particularly for wind speed forecasts,
this time-dependence significantly influences balancing penalties [38].

Forecasting methods have significantly improved over the last years [41],
but the time dependence is still noticeable. A recent study from the
Risø National Laboratory in Denmark [46] contains a comparison of
different forecasting methods with different actual measurements. The
resulting average error evolvement can be identified to satisfy:

fRMSE(th) = 24 + (th − 1)
8

35
, [%] (7.4)

In contrast to the otherwise used time step t, th represents hourly
values and fRMSE(7) corresponds to the forecast error occurring in
the 7th hour of the forecast period. As mentioned, in the day-ahead
market, forecasts are calculated by noon for the next day. Hence,
the forecast error of the first hour of the next day corresponds to
fRMSE(13) = 7.766%, as the hour from 00:00 to 01:00 corresponds to
the 13th hour after the forecast was made. For the simulation algorithm
this means that the forecast can be calculated right at the beginning of
a new period, however taking into account that the applied error corre-
sponds to the one of the 13th hour. If the simulation is applying different
forecast horizons, this time-lag can be changed accordingly. As will be
seen in the case study in section 9.3, the chosen approach assumes the
calculation of the forecast to take place in the middle of the previous
period. That means, when using a forecast horizon of fh = 6 h, the
forecast is calculated 3 h in advance, i.e. the simulation uses fRMSE(4)
for calculating the forecast for the first hour of the next period.

As the error evolves with the duration of the forecast period, for every
hour of the forecasted period a different error magnitude and hence a
different α has to be applied. The vector ~Vfc,n, containing the forecast
for the next period, has to be constructed from segments of forecasts
with different errors, in order to result in a forecast with a realistically
increasing forecast error. Assuming a forecast period of fh = 24 h and
a forecast lead of 12 h, ~Vfc,n can be defined as follows, with the indices
representing the individual hours of the next period:

~Vfc,n =











~Vfc,n,0−1(αfRMSE(13))
~Vfc,n,1−2(αfRMSE(14))

...
~Vfc,n,23−24(αfRMSE(36))











(7.5)



7.4. Definition of Infeed Profile 131

The application of equation (7.5) will be illustrated in the second case
study, discussed in section 9.3, illustrated in figure 9.18.

The here described forecast simulation approach can qualitatively be
justified as follows. In reality, meteorological measurements are used
when calculating a forecast. Using the actual measurement for the next
day, weighted with factor α, could be understood to simulate a weather
forecast; it provides some knowledge on the next day’s weather be-
haviour. In addition to that, preceding measurement periods are used
in the calculation. The most simple forecast method is to use the mea-
surements of the previous day, assuming that the next day behaves
similar, i.e. that the behaviour of the source persists. This forecasting
method is known as the persistence method. Considering previous peri-
ods, when calculating the forecast, can hence be understood to assume
a certain persistence. Consequently, the suggested approach represents
reality more than it might seem intuitively, simulating both meteoro-
logical information and persistence.

7.4 Definition of Infeed Profile

Immediately after the definition of the forecast, the infeed profile is
defined. The profile is defined to be constant for the duration of one
hour and it can be imagined to be the load, the generator has to supply
together with the energy storage device. If the forecast for the generator
output would be perfect, no storage device would be needed and the
infeed profile could be defined as the hourly averaged forecast2.

7.4.1 Considering non-ideal energy storage devices

According to section 7.2, the storage device is assumed to be non-ideal,
characterised by charge and discharge efficiencies ηch and ηdch, respec-
tively (see also appendix C). This means that a portion of the originally
generated electricity is consumed for conversion, whenever charging and
discharging the energy storage device. Every kWh that is stored, will
be reduced to ηch ·ηdch kWh by the time it is actually fed into the net-
work. However, most of the generated energy is fed directly into the

2In reality, forecasts will most likely also be hourly values. The averaging is
therefore just a measure within the simulation environment.
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grid, without being stored at all; the infeed is planned according to a
forecast for the source, and only generation that deviates from the pre-
dicted infeed profile is buffered in the storage, resulting in conversion
losses. This behaviour is illustrated in figure 7.4.

Non-dispatchable
generator

Network
infeed

ηtotal < 100%

ηch ηdch

Energy
storage

η = 100%

η = ηchηdch

Figure 7.4: Symbolic representation of the flow and the associated effi-
ciencies.

When planning the infeed, based on the forecast, this circumstance has
to be considered. For this reason, the so-called usage factor βusg is
defined, indicating how much of the originally generated energy can
be used, in the end, for network infeed. The usage factor relates the
planned network infeed PPPplanned with the forecasted output of the gen-
erator PPPfc as follows:

T
∑

t=1

PPPplanned(t) = βusg ·

T
∑

t=1

PPPfc(t) (7.6)

The usage factor satisfies 0 ≤ βusg ≤ 1 and it is an efficiency factor,
concerning all the energy that has to be temporarily stored. It should,
however, not be mistaken for the overall storage efficiency ηch ·ηdch. If
both the forecasted output would be perfect and the energy storage
device lossless, βusg could be set to 1. The more the energy storage is
used, continuously charging and discharging, the further the factor βusg

has to be reduced to take the increasing conversion losses into account.

A βusg near 1 will result in a comparatively high targeted infeed profile,
implying little use of the storage and good performance of the forecast.
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Figure 7.5: Infeed profile for βusg = 0.96 and βusg = 0.99. Excerpts
from case study in section 9.2.

Such a profile could be difficult to fulfill, resulting in insufficient infeed
PPPinsuff , which is defined as the positive difference between planned in-
feed PPPplanned and actual infeed PPPactual (right side of figure 7.5 and equa-
tion (7.10)). A comparatively lower βusg, on the other hand, results in
a lower planned infeed profile that could be satisfied often also without
using the energy storage device. Depending on the storage capacity
Est, this strategy likely results in more surplus infeed PPPsplus, defined as
the positive difference between actual infeed PPPactual and planned infeed
PPPplanned (left side of figure 7.5 and equation (7.8)).

Depending on the market structure, positive and negative deviations
from the planned infeed result in costs for balancing energy. Accord-
ingly, the choice of βusg can also depend on these costs. More risk
averse operators might desire a lower usage factor, assuming that sur-
plus power is penalised less than insufficient power. The quantity βusg

hence can be defined considering both the storage device characteristics
and the operation strategy. This can be achieved by incorporating an
optimisation and will be discussed in section 7.4.3.

7.4.2 Incorporating the charge level in the planning

Besides the quality of the forecast, the charge level of the energy storage
device also has an influence on how accurate the actual infeed matches
with the planned infeed. It is therefore possible to use a dynamic us-
age factor βusg(t) instead of a constant βusg. The dynamic βusg(t) is
defined to depend on the actual content of the storage at the beginning
of a planning period. In other words, if the energy storage device is
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fully charged at the beginning of a forecast period (and thus at the be-
ginning of the infeed profile planning period), a comparatively higher
value for βusg(t) can be chosen, resulting in a higher targeted infeed
profile. On the other hand, if the storage were only half charged or
even completely discharged, an accordingly lower infeed profile would
be planned, corresponding to a relatively smaller βusg(t).

In the case of a small forecast error and a fully charged storage device,
it might even be beneficial to set βusg(t) > 1 for the next planning
period. In addition to the production from the generator, stored energy
could then be fed into the network, emptying the storage to be ready to
be charged again in the next period. In that next period, βusg(t) would
be chosen smaller because of the lower charge level of the storage, likely
resulting in energy that can be stored again. In case of a constant usage
factor, such a situation would result in surplus energy, as the storage is
fully charged and cannot receive any more energy. Figure 7.6 illustrates
this, showing the evolution of both usage factors and the corresponding
amounts of surplus and insufficient power, taken from data from the
photovoltaic case study in section 9.2. The figure shows how with a
dynamic usage factor the events with surplus and insufficient power are
fewer and more equally distributed than with a constant usage factor.

7.4.3 Defining the usage factor

The values for the appropriate usage factor depend on the chosen fore-
cast error fRMSE and the storage capacity Est. Similar to the quantity
α relating to a certain fRMSE , it is necessary to perform the definition
of the usage factor before the first simulation. Furthermore, for the
dynamic usage factor βusg(t), it is necessary to create a lookup table,
indicating which value to use for βusg(t), depending on the momentary
charge level of the storage device. Simple optimisation procedures can
be used to find both the constant and the dynamic usage factors, as
explained in the following paragraphs.

Defining the constant usage factor

The usage factor βusg has a direct influence on the targeted infeed profile
and thus on the ability of the system to meet this infeed profile. As
mentioned above (see figure 7.5), a comparatively high βusg will lead to
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Figure 7.6: Example of the evolution of βusg and βusg(t) with the cor-
responding deviations from the planned infeed.

more incidents with insufficient power, i.e. where the profile cannot be
fulfilled, and a comparatively low βusg, in turn, results in many events
with surplus power. Hence, the optimal usage factor can be defined to
result in a balance between surplus energy and insufficient energy.

Each time step with surplus power corresponds to a certain amount of
surplus energy and their sum results in the total amount of surplus en-
ergy, fed into the grid during the time series analysis. To calculate the
corresponding amount of surplus energy, surplus power must be multi-
plied with the relative duration of the time interval ∆t. The quantity
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∆t is defined relative to one hour, with an interval length of e.g. 5 min
giving ∆t = 1/12. Surplus power PPPsplus can be defined as the positive
difference between the actual infeed and the planned infeed:

PPPsplus = max (PPPactual −PPPplanned, 0) (7.7)

The total amount of energy that is fed into the network, exceeding the
planned infeed is then defined as surplus energy Esplus:

Esplus = ∆t ·

T
∑

t=1

max (PPPactual(t) −PPPplanned(t), 0) (7.8)

Analogously, insufficient power is defined as:

PPPinsuff = max (PPPplanned −PPPactual, 0) (7.9)

The total amount of energy that is not fed into the network, falling
short the planned infeed, is accordingly the insufficient energy Einsuff :

Einsuff = ∆t ·

T
∑

t=1

max (PPPplanned(t) −PPPactual(t), 0) (7.10)

Depending on the market structure, surplus and insufficient energy re-
sult in different penalties. If both cost for down regulation (∝ Esplus)
and cost for up regulation (∝ Einsuff ) are equal, βusg can be defined
to minimise the difference between Esplus and Einsuff . Otherwise, a
weighting factor ω can be introduced, relating the magnitudes of cost
for up regulation to those for down regulation:

ω =
cost for up regulation per kWh

cost for down regulation per kWh

The optimal usage factor βusg is found with the following procedure:

- run simulation with βusg = 0.98 3

- calculate Einsuff and Esplus

3Starting with 0.98 was identified to result in a good performance.
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- adjust βusg: · if (ω ·Einsuff ) > Esplus, reduce βusg

· if (ω ·Einsuff ) < Esplus, increase βusg

· if (ω ·Einsuff ) = Esplus, terminate

This procedure can be performed using e.g. the fminbnd package in
Matlabr. For this purpose, the simulation code has to be written as
a function, taking βusg as input value, and providing a return value,
defined as the absolute value of the difference of ω ·Einsuff and Esplus:

return value = abs(ω ·Einsuff − Esplus) + (2 − βusg) · 100

The second term on the righthand side can be considered as a cost
function and has to be used for the following reason. For small forecast
errors and large energy capacitiesEst, different values for βusg can result
in Einsuff = Esplus. As soon as the routine fminbnd finds a βusg that
results in this equality, the routine checks the gradients and terminates
if these are zero. To guarantee the largest possible value for βusg to be
chosen, resulting in most energy fed into the network, the second term
therefore is necessary. As illustrated in figure 7.7, it is nevertheless small
enough not to influence the main criterion ω ·Einsuff − Esplus.

The disadvantage of the above optimisation criterion is the possibility
of solutions, resulting in large but equal amounts for Einsuff and Esplus.
Another criterion for the optimisation, i.e. the definition of the usage
factor, could therefore be to minimise the total amount of energy, by
which the actual infeed deviates from the planned infeed. That means,
aiming to fulfill the planned infeed as closely as possible. The return
value can then be defined as the sum of both deviations:

return value = Einsuff + Esplus + (2 − βusg) · 100

Again, Einsuff could by weighted with ω to consider different regulating
penalties. Both criteria can finally also be combined to result in a βusg,
which minimises both the deviations from the planned infeed and the
difference between the positive and negative deviations. This return
value is illustrated in figure 7.7, illustrating at the same time the purpose
of the cost function. Both sum and difference of Einsuff and Esplus are
equal to 0 for a range of values for βusg; the cost function guarantees that
βusg equals the largest possible value, still fulfilling the minimisation
criteria.
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Figure 7.7: Surplus energyEsplus, insufficient energyEinsuff and return
value for different usage factors βusg.

Defining the dynamic usage factor

A dynamic usage factor βusg(t) is used to incorporate the charge level
of the storage when planning the infeed profile. This allows a better
utilisation of the stored energy and to reduce periods where the storage
cannot be charged anymore because it is already full. As mentioned, a
lookup table has to be created, relating the charge level of the storage
device to the appropriate usage factor. At the beginning of every plan-
ning this lookup table then is consulted to apply the matching βusg(t).

To derive this table, a similar approach as before can be followed, i.e.
the same optimisation criteria can be used. However, a slight adjust-
ment has to be done to the simulation code, used for the optimisation.
Basically, different charge levels of the storage device have to be simu-
lated in order to determine the corresponding βusg(t). For this purpose,
a command has to be added in the code, just before the definition of the
next infeed. The command resets the momentary charge level Est,ch(t)
to a certain level (e.g. 0.25 ·Est), independent of its actual charge level.
Then, the above described optimisation procedure is run. The resulting
βusg can be assigned to the charge level, to which the storage has been
constantly reset during the simulation. This procedure is recommended
to be performed for different charge levels, e.g. in 20% steps from 0% to
100%. Values in between the discrete levels can be linearly interpolated
and a lookup table results, relating each charge level to its appropri-
ate βusg(t). An example of the sound performance from applying this
procedure, can be identified in figure 7.6 and will be discussed in more
detail in the case studies (see e.g. figures 9.3 to 9.5).
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7.5 Operation of the Energy Storage

The previous two sections described procedures that are only carried out
at the beginning of a new forecast period. As soon as the new infeed
profile has been defined, based on the forecast, the algorithm progresses
and starts with the actual operation phase. This basically means that
the storage device is charged and discharged, respectively, according to
the differences between the planned infeed Pplanned(t) and the actual
generator output Pgen(t).

Assuming that the storage device can switch immediately from charge to
discharge state, makes it possible to define the power Pst,dem(t), which
is demanded from the energy storage device in every time step t as:

Pst,dem(t) = Pplanned(t) − Pgen(t) (7.11)

Hence, a negative Pst,dem(t) stands for charging periods and a positive
Pst,dem(t) for discharging periods. The ability of the storage device to
fulfil the required Pst,dem(t) depends both on its power rating Pst and
its momentary charge state Est,ch(t). First, it is checked whether the
power rating Pst is lower than the required power and – if necessary –
accordingly adjusted. The preliminary power flow Pst,prlm(t) from or
into the energy storage is then found as:

Pst,prlm(t) =

{

Pst · σ(Pst,dem(t)), |Pst,dem(t)| > Pst

Pst,dem(t), |Pst,dem(t)| ≤ Pst
(7.12)

Whereas σ() represents the sign function:

σ(x) =

{

1, x ≥ 0
−1, x < 0

(7.13)

Then it is checked whether the charge state Est,ch(t) of the energy
storage allows to deliver or absorb the required amount of power. At
this point, the interval duration ∆t is used to transform the power values
into energy amounts and the charge and discharge efficiencies have to be
considered. The charging power is multiplied with ηch, resulting in the
amount of energy, actually available for storing. For the charge state,
i.e. Pst,prlm(t) < 0, the effective charge power flow Pst,eff (t) is given as:

Pst,eff (t) =

{

Pst,prlm(t), Est,ch(t) + φ(t) ≤ Est

− (Est − Est,ch(t)) · 1
∆t

1
ηch

, Est,ch(t) + φ(t) > Est

(7.14)
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Whereas the desired charge activity φ(t) is defined as:

φ(t) = −∆t · ηch · Pst,prlm(t) (7.15)

If the planned charge φ(t) exceeds the rated capacity Est of the storage,
the charge power has to be reduced accordingly; the maximum possible
charge, which the storage can still absorb Est −Est,ch(t) is determined
and multiplied with the reciprocals of the charge efficiency and ∆t to
result in the corresponding power value. For the discharge state, i.e.
Pst,prlm(t) > 0, the according formula can be formulated as:

Pst,eff (t) =

{

Pst,prlm(t), Est,ch(t) − ψ(t) ≥ Est,min

(Est,ch(t) − Est,min) · ηdch

∆t
, Est,ch(t) − ψ(t) < Est,min

(7.16)

The desired discharge activity ψ(t) is defined as:

ψ(t) = ∆t ·
1

ηdch

· Pst,prlm(t) (7.17)

The term Est,min stands for the minimum energy capacity of the storage
device. Depending on the storage technology, Est,min is not necessarily
equal to zero. In particular, kinetic storage devices as e.g. flywheels
cannot be discharged below a certain level, as the remaining energy is
not sufficient to reach the required level of power [47]. Equation (7.16)
shows that if the energy demand ψ(t) from the energy storage device
exceeds the stored amount of energy, the maximum power demand is
reduced to match the amount of available energy.

A short example will illustrate the operation of the energy storage de-
vice. The energy storage device is assumed to be at its minimum charge
level Est,min at time t. The generator output is assumed to exceed the
planned infeed, resulting in an available charging power Pst,dem(t) =
Pst,eff (t) = 24 kW. Following equation (7.14), this charging power
results in a charge level addition of φ(t) = 24 kW · ηch · ∆t = 1.8 kWh,
with ηch = 0.9 and ∆t = 1

12 h. The new charge level now is at
Est,ch(t) = Est,min + 1.8 kWh. In the next time step, the generator
output however decreases and cannot meet the infeed profile, resulting
in a power demand of Pst,prlm(t+ ∆t) = 20 kW. This means an energy
consumption of ψ(t) = 20 kW · η−1

dch · ∆t = 1.85 kWh, with ηdch = 0.9.
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Thus, the possible power output of the storage has to be reduced to
Pst,eff (t+ ∆t) = 1.8 kWh · ηdch · ∆t−1 = 19.44 kW.

The effective storage activity PPPst,eff will possibly often be lower than
the demanded PPPst,dem, particularly for smaller energy capacities Est;
the planned infeed profile cannot be fully met. To incorporate this, the
vector PPPactual is defined, containing the actual amount of power that is
fed into the network during every time step.

Before one loop cycle terminates, with checking whether the end of
the time series is reached, the storage charge level Est,ch has to be
adjusted, according to the operation during the just passed time step.
If the storage was charged, the storage power flow Pst,eff (t) is negative,
following equation (7.11), and gives:

Est,ch(t+ ∆t) = Est,ch(t) − ∆t · ηch · Pst,eff (t) (7.18)

In the discharge case, the new charge level is defined as:

Est,ch(t+ ∆t) = Est,ch(t) − ∆t ·
1

ηdch

· Pst,eff (t) (7.19)

This concludes the description and discussion of the simulation algo-
rithm, shown in figure 7.1. During the simulation, it is important to
keep track of various values to be used for the analyses, described in
the next chapter. The values to continuously record and store are the
forecasted generator output PPPfc, the actual generator output PPPgen, the
planned network infeed PPPplanned and the actual network network infeed
PPPactual. The actual network infeed is defined as the sum of the generator
output and the effective action of the storage device; as soon as Pst,eff

differs from Pst,dem, an infeed deviation will occur. Therefore, surplus
power PPPsplus and insufficient power PPPinsuff have to be kept track of as
well. Finally, to be able to analyse the behaviour of the energy storage,
the momentary charge level EEEst,ch and the actual power output PPPst,eff

must be recorded.





Chapter 8

Analysis Methods

In this chapter, several analysis procedures are presented and discussed.
Their purpose is to investigate various aspects of combining a non-
dispatchable generator with an energy storage device. The most im-
portant criterion is the performance of such a system, i.e. how well the
planned infeed profile is fulfilled. Further sections provide procedures for
analysing conversion losses and balancing energy requirements.

8.1 Infeed Fulfilment

In the previous chapter, a time series based modelling procedure was
introduced and thoroughly discussed. The modelling procedure is in-
tended for analysing the behaviour of a non-dispatchable generator that
is operating in combination with an energy storage device. The purpose
of this combined operation is to improve the network infeed accuracy
of the non-dispatchable generator, resulting in a network infeed as de-
terministic as possible. Such combinations have several implications,
which are discussed throughout this and the next sections, in order to
determine the accuracy and efficiency of this approach.

The basic idea of combining the generator with a storage device is to
eliminate or at least alleviate the non-deterministic fluctuations, inher-
ent to the stochastic source. This allows to better incorporate this
source into the production planning and dispatching, thus increasing
the operational value of the energy, generated from that source.
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Therefore, the predefined deterministic infeed profile should be fulfilled
as reliably and exactly as possible. The infeed profile can be regarded
as the load, which the generator has to supply together with the energy
storage device, and known measures can be applied to calculate the
accuracy and reliability of reaching the target. From the measurement
series and the simulation output files, indices can be calculated, similar
to expected energy not supplied (EENS) and to the energy indices of
reliability (EIR) and unreliability (EIU) [48, 20].

Expected energy not supplied corresponds to the expected amount of
energy that cannot be served if the supplying systems have an outage.
In the underlying context, EENS can be understood to correspond to
the insufficient energy Einsuff , i.e. the total amount of energy, by which
the actual infeed was falling short of the planned infeed. In accordance
with equation (7.10), insufficient energy is defined as:

Einsuff = ∆t ·

T
∑

t=1

max (PPPplanned(t) −PPPactual(t), 0) (8.1)

Depending on the use of this index, it can also be put in relation to
the duration of e.g. a year, suitable for comparing measurement se-
ries of different lengths. Another possibility is to express insufficient
energy Einsuff relative to the total amount of energy planned for in-
feed ∆t

∑

PPPplanned. This index then corresponds to the energy index of
unreliability:

EIU =
Einsuff

∆t ·

[

T
∑

t=1
PPPplanned(t)

] (8.2)

The counterpart to this index is the energy index of reliability EIR,
adding up to unity with EIU. In this context, EIR is redefined as the en-
ergy index of fulfilment EIF, designating the percentage of the planned
energy that was effectively fed into the network:

EIF = 1 − EIU = 1 −
Einsuff

∆t ·

[

T
∑

t=1
PPPplanned(t)

] (8.3)

The index EIF can thus be understood as a measure, identifying how
reliably the infeed plan was fulfilled. Surplus power is not considered
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and the index thus only measures the share of insufficient infeed. In
both case studies, this measure will be used to identify the influence of
the forecast error by analysing the required energy capacity of the ESD
in order to perform with an accuracy of e.g. EIF≥ 99%.

8.2 Conversion Losses

The utilisation of the storage device results in a certain amount of con-
version energy Econv used for the conversion and storing process. This
energy is basically lost for further use and can be considered as cost for
using a storage device. These conversions losses are expected to increase
with an increasing forecast error: the storage is not only balancing fluc-
tuations within each hour but also compensating the differences between
forecasted and actual generation series, and accordingly the storage de-
vice will be used more often. The conversion losses can be calculated
with the vector containing the momentary power flows into and out of
the storage PPPst,eff and the efficiencies for charging and discharging ηch

and ηdch. Taking into account that negative values for PPPst,eff represent
charging events and positive values discharging events, gives:

Econv = ∆t ·

[

(ηch − 1) ·
T

∑

t=1

min (PPPst,eff (t), 0)

+(
1

ηdch

− 1) ·

T
∑

t=1

max (PPPst,eff (t), 0)

]

(8.4)

This measure can be considered as an efficiency measure. It can be ap-
plied to determine the relation between cost for using the storage (i.e.
lost energy) and benefit from using the storage (i.e. avoided balancing
penalties on account of the storage). However, as most of the energy
generated from the stochastic source is never stored at all, but fed im-
mediately into the network, the amount of conversion losses will take a
comparatively small share of the originally generated energy ∆t

∑

PPPgen

(see case studies). Furthermore, assuming that all other components are
lossless, the conversion losses correspond to the overall system losses.
Otherwise, the losses of considered components would have to be kept
track of, to be accordingly incorporated.
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8.3 Infeed Accuracy

Besides the two measures conversion losses and energy index of fulfil-
ment, a third measure can be defined, concerning the overall accuracy
of the infeed. This measure is equivalent to surplus and insufficient
energy, defined in equations (7.8) and (7.10) and restated here:

Esplus = ∆t ·
T

∑

t=1

max (PPPactual(t) −PPPplanned(t), 0) (8.5)

Einsuff = ∆t ·

T
∑

t=1

max (PPPplanned(t) −PPPactual(t), 0) (8.6)

As outlined earlier, in section 7.4.3, choosing a comparatively low usage
factor βusg could result in a EIF close to 100%, however at the price of
many events with surplus energy (see also figure 7.5). Consequently, the
general idea of using an energy storage device would be misinterpreted
if a large amount of surplus energy would result. The infeed accuracy
thus is a measure to identify balanced choices for the usage factor, re-
sulting in a reasonably planned infeed profile that is fulfilled with as
little deviations as possible.

In other words, EIF indicates how reliably the projected infeed profile
was met, whereasEsplus designates how much energy had to be sold for a
lower price, exceeding the planned infeed; it is assumed here that energy,
which is sold according to a plan, generates more income than energy,
which is fed in as surplus, possibly even incurring balancing penalties.
Both measures can be used for analysing the already discussed trade-off
between surplus energy, larger storage capacity, conversion energy and
usage factor βusg.

The following chapter, containing the case studies, will outline the ap-
plication of the discussed analysis procedures. They will be used to de-
termine the performance and efficiency of different configurations and
to discuss the just mentioned trade-off.



Chapter 9

Case Studies

This chapter contains two case studies, applying the modelling algorithm
and analysis procedures described in the previous chapters. The first
case study is based on measurements from a photovoltaic system and
the second case study uses data from a wind speed measurement site.
Both case studies analyse various operational aspects and demonstrate
the useability of the developed methods.

9.1 Outline of the Case Studies

This section gives an overview of the sequence of analyses performed
throughout both case studies. After introducing the time series and
defining further simulation parameters as e.g. the storage efficiency, a
first simulation is done to identify a base configuration. This base con-
figuration concerns the energy capacity and power rating of the energy
storage and it is meant to be used for several comparative investiga-
tions. The first part of these comparative investigations is performed,
assuming a perfect forecast, representing the ideal case. Afterwards,
imperfect forecasts are introduced in the form of different forecast er-
ror magnitudes (photovoltaic case study) and different forecast horizons
(wind case study). Again, the base configuration is applied to measure
the performance with now imperfect forecasts. Then, the minimum
required energy capacities of the storage are determined, necessary to
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achieve a certain reliability of infeed, depending on the forecast imper-
fections. Both case studies close with a brief analysis of the performance
of the system without energy storage. Short conclusions summarise each
case study, with more aspects being discussed in chapter 10.

9.2 Photovoltaic System

This first case study applies the developed algorithm and analysis pro-
cedures to a measurement series from a photovoltaic (PV) installation.
The purpose is to investigate whether forecast errors can be efficiently
compensated with an energy storage device and what the requirements
for doing so would be. Moreover, the case study demonstrates the appli-
cation and usability of the presented simulation and analysis methods.

9.2.1 Characteristics of the time series and defini-
tion of the simulation parameters

The measurement series is from a 500 kWp photovoltaic system that
is installed on Mont Soleil, in Switzerland. The PV array covers an
area of roughly 20’000 m2 and is in operation since 1992. The data
series consists of various measurements (e.g. insolation, temperature,
inverter losses) for every 5 min from January 2002 up to and including
June 2006. The time series thus covers 4.5 years and contains 472’896
measurements. For this study, the output of the inverter is used as
input data1[49]. As outlined in chapter 7, the forecast calculations will
thus be performed using equation (7.2).

The storage device is modelled with a charge efficiency ηch = 0.9 and
a discharge efficiency ηdch = 0.9, resulting in a cycle efficiency of 0.81,
similar to the long run cycle efficiency of certain types of batteries [50].
The minimal energy capacity Est,min is set to 0 kWh. The remaining
parameters are the power rating Pst and the energy capacity Est.

9.2.2 Determination of energy and power capacity

As discussed earlier, the energy capacity is having an influence on both
surplus and insufficient energy as well as on conversion losses. The first

1The data has been kindly provided by HTA Burgdorf, Switzerland.
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simulation run thus is performed to identify the influence of energy and
power capacity on the energy index EIF, neglecting forecast errors. This
analysis is at the same used to define the base configuration for this case
study. Following section 7.4, prior to any simulation, the appropriate
usage factor βusg has to be determined. The purpose of this simulation
is to identify the influence of Est and Pst, which is why a constant usage
factor βusg was decided to be sufficiently accurate.

The usage factor was defined for energy capacities, varying from 20 kWh
to 500 kWh in 20 kWh steps and for power capacities, varying from
50 kW up to 500 kW in 50 kW steps. The forecast error was set to
fRMSE = 0% and both surplus and insufficient energy are assumed
to result in the same penalties, i.e. ω = 1. The return value for the
optimisation procedure can then be defined as follows, in accordance
with section 7.4.3:

return value = Einsuff + Esplus + abs(Einsuff − Esplus)

+(2 − βusg) · 100

An optimal βusg thus results in minimal deviations and similar amounts
of surplus and insufficient energy. The resulting EIF, according to equa-
tion (8.3), is shown in a surface plot in figure 9.1.
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Figure 9.1: EIF for varying Est ∈ [20, 40, . . . , 500] kWh and Pst ∈
[50, 100, . . . , 500] kW with fRMSE = 0%.
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The analysis shows that both parameters have a certain influence on the
fulfilment index EIF. However, the fulfilment only varies significantly
for values below Pst . 200 kW and below Est . 100 kWh. The base
configuration was thus defined to have an energy capacity of Est =
100 kWh and a power rating of Pst = 500 kW, corresponding to the
rating of the PV system. The above finding is confirmed with an analysis
of the discharge and charge power flows during one simulation run.
The histogram illustrates in figure 9.2 that most activities have power
magnitudes that are even within ±50 kW.
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Figure 9.2: Histogram of charge and discharge power flows for an energy
storage device with Pst = 500 kW and Est = 100 kWh.

The base configuration with Pst = 500 kW and Est = 100 kWh will
be used to investigate different aspects, first without forecast error and
later-on including different forecast errors.

9.2.3 Simulations with a perfect forecast

Performing simulations with a perfect forecast is a pure theoretical ap-
proach. Still, a perfect forecast can be considered to be the ideal case
and consequently serves as a reference. To determine the corresponding
reference values, two simulations were performed, both with a constant
βusg and a dynamic βusg(t). The planning period is defined to cover
fh = 24 h, as indicated by the daily cyclic behaviour of the source.

Before the first simulation, following the procedure outlined in section
7.4, it is necessary to define a lookup table for the dynamic usage factor.
This simulation was done according to the procedure described on page
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138, with discrete levels of 20% of the rated energy capacity Est. To
use the optimisation for studies with other energy and power capacities,
it was performed as well for energy capacities, varying from 20 kWh to
500 kWh in 20 kWh steps, and for power capacities, varying from 50 kW
up to 500 kW in 50 kW steps. Figure 9.3 shows the values to be used as
usage factors, depending on the charge level Est,ch at the beginning of
a planning period. Values in between the discrete 20% levels are found
with a linear interpolation. The definition of the individual levels has
been performed analogue to the above quoted minimisation target, as
also illustrated in figure 7.7.

The subfigures contained in figure 9.3 show that the variation range is
rather limited for smaller energy capacities. The larger the installed
energy capacity gets, the broader the operation range for a dynamic
usage factor becomes.

The results from both simulation runs with the base configuration are
summarised in table 9.1. The table shows that incorporating the storage
device’s charge level into the planning process, results in a better over-
all performance, i.e. higher EIF and less deviations from the planned
infeed. To identify the utilisation of the total generation ∆t

∑

PPPgen, all
results are also expressed relative to this amount of energy. It is impor-
tant to note that the values in the table represent the whole simulation
duration of 4.5 years and not annual amounts.

In the case of a constant usage factor, the amount of energy planned
for infeed Eplanned is almost identical to the actually infed amount of
energy Eactual. The actual infeed however also contains the amount

constant βusg dynamic βusg(t)
[kWh] [%] [kWh] [%]

Egen = ∆t
P

PPPgen 2’640’362 100.00 2’640’362 100.00
Eplanned = ∆t

P

PPPplanned 2’589’689 98.08 2’590’001 98.09
Eactual = ∆t

P

PPPactual 2’589’690 98.08 2’588’902 98.05

Econv 50’646 1.92 51’428 1.95
Esplus 9’517 0.36 5’598 0.21
Einsuff 9’517 0.36 6’697 0.25

∅βusg 0.9808 0.9790
EIF 0.9963 0.9974

Table 9.1: Simulation results for the base configuration.
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Est, [kWh] Est, [kWh]
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Figure 9.3: Values for βusg(t), depending on the charge level Est,ch at
the beginning of a planning period. Values between discrete
levels are interpolated.
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of surplus energy Esplus that was fed into the network. As surplus and
insufficient energy are practically identical, it looks as if the actual infeed
matches with the planned infeed. This is true in terms of energy, but the
fulfilment index EIF shows that during the complete simulation, 0.37%
of the planned infeed was not provided. This corresponds to Einsuff ,
which sums up to 0.36% of the originally generated energy.

The benefit from incorporating the storage’s charge level into the plan-
ning process is visible particularly in Esplus and Einsuff . The planned
infeed is a little bit higher than with a constant usage factor and nev-
ertheless the fulfilment is better. The positive and negative deviations
from the planned infeed are significantly reduced to about two thirds.
The difference between Eplanned and Eactual is larger than before be-
cause of the difference between surplus energyEsplus and Einsuff . Thus,
it looks as if the actual infeed was higher when using a constant us-
age factor. If surplus energy is not considered when defining the ac-
tual infeed, an amount of 2’580’172 kWh would result, compared with
2’583’304 kWh, resulting when using a dynamic usage factor.

The only drawback of using a dynamic usage factor is visible from the
increased amount of conversion energy. This increase is reasonable, as
the use of a dynamic βusg(t) results in a more intensively used energy
storage device. A fully charged storage device, at the beginning of a
planning period, results in a higher infeed plan in order to use the stored
energy. Consequently, more energy is lost for conversions, to be accu-
rate 782 kWh. However, as outlined in the above paragraph, the amount
of energy infed as planned increases by 3’132 kWh. Furthermore, the
amount of energy deviating from the infeed and resulting in balanc-
ing penalties can be reduced from totally 19’034 kWh to 12’295 kWh.
Chapter 10, discussing market aspects, will indicate that the larger con-
version losses are insignificant compared with the potential savings.

The following two pages contain figures further illustrating the difference
between a constant and a dynamic usage factor. The curves represent a
simulation with the same settings except for the energy capacity, which
was increased to Est = 400 kWh. This larger energy capacity allows to
better demonstrate the flexibility of using a dynamic βusg(t), as already
mentioned in the context of figure 9.3.

The left hand figure 9.4 shows days 226 to 233 from the simulation with
no forecast and constant usage factor. The actual infeed matches well
with the planned infeed, which in turn is well in line with the actual
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Day
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Figure 9.4: Days 226 to 233 from a simulation with the PV system base
configuration with Est =400 kWh, fRMSE =0% and βusg.
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Figure 9.5: Days 226 to 233 from a simulation with the PV system base
configuration with Est =400 kWh, fRMSE =0% and βusg(t).
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generation. Over the run of these 8 days, the storage device is adding
some charge every day, only a little bit balancing, mostly in between
hours. This is to be expected with a perfect forecast. The right hand
figure shows the same 8 days, but the power and energy values, resulting
when using a dynamic usage factor βusg(t). The planned infeed is again
well met with the actual infeed. However, the planned infeed is changing
compared to the simulation in the left side figure. On days 229 and 231
the planned infeed clearly exceeds the actual output of the generator
and on days 228 and 230 the planned infeed is below the actual generator
output. This is due to the dynamically changing usage factor, whose
influence is best seen in the plot with the storage charge level.

On day 228, the storage device is almost empty at the beginning of the
planning period, and accordingly the infeed is planned slightly lower
than with a constant usage factor. Consequently, a share of the gener-
ator’s output exceeds the planned network infeed and can be stored in
the energy storage device, resulting in an almost fully charged device by
the end of day 228. This, in turn, leads to a comparatively high infeed
target for day 229, which also requires the stored energy to be fulfilled.
This behaviour results in the visible cycling of the energy storage device,
explaining the additional amount of energy used for conversions. With
the dynamic usage factor, the storage is hence more actively operated
and not merely just used when needed.

Another interesting analysis can be performed when looking at the du-
ration curve of the charge level of the energy storage device. If a charge
level duration curve contains many entries at the minimum or the max-
imum, it can be understood as an indicator that the storage is not
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Figure 9.6: Charge level duration curve for a constant and a dynamic
usage factor βusg and βusg(t), respectively.
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appropriately sized; it often is either empty or fully charged. This is
partly the case in figure 9.6, showing that a dynamic usage factor re-
duces the duration the storage is full or empty (top left and bottom
right corners). Furthermore, the figure shows that a dynamic usage fac-
tor leads to a flatter curve, i.e. the charge level is mostly between 20%
and 80% of the rated capacity Est. With the constant usage factor βusg,
the storage device is mostly charged between 10% and 90% of the rated
capacity. Hence, the dynamic usage factor results in a better utilisation
of the storage device and allows for a smaller installed energy capac-
ity. The validity of using storage duration curves for investigating the
proper Est, will be discussed in more detail later-on, when comparing
duration curves for different forecast error magnitudes (section 9.2.4).

A further observation can be done when looking at the histogram of the
infeed deviations, i.e. the distribution of the differences between actual
infeed PPPactual and planned infeed PPPplanned. Figure 9.7 contains this dis-
tribution for capacities Est = 100 kWh and Est = 300 kWh. The ap-
plied usage factors satisfy βusg,100 kWh = 0.980808 and βusg,300 kWh =
0.980276; both values were determined according to the condition stated
on page 149. The total number of events covered in the histogram for
Est = 100 kWh is 6’678, i.e. during 6’678 time intervals, the actual
infeed deviates from the planned infeed. The total number of time in-
tervals, during which an infeed was planned, equals 214’884. The ratio
of both values equals 0.0311 and identifies the likelihood of the actual
infeed not meeting the planned infeed. It does, however, not indicate
the magnitude of the deviation. With Est = 300 kWh, the number of
intervals with a deviating infeed reduces to 2’254, resulting in a ratio of
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Figure 9.7: Distribution of Psplus and Pinsuff , with Est = 100 kWh,
Est = 300 kWh and constant βusg.
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Figure 9.8: Distribution of Psplus and Pinsuff , with Est = 100 kWh,
constant βusg and dynamic βusg(t).

0.0105. In other words, with the larger storage device, the actual infeed
is different in 1.1% of all intervals with a planned infeed, compared with
3.1% with the smaller storage device.

Figure 9.8 shows a similar plot, however with constant and dynamic
usage factors but identical energy storage capacity Est = 100 kWh.
The shape of the distribution with the dynamic usage factor is similar
to the shape obtained before, with a constant usage factor and a larger
energy capacity. The number of intervals with a deviating infeed is 3’359
when applying βusg(t). In relation to all intervals, this corresponds to
0.0156, i.e. in 1.6% of all considered intervals, the infeed did not match
the planned infeed. Thus, using a dynamic usage factor has a similar
influence on the system behaviour as using a larger storage device. This
is confirmed with the values in table 9.2, containing the energy index of
fulfilment for different capacities and both versions of the usage factor.

Est 100 kWh 200 kWh 300 kWh 400 kWh 500 kWh

βusg 0.996325 0.998276 0.998854 0.999066 0.999260
βusg(t) 0.997414 0.999660 0.999715 0.999787 0.999824

Table 9.2: EIF for different energy capacities Est

It can be concluded that a well-designed infeed planning algorithm leads
to slightly more conversion losses on the one hand, but on the other
hand allows to accurately follow the infeed pattern with a comparatively
smaller energy capacity.
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9.2.4 Simulations with an imperfect forecast

The simulation results discussed so far were based on a perfect forecast
and serve as reference values for the subsequent simulations. The benefit
of using a dynamic usage factor has been analysed in detail and all future
simulations, presented in this first case study, consequently will apply a
dynamic βusg(t).

The following paragraphs contain and discuss the results from simula-
tions with forecast error magnitudes from 0% up to 50%. Following the
procedure outlined in section 7.3.1, first of all, a lookup table has to be
created, relating each fRMSE to its α. As the case study is based on
generator output measurement data, the EWMA approach is directly
applied to these power measurements, as in equation (7.2). For the un-
derlying data, using the actual day and the seven preceding days was
identified to result in useful forecasts. The formula for calculating the
forecast for the next period n accordingly is:

~Pfc,n = α · ~Pn + α(1 − α) · ~Pn−1 + ...+ (9.1)

α(1 − α)6 · ~Pn−6 + (1 − α)7 · ~Pn−7

The lookup table, relating forecast error magnitude and weighting fac-
tor, can be found by applying this formula with α ∈ [0.50, 0.51, ..., 1.00]
and calculating the corresponding RMSE. The relation between both
values is plotted in figure 9.9, showing an almost linear relationship.

Using this lookup table, a simulation was performed, increasing the
forecast error from 0% to 50%, while keeping the storage’s energy ca-
pacity constant at Est = 100 kWh. For the planning of the infeed, the
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Figure 9.9: Resulting overall forecast error magnitude fRMSE for dif-
ferent weighting factors α ∈ [0.50, 0.51, ..., 1.00].
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same βusg(t) was applied as before (figure 9.3). If βusg(t) would be de-
termined for particular forecast error magnitudes, the factor would not
anymore only represent the efficiency as depicted in figure 7.4; βusg(t)
would also depend on forecast error effects, most probably distorting the
true results. Consequently, the same dynamic usage factor is applied for
all forecast errors, guaranteeing a fair comparison. The resulting EIF
is displayed in figure 9.10, showing the influence of the forecast error.
Further associated results are summarised in table 9.3.
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Figure 9.10: EIF for Est = 100 kWh and different fRMSE .

Figure 9.10 illustrates how the fulfilment index decreases with an in-
creasing forecast error. At the same time, both surplus and insufficient
energy are significantly increasing, as indicated by table 9.3. Besides,
the growing forecast error results in more demand from the energy stor-
age device, which is obviously not able to meet this requirement: the
decreasing conversion energy indicates a reduced utilisation of the stor-
age. This occurs usually because the storage device cannot be operated
anymore, which is the case if it is either fully charged or discharged. The

fRMSE 0% 10% 20% 30% 40% 50%
Eplanned [MWh] 2’590 2’586 2’589 2’591 2’593 2’595
Eactual [MWh] 2’589 2’591 2’593 2’596 2’598 2’560
Econv [kWh] 51’428 49’448 46’997 44’763 42’702 40’874
Esplus [kWh] 5’598 31’391 61’810 94’664 129’960 166’849
Einsuff [kWh] 6’697 26’934 57’314 90’466 125’439 161’884
∅Est,ch(t) [kWh] 46.33 40.03 40.40 41.17 41.81 42.34
∅βusg(t) 0.9790 0.9753 0.9758 0.9765 0.9770 0.9775
EIF 0.9974 0.9896 0.9779 0.9651 0.9516 0.9376

Table 9.3: Simulation results for Est = 100 kWh and different fRMSE .
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charge level duration curve, displayed in figure 9.11, confirms this inter-
pretation. Charge level duration curves have already been mentioned
to be useful for analysing the system’s capability of appropriately util-
ising the energy storage device. The charge level should be equally
distributed if – as it is the case here – no particular control algorithm is
applied; the duration curve should linearly decrease from the maximum
to the minimum charge level, indicating an even use at all levels.
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Figure 9.11: Charge level duration curve for Est = 100 kWh and differ-
ent fRMSE , covering the total data length of 4.5 years.

The duration curve illustrates the increasing durations with fully charged
or discharged storage device for growing fRMSE . With a forecast error
magnitude of fRMSE = 50%, the storage device is at either the lower or
upper limit during totally 547 days, i.e. 1.5 years. In other words, dur-
ing a third of the total simulation duration, the storage device cannot
be disposed as desired, because its charge level is at the limits. This,
in turn, results in fewer operations with the storage and in the decreas-
ing amount of conversion energy, shown in table 9.3. Consequently, the
storage device’s energy capacity Est = 100 kWh is too small to be of
proper use with increased forecast error magnitudes.

Figure 9.10 shows a flatter decline in the EIF for small fRMSE . This fact
can be understood as an indicator that the system is capable of achieving
a high infeed fulfilment with Est = 100 kWh and fRMSE / 5%. This
finding is confirmed with the duration curves in figure 9.11, indicating
Est = 100 kWh to be the appropriate size for a system with a forecast
error somewhere between 0% and 10%.
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fRMSE 0% 10% 20% 30% 40% 50%
Min Est [kWh] 56 104 245 475 1’174 1’652
Eplanned [MWh] 2’595 2’586 2’577 2’576 2’579 2’570
Eactual [MWh] 2’593 2’591 2’584 2’574 2’557 2’545
Econv [kWh] 47’406 49’742 56’413 66’553 82’667 94’660
Esplus [kWh] 23’548 30’280 32’194 23’402 3’918 1’187
Einsuff [kWh] 25’152 25’818 25’701 25’687 27’784 25’697
∅Est,ch(t) [kWh] 23.5 41.7 98.7 173.9 293.0 396.0
∅βusg(t) 0.9817 0.9750 0.9655 0.9571 0.9439 0.9275

Table 9.4: Minimum required Est to achieve an EIF≥ 0.99.

The investigations so far have demonstrated that the forecast error has
an influence on the overall system performance and that the base con-
figuration with Est = 100 kWh is not sufficient to be beneficially used
with increasing forecast errors. The following investigation hence anal-
yses the minimum required Est in order to achieve an EIF≥ 0.99. In
other words, during the 4.5 years covered in the simulation, the actual
infeed amount is accepted to be below the planned infeed amount by
1%. The simulation results are compiled in table 9.4 and should be put
in relation to the total generation Egen = 2′640′362 kWh.

The table shows significantly increased minimum required energy ca-
pacities for growing forecast errors. With the energy capacity, also the
conversion losses Econv increase; in order to achieve the aimed for fulfil-
ment ≥ 0.99, the storage device has to be utilised more often. The large
capacities required for forecast errors fRMSE ≥ 40% result in almost no
surplus energy, as the storage obviously is capable of absorbing most of
the generation exceeding the planned infeed.

A larger Est offers a wider spectrum for usage factors, as discussed in
the context of defining βusg(t) in figure 9.3. According to table 9.4,
the average charge level is approximately a third of the respective rated
energy capacities. Consequently, the average usage factors decrease with
increasing fRMSE , as shown in the table.

Concluding, the charge level duration curves are displayed again, for
the different forecast errors and the respective calculated minimum en-
ergy capacities (according to table 9.4). Figure 9.12 shows rather linear
duration curves for forecast errors up to 30%. The duration curves
corresponding to forecast errors of 40% and 50%, however, show an in-
teresting behaviour: the storage device is comparatively seldom fully
charged. Obviously, the large capacity is necessary to meet EIF≥ 0.99,
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Figure 9.12: Charge level duration curve for the minimum required Est,
depending on fRMSE as defined in table 9.4, covering the
total data length of 4.5 years.

but only because of relatively few extreme events. If the required ful-
filment index would be set to EIF≥ 0.985, the required capacity would
decrease to 1’246 kWh in the case of fRMSE = 50% and to 812 kWh in
the case of fRMSE = 40%.

To identify the improvements stemming from using an energy storage
device, simulations were performed without incorporating storage at all.
In other words, the usage factor was set to βusg = 1 and the storage
capacity to 0 kWh. The key results are displayed in table 9.5.

fRMSE 0% 10% 20% 30% 40% 50%
Esplus [kWh] 247’726 258’446 276’555 299’079 324’877 353’456
Einsuff [kWh] 247’727 258’367 276’393 298’827 324’524 352’955
EIF 0.9062 0.9021 0.8953 0.8868 0.8771 0.8663

Table 9.5: Simulation results without energy storage device.

Comparing these results with the values in table 9.4 indicates large
quantities of surplus and insufficient energy. This is reflected as well in
the fulfilment index, being around 90% and less, with increasing fore-
cast error magnitude. While the presence of the energy storage device
results in a significant amount of energy lost for conversion processes, it
nevertheless increases the amount of energy to be fed into the network
as planned. Comparing the deviations and conversion losses, shows
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that in the perfect forecast case, additional 446’753 kWh can be fed
into the network as planned and not as surplus or insufficient energy.
This amount increases to 679’527 kWh for fRMSE = 50%. These num-
bers can be considered as the benefit, stemming from the utilisation of
the energy storage device. Without a storage, these amounts of energy
would have resulted in overshoots and undershoots compared to the
planned infeed, possibly even resulting in balancing penalties.

9.2.5 Case study summary

The simulations performed with the 500 kW PV system showed both
the applicability of the proposed algorithms and their usefulness for
investigating the possibilities of beneficially operating an energy storage
device.

The major finding is that it is possible to use an energy storage device to
transform the non-deterministic output into a determinist network in-
feed with a high reliability of success. For small forecast errors, already
energy capacities around 100 kWh lead to significant improvements. If
the forecast error magnitudes increase beyond 40%, the energy storage
device must however be capable of storing more than two hours of pro-
duction from the PV system, i.e. more than 1’000 kWh. Despite the
overall efficiency of 81% of the energy storage device, the total system
losses sum up to only approximately 2% to 4%, depending on fRMSE .
The reason is that most energy is fed directly into the network, with
the infeed plan being based on a forecast for the energy source.

As a comparison, the battery energy storage system (BESS) at the
Golden Valley Electric Association in Alaska is capable of providing
27 MW during 15 min or 46 MW during 5 min [51, 52]. For this pur-
pose, the BESS consists of 13’760 Ni-Cd batteries, with a total capacity
of 3680 Ah at the nominal voltage of 5000 V. Comparing with these
values shows that an energy capacity in the range of a few 100 kWh
could be achieved with a comparatively small battery cluster. In order
to reduce the required energy capacity of the storage device, it is impor-
tant to incorporate the energy storage’s charge level into the planning
process. The benefits of doing so have been demonstrated with several
investigations throughout the case study.

Further discussions concerning the value of the energy storage device
can be found in chapter 10.
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9.3 Wind-Turbine System

This case study applies the developed algorithm and analysis proce-
dures to a measurement series from a wind speed measurement site in
Norway. In contrast to the first case study, the influence of a time-
dependent forecast error and the impact of different forecast horizons
are analysed. Most algorithm related aspects, like definition of the us-
age factor or differences between constant and dynamic usage factor,
have already been discussed in the first case study. This second case
study therefore focuses on the identification of the storage requirements
for this particular measurement series, only discussing specific wind re-
lated algorithm issues.

9.3.1 Characteristics of the time series and defini-
tion of the simulation parameters

The measurement series stems from a wind speed measurement site in
northern Norway. The series covers one year of measurements, con-
sisting of 10 min measurement intervals, i.e. the data series contains
52’560 entries. The measurements concern the energy source, which is
why it is necessary to transform the wind speed values into the appro-
priate power output values of the wind turbine. For this purpose, a
wind turbine was simulated, corresponding to a state-of-the-art model
with a rated power output of Prated = 2 MW. A model of this size is
offered by most manufacturers with hysteresis characteristics similar to
the ones applied here: cut-in wind speed vcin = 4 m/s, cut-out wind
speed vcout = 25 m/s, cut-back-in wind speed vcbin = 22 m/s and the
hysteresis duration tcbin = 10 min.

Besides the hysteresis characteristics, the wind turbine is defined through
its power curve, relating wind speed to power output [39]. The imple-
mented power curve is depicted in figure 9.13, equivalent to the power
curve of a state-of-the-art wind turbine. The cut-out limit results in
zero output for wind speeds exceeding vcout = 25 m/s.

Prior to applying the power curve, however, the wind speed measure-
ment must be adjusted to the height of the wind turbine’s hub [39].
Wind speed measurements are usually taken some 10 to 20 m above
ground. As wind speed increases with increasing height above ground,
the measurement values have to be adjusted to match the height of the
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Figure 9.13: Power curve of the wind turbine, transforming the wind
speed into the turbine’s output power.

turbine’s hub. The underlying measurements were taken at hmeas =
20 m and the turbine is defined to have its hub at hhub = 100 m above
ground. The terrain of this particular measurement site is rather flat,
which is represented with a roughness factor of z0 = 0.03 m [39]. The
relation between the measured speed vhmeas

at height hmeas and the
speed vhhub

at hub height hhub can be approximated as follows [39]:

vhhub
= vhmeas

·
log

(

hhub

z0

)

log
(

hmeas

z0

) (9.2)

The translation of the height-adjusted wind speed into the correspond-
ing power output is then achieved by applying the power curve of the
wind turbine, displayed in figure 9.13.

9.3.2 Determination of energy and power capacity

As in the first case study, the initial simulation is meant for defining a
base configuration. Charge and discharge efficiency of the storage device
are both set to ηch = ηdch = 0.9 and the minimum energy capacity is
defined as Est,min = 0 kWh. To identify suitable values for power rating
and energy capacity, a simulation is run with energy capacities, varying
from 100 kWh to 2000 kWh in steps of 100 kWh, and power ratings,
varying from 100 kW to 2000 kW in 100 kW steps. The parameters
were chosen larger than in the first case study, displayed in figure 9.1,
because of the larger rating of the wind turbine, being 4 times higher
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Figure 9.14: Energy index EIF for Est ∈ [100, 200, . . . , 2000] kWh and
Pst ∈ [100, 200, . . . , 2000] kW with fRMSE = 0%.

with its power output of 2 MW. Prior to this simulation, the optimal
usage factor βusg had to be identified as well. The optimal factor is
again defined as the factor reducing both the sum and the differences
of surplus and insufficient energy. The resulting fulfilment is displayed
in figure 9.14, calculated with a constant βusg.

According to figure 9.14, in this case study the power rating Pst is the
limiting parameter rather than the energy capacity Est. For storage
device characteristics of Est & 800 kWh and Pst & 1′000 kW, the fulfil-
ment index does not anymore change significantly. Obviously, the power
demand from the storage is often above approximately 1’000 kW; with a
power rating smaller than that, the demand can only be partly satisfied
(equation (7.12)), resulting in insufficient energy and thus a decreased
fulfilment. Figure 7.3 showed that already small time differences of the
predicted wind speed near the cut-out velocity vcout can result in a
power demand equal to the rated power of the wind turbine, i.e. equal
to 2 MW.

On the other hand, a power demand from the storage device of e.g.
1’000 kW during one time interval, requires the amount of 185 kWh
to be stored in the energy storage device, considering the discharge
efficiency. Because of such considerable amounts of energy, an energy
capacity of Est ≈ 800 kWh is required in order to operate with a reason-
able EIF, according to figure 9.14. The base configuration was therefore
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Figure 9.15: Histogram of charge and discharge power flows for a stor-
age device with Pst = 2′000 kW and Est = 800 kWh.

chosen with Est = 800 kWh and Pst = 2′000 kW, corresponding to the
rating of the wind turbine.

The charge and discharge power flows at the storage interface are dis-
played in figure 9.15 for the base configuration, this time applying a
dynamic usage factor. The histogram shows most activities to have
power magnitudes within ±400 kW. Furthermore, similar to the PV
case study, the power demand is significantly lower than the rated ca-
pacity of the generator. The data series in this case study covers only
1 year and consists of 6 measurements per hour. This explains the
differently scaled ordinate, compared with the first case study.

It is important to note that the measured values represent average wind
velocities during 10 min intervals. The fluctuations within these inter-
vals might be fairly strong and would also have to be balanced with
the energy storage. Thus, with higher resolved data, representing these
fluctuations more accurately, the conversion losses can be expected to
be larger than with 10 min intervals.

9.3.3 Simulations with a perfect forecast

This section discusses the results from simulations where the forecast is
assumed to be perfect. As mentioned, these results represent the ideal
case and serve as reference values for analyses with imperfect forecasts.
Section 9.2 demonstrated the advantages when applying a dynamic us-
age factor. All subsequent simulations are therefore exclusively applying
dynamic usage factors. Figure 9.16 is only used to demonstrate that ap-



9.3. Wind-Turbine System 169

constant βusgdynamic βusg(t)

E
IF

Est,ch, [kWh]

500 1’000 1’500 2’000 2’500 3’000 3’500 4’000

1.000

0.996

0.992

0.988

0.984

0.980

Figure 9.16: EIF for different energy capacities Est and both constant
and dynamic usage factors.

plying a dynamic usage factor, instead of a constant usage factor, leads
to similar improvements as in the PV case study. It is interesting, how-
ever, to note that the dynamic usage factor βusg(t) has an influence for
energy capacities above 500 kWh only. Below this capacity, the charge
margin is obviously too small to be beneficially used by adapting the
usage factor. Table 9.6 summarises the results from a simulation with
a perfect forecast, applying a dynamic usage factor.

A perfect forecast corresponds to the hourly mean values of the actual
generation. In this context, the storage device is only used to bal-
ance the differences between the hourly constant infeed profile and the
varying output of the generator. This results in high fulfilment index
values. Nevertheless, more than 1% of the total generation is consumed
for conversions in the storage device. Figures 9.20 and 9.21 show that,

fh = 6 h fh = 12 h fh = 24 h
[kWh] [%] [kWh] [%] [kWh] [%]

Egen 5’699’634 100.00 5’699’634 100.00 5’699’634 100.00
Eplanned 5’618’264 98.57 5’630’164 98.78 5’629’768 98.77
Eactual 5’621’264 98.63 5’628’241 98.75 5’629’014 98.76
Econv 77’944 1.37 70’853 1.24 70’063 1.23
Esplus 8’789 0.15 2’181 0.04 5’686 0.10
Einsuff 5’789 0.10 4’104 0.07 6’440 0.11
∅βusg 0.9788 0.9839 0.9856
EIF 0.9989 0.9993 0.9989

Table 9.6: Results for the base configuration simulation with perfect
forecast and dynamic usage factor.
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compared with the PV case study, the storage device is used more or
less constantly. This is one reason for the significantly higher amount
of lost energy Econv. Another reason is the higher rating of the gen-
erator of Prated = 2 MW: a mismatch between forecasted and actual
generation requires accordingly more power and energy from the storage
device. The presence of the energy storage device, however, results in
an accurately matching infeed, as indicated by the high fulfilment and
the insignificant amounts of Esplus and Einsuff . The shorter planning
horizons with fh = 6 h and fh = 12 h result in more conversion losses,
as the system can better react to changing charge levels.

When comparing results from table 9.6 with results from the base con-
figuration analysis of the PV case study, summarised in table 9.1, it
is important to consider the mentioned differences between the genera-
tors’ power ratings and between the length of the data series. The same
holds true when comparing the results from simulations with imperfect
forecasts, discussed in the following section.

9.3.4 Simulations with an imperfect forecast

Following to the procedures discussed in chapter 7, prior to the calcu-
lation of a forecast series, the appropriate weighting factor α has to be
determined. This case study is based on measurement data for the en-
ergy source, which is why the procedures from section 7.3.2 are applied.
For the underlying measurement data, it was identified to be appropri-
ate to use the measurements for the actual day and the preceding day
to be applied with the EWMA approach. The forecast for period n is
thus calculated as follows, according to equation (7.3):

~Vfc,n = α · ~Vn + (1 − α) · ~Vn−1 (9.3)

Similar to the first case study, this equation is applied to calculate fore-
cast series with varying α ∈ [0.00, 0.01, ..., 1.00]. To determine the cor-
responding forecast error, the resulting wind speed curves VVVfc(α) have
to be translated into power output series, according to the power curve
of the wind turbine (figure 9.13). These output power forecasts PPPfc(α)
are then used together with the original power output curve (which is
determined by applying the power curve to the original measurement
data) to calculate the corresponding RMSE, according to equation (7.1).
The resulting relation between α and fRMSE is displayed in figure 9.17.
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Figure 9.17: Resulting forecast errors fRMSE for different weighting fac-
tors α ∈ [0.00, 0.01, ..., 1.00].

Choosing α = 0 results in an fRMSE ≈ 134% between the original and
the forecasted generator output. Looking at equation (9.3), shows that
this case corresponds to a forecast, applying the persistence method, as
discussed at the end of section 7.3. In other words, applying persistence
as forecast technique for the underlying measurement series, results in
an average error of 134%. The corresponding analysis done for the
PV case study and displayed in figure 9.9, showed a slightly different
relation: a value of α = 0.5 resulted in forecast errors around 90%. The
reason for this is the larger number of preceding days, considered for
forecasting in the PV case study, resulting in a forecast, being the sum
of 8 exponentially weighted periods.

While the first case study investigated the influence of constant forecast
error magnitudes, this second case study analyses the influence of time
dependent forecast errors, as discussed in section 7.3.3. Following the
reasoning of that section, the forecast error increases, the further the
forecasted period lies in the future. A relation between forecast horizon
th and forecast error fRMSE(th) was found and compiled as discussed
in the context of equation (7.4), based on [41, 46]:

fRMSE(th) = 24 + (th − 1)
8

35
, [%] (9.4)

Based on studies, concerning potential balancing penalty savings [38,
53], it was decided to investigate the implications of three different
forecast horizons with fh = 6 h, fh = 12 h and fh = 24 h. According
to equation (9.4), the actual forecast for one period (6, 12 or 24 h)
is a compilation of forecast curves with increasing forecast errors, as
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Figure 9.18: Compilation of a wind speed forecast with fh = 6 h from
constant forecast curves with different fRMSE .

outlined in equation (7.5). As discussed in section 7.3, it is assumed
that the forecast takes place in advance, exactly in the middle of the
preceding period. That means a forecast with a horizon of fh = 6 h
is performed 3 h in advance. Thus, the first hour in a 6 h forecast
corresponds to the fourth hour in equation (9.4) with fRMSE(th =4) =
24.7%, which in turn corresponds to α = 0.8491 (see figure 9.17). The
previous day consequently is weighted with approximately 15.1% for
the wind speed forecast simulation. The forecast series for the second
hour uses α = 0.8477, corresponding to fRMSE(th = 5) = 24.9%. For
the second hour, the previous days’ wind speed is thus weighted slightly
more, with roughly 15.2%, leading to an overall increased RMSE. Hour
by hour the forecast can be assembled like this, with an increasing
fRMSE and corresponding α. This procedure is illustrated in figure
9.18. Every sixth hour, the forecasted wind speed gets closer again to
the actual generation, reflecting the smaller RMSE at the beginning
of the next forecast. The reason for all forecast curves to be above
the actual curve is the wind speed being higher the previous day at
the same time. Following the modelling procedure, the resulting wind
speed forecast is translated into the forecast for the power output of the
turbine, used in turn to define the infeed for the next period.

Comparing the different forecast horizons means comparing different
forecast error ranges. In the case of a 6 h forecast, the last hour of the
forecasted period corresponds to the 9th hour in equation (9.4). The
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Figure 9.19: Forecasted (fh = 6 h and fh = 24 h) and actual wind speed
on days 261 to 268, corresponding to figures 9.20 and 9.21.

forecast error magnitude thus evolves from 24.7% to 25.8%. With the
forecast covering fh = 24 h, the error evolves from 26.7% to 32% in the
36th hour. Compared with the PV case study, the differences thus are
relatively small in terms of the forecast error magnitude. Figure 9.19
shows a comparison of forecasts with fh = 6 h and fh = 24 h. The
differences between both forecasts are small but visible nevertheless.
The two marked cases show events, where the forecast with fh = 6 h
compared with fh = 24 h first goes beyond vcin and then later-on also
crosses the cut-out wind speed vcout first.

Similar to figures 9.4 and 9.5, the following two pages contain excerpts
from the simulation, this time showing the influence of the different fore-
cast horizons. Figure 9.20 on the left shows the situation with a forecast
horizon of fh = 6 h and figure 9.21 the case with fh = 24 h, on the right
hand. Looking at the planned infeed PPPplanned indicates how the shorter
periods on the left allow to better adjust the infeed, actually rather to
the storage level than to the forecasted generation. The forecasted gen-
erator output on day 264 is similar with both forecasts, but the shorter
planning period allows to faster react to mismatches between forecasted
and actual generation, utilising the storage accordingly.
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Figure 9.20: Days 261 to 268 from a simulation with the wind system
base configuration with Est = 800 kWh and fh = 6 h.
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Figure 9.21: Days 261 to 268 from a simulation with the wind system
base configuration with Est = 800 kWh and fh = 24 h.
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Because of the shorter period, the storage device is faster recharged, due
to a lower planned infeed from 00:00 to 06:00 on day 264. The second
6 h period on the same day consequently is planned with a higher infeed,
according to the fully charged storage. The storage charge level plots
confirm this behaviour as well. With the longer forecast horizon, the
storage cannot be cycled as much, resulting in many incidents with full
or empty storage device. This, in turn, results in less conversion energy
consumed, compared with the case with fh = 6 h.

The wrongly forecasted transition across the cut-out wind speed vcout

during day 263 (see also figure 9.19) also shows how comparatively small
a capacity of Est = 800 kWh is. In both figures, the storage device
is almost immediately discharged, with a power demand of 2000 kW
during 10 min requiring 370 kWh, i.e. almost half of the charged energy.

Table 9.7 shows the results from both simulations together with those
from a simulation with fh = 12 h. The table confirms some of the
above made observations and displays some interesting results. First
of all, the observation concerning the decreasing amount of conversion
energy Econv is confirmed. Often, the energy storage device is at the
upper or lower limit and cannot be used further. With the shorter
forecast horizon, the infeed plan can accordingly be adjusted, resulting
however in more lost energy. Considering again how fast the energy
storage device is discharged in case of prediction errors also indicates a
inappropriate capacity Est; obviously the energy capacities are insuffi-
cient for cases with forecasts. The charge level duration curve, displayed
in figure 9.22, confirms this finding. As duration curves have been dis-

fh = 6 h fh = 12 h fh = 24 h
[kWh] [%] [kWh] [%] [kWh] [%]

Egen 5’699’634 100.00 5’699’634 100.00 5’699’634 100.00
Eplanned 5’737’078 100.66 5’738’839 100.69 5’738’818 100.67
Eactual 5’630’394 98.76 5’641’627 98.98 5’647’184 99.08
Econv 68’713 1.21 57’593 1.01 51’877 0.91
Esplus 153’086 2.69 215’578 3.78 294’928 5.17
Einsuff 259’769 4.56 312’789 5.49 386’562 6.78
fRMSE range 24.7%-25.8% 25.4%-27.9% 26.7%-32.0%
∅βusg 0.9923 0.9923 0.9922
EIF 0.9574 0.9455 0.9326

Table 9.7: Simulation results for the base configuration, applying the
forecast function from (9.4).
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Figure 9.22: Charge level duration curves for perfect and imperfect fore-
casts and different forecast horizons, base configuration.

cussed thoroughly in the previous case study, the figure is only displayed
here to confirm the interpretation of the decreasing conversion losses.

The most interesting observation, however, is the planned infeed ex-
ceeding the actual generation. This behaviour results from the usage
factor βusg obviously being chosen too high. The discrepancy between
Esplus and Einsuff indicates non-optimal usage factors as well. A de-
tailed analysis of the optimisation results and procedure however con-
firmed the optimisation to have one local minimum, which is found at
all times. Hence, the usage factors are correct, but the large amounts of
energy, required to be stored in or discharged from the energy storage
device, cannot be handled by the system. For example, a discharged
storage device will result in a lower infeed plan for the next period. This
guarantees a certain amount of surplus generation, which can be used
for charging the storage. Because of the often large power discrepancies
between forecasted and actual generation, the storage device is proba-
bly sooner charged than expected, resulting in surplus network infeed.
Nevertheless, at the beginning of the subsequent planning period, the
storage device is fully charged and results in a comparatively high infeed
profile. Most probably, similar to the charging, the storage device is also
discharged too early, and a certain insufficient network infeed results.
Days 263 and 264 in figures 9.20 and 9.21 illustrate this behaviour. The
duration curves in figure 9.22 confirm this reasoning: with imperfect
forecasts, the storage device is at either limit during approximately a
quarter of the whole simulation.

Following the sequence of the first case study, the minimum required
energy capacities are determined now, in order to achieve a fulfilment
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Figure 9.23: Days 261 to 268 from a simulation with the wind system
base configuration with Est = 2′319 kWh and fh = 6 h.
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Figure 9.24: Days 261 to 268 from a simulation with the wind system
base configuration with Est = 7′529 kWh and fh = 24 h.
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fh = 6 h fh = 12 h fh = 24 h
[kWh] [%] [kWh] [%] [kWh] [%]

Min Est 2’319 4’232 7’529
Egen 5’699’634 100.00 5’699’634 100.00 5’699’634 100.00
Eplanned 5’672’025 99.52 5661’727 99.33 5’643’194 99.01
Eactual 5’597’012 98.20 5’581’880 97.93 5’569’526 97.72
Econv 100’801 1.77 115’049 2.02 124’123 2.18
Esplus 38’417 0.67 33’383 0.59 39’188 0.69
Einsuff 113’430 2.00 113’230 1.99 112’857 1.98
∅Est,ch(t) 1’316 2’359 4’151
∅βusg 0.9783 0.9816 0.9785

Table 9.8: Minimum required Est to achieve EIF≥ 0.98.

index of EIF≥ 0.98. This target is chosen lower on purpose, to not result
in infeasible capacities required. The results are given in table 9.8 and
applied in figures 9.23 and 9.24. These figures show the same excerpts
as figures 9.20 and 9.21, illustrating the different behaviour with the
larger storage capacities. The actual infeed PPPactual shows few deviations
only from the planned infeed PPPplanned in both cases. Furthermore, the
storage output power shows how the not predicted supply outage on day
265 can almost be bridged in the case of fh = 24 h. The storage charge
levels also lack the cyclic behaviour, seen in figures 9.20 and 9.21; the
available capacity seems to be appropriately used, in turn resulting in
higher conversion losses.

Table 9.8 shows minimum required energy capacities that are signifi-
cantly larger than in the first case study. As already discussed through-
out this case study, the major reasons are the larger capacity of the
turbine and the cut-out cut-back-in hysteresis, which does not exist in
a similar form for photovoltaic installations. In other words, the risk of
a sudden and total production outage, as it happens because of a gust
with wind turbines, is non-existent in PV systems and consequently, the
storage device seldom must take over the nominal output of the gener-
ator. Although the usage factors are optimised to balance surplus and
insufficient energy, surplus energy is significantly smaller. The reason
for this is the large amount of energy capacity available. In the case
of fh = 24 h, the capacity of Est = 7′529 kWh represents a charge
equivalent to 4 h rated generator output. This capacity is quite linearly
utilised through the simulation duration, as indicated by the duration
curves in figure 9.25, and surplus production hence mostly can be stored
for later use and rarely must be fed into the network.
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Figure 9.25: Charge level duration curves for the minimum required
Est, depending on fRMSE as defined in table 9.8.

The duration curves indicate appropriately sized energy storage capaci-
ties, with the charge levels distributed evenly over a large period of the
time. Nevertheless, during approximately 1 month, the storage device
is at either limit. Despite this, each configuration is capable of reaching
the aimed for fulfilment of 98%.

To provide reference values and to identify the benefits of the energy
storage device, simulations were performed without an energy storage
device. The forecast is calculated as before, used to determine an infeed
profile, applying βusg = 1 and Est = 0 kWh. The positive differences
between the planned infeed PPPplanned and the original generation PPPgen

then correspond to Einsuff and the negative differences accordingly to
Esplus. Table 9.9 lists the resulting values and fulfilment indices.

fh = 6 h fh = 12 h fh = 24 h

Esplus [kWh] 473’731 493’170 535’833
Einsuff [kWh] 543’508 568’345 616’323

EIF 0.9058 0.9016 0.8934

Table 9.9: Simulation results without energy storage device.

Closing, it is interesting to note how the large amounts of deviating
energy, up to 535 MWh surplus and 616 MWh insufficient energy, can
be reduced to less than a fifth by utilising an energy storage device, when
comparing with table 9.8. Put differently, in the case of fh = 24 h, the
use of the energy storage device results in additional 1’000’111 kWh
that are fed into the network as planned. This amount corresponds
to the difference between the sum of surplus and insufficient energy
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without storage and the sum of surplus and insufficient energy with
storage. Hence, roughly 1’000 MWh of power can be sold as projected
and do not anymore result in balancing penalties. With fh = 12 h
the equivalent amount is 915 MWh and with fh = 6 h it adds up to
865 MWh. All in all, the presence of an energy storage device allows to
reliably decrease the mismatch between planned and actual infeed by
more than 10% of the original production.

9.3.5 Case study summary

The simulation performed with wind speed measurements, translated
into the power output of a 2 MW wind turbine, proved the usability
of the developed methods and algorithms. The simulation results show
the feasibility of improving the network infeed by combining the wind
turbine with an energy storage device.

The algorithm is useful for determining suitable energy capacities of the
energy storage device. The resulting capacities, however, are compar-
atively large when looking at battery systems. Again comparing with
the BESS of the Golden Valley Electric Association, identifies a battery
of similar size when planning with 24 h horizons. In other words, com-
bining a wind turbine with an energy storage device would improve the
infeed quality significantly. The energy demand is however substantial
and not feasible with today’s battery technologies.

Looking at pumped hydro storage power plants however puts the energy
capacities in a different relation. Thus, applying the concept of virtual
power plants seems to be an option. Still, one idea of combining the
renewables based generator with a storage was to avoid unpredicted
line-loading. This effect would not be alleviated when applying the
virtual power plant concept; this concept only allows to act on markets
with a reduced risk of incurring balancing penalties.

Comparing the results for the three different forecast horizons leads to a
similar conclusion as in [53]. There, the shorter forecast horizons were
showed to result in significantly smaller sums of balancing penalties.
In this study, the shorter forecast horizons show significant benefits as
well. Comparing 6 h periods with 24 h periods identifies a considerable
smaller required energy capacity and reduced conversion losses. Thus,
for the overall system performance, a shorter forecast horizon would be
advantageous.
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The power market of the Nordic countries, Nordpool2, recognised this
disadvantage inherent to day-ahead markets and founded an intraday
spot market, the so-called ELBAS. Participants in this market can trade
power up to 1 h before physical delivery, allowing to accurately adjust
their day-ahead profile. Analogously, the European Power Exchange
(EEX)3 in Germany started an intraday market on September 25, 2006.

2http://www.nordpool.com
3http://www.eex.com





Chapter 10

Discussion and Conclusion

This chapter addresses several aspects, which have been mentioned or
partly discussed throughout the previous chapters of this part of the the-
sis. First, an approach to determine the value of the energy storage de-
vice is discussed, followed by some thoughts on how to incorporate price
signals into the analysis. Afterwards, the usefulness and the meaning-
fulness of results from time series analyses is outlined. The chapter
closes with a short conclusion, summing up part II.

10.1 Value of the Energy Storage Device

So far, costs for the installation and operation of the energy storage
device have not been discussed, nor have financial benefits stemming
from the utilisation of the energy storage device. This section therefore
outlines how the value of the energy storage device can be identified.
The suggested procedure works for all types of non-dispatchable gener-
ators. However, with 1 MWh being the smallest traded unit on power
markets, these concepts apply to wind turbines rather than photovoltaic
installations, simply because of the power ratings.

One of the reasons for looking at combining a non-dispatchable gener-
ator with an energy storage device was the idea of reducing the risk of
incurring balancing penalties due to wrongly predicted infeed profiles.
In other words, the storage device should help to increase the infeed
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accuracy from the non-dispatchable generator, resulting in fewer events
with unexpected overshoots and undershoots; every MWh that is fed
into the network as planned results in cost savings. Consequently, the
reduction in expenditures for balancing penalties can be put in rela-
tion to the investment necessary for installing and operating the energy
storage device. The investment is done once, whereas the operation of
the storage results in cost reductions during several years. A basic cash
flow analysis can thus be applied to determine the net present value of
the energy storage device.

Let κup define the cost for up-regulation per MWh of insufficient infeed.
Analogously, κdown represents the cost or penalty for down-regulation
per MWh of surplus infeed. The amount of surplus energy, which would
be fed into the network without an energy storage device, is designated
as Esplus,ns. The amount of insufficient energy accordingly Einsuff,ns.
With the storage device present, the surplus infeed is designated as
Esplus,ws and the insufficient infeed as Einsuff,ws. The operation of the
energy storage device results in both savings in surplus energy ∆Esplus

and savings in insufficient energy ∆Einsuff , defined as:

∆Esplus = Esplus,ns − Esplus,ws

∆Einsuff = Einsuff,ns − Einsuff,ws (10.1)

With all energy values expressed in [MWh], the amount of saved costs
π can now be calculated as follows:

π = κdown · ∆Esplus + κup · ∆Einsuff (10.2)

The first term represents costs saved because of a smaller amount of
surplus infeed, requiring down regulation. Analogously, the second term
represents the cost saved because of fewer periods, with the actual infeed
falling short of the planned infeed, which would have otherwise resulted
in cost for up regulation.

Figures 10.1 and 10.2 contain values from tables 9.4 and 9.5 as well as
9.8 and 9.9. The figures show the evolvement of surplus and insufficient
energy both with and without energy storage. The applied energy ca-
pacities correspond to those which have been determined required for
EIF≥ 0.99 in the PV case and for EIF≥ 0.98 in the wind case.

Figure 10.1 displays the results from the PV case study. These values
have to be understood to cover the savings in surplus and insufficient
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Figure 10.1: Surplus and insufficient energy with and without storage
device; PV case study, according to tables 9.4 and 9.5.

energy over a period of 4.5 years. The annual contribution is thus
modest. The gain, i.e. the increased amount that is infed as planned, is
visible to increase with an increasing forecast error. The results from the
wind case study are displayed in figure 10.2 and only represent one year,
showing considerable savings of up to 1 GWh. Again, the amount of
energy that is fed into the network as planned, increases with increasing
forecast horizon. For both cases, the surplus energy is diminishing as
the larger energy capacities can absorb most of the surplus generation.

The investment for an energy storage device depends both on the tech-
nology but moreover on the installed energy capacity and power rating.
With different new storage technologies emerging and maturing, it is
difficult to assume certain costs. Nevertheless, the approach in equa-
tion (10.2) can be applied to determine the potential savings over a
certain amount of years. If these discounted savings outnumber the in-
vestment cost, the net present value of the energy storage investment is
positive and the investment considered profitable. In other words, this
approach allows to define what the investment can cost at maximum.

Equation (10.2) is however only a simple and rough approximation.
Depending on the market, the penalties are differently handled [53, 54],
as also visible on the homepage of the Nordic power market Nordpool1.
There are occasions where surplus or insufficient infeed is not penalised

1http://www.nordpool.com
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Figure 10.2: Surplus and insufficient energy with and without storage
device; wind case study, according to tables 9.8 and 9.9.

at all; if the system is e.g. overloaded and the forecast overestimated
the network infeed, the actually lower infeed is beneficial for the system.
In this context, e.g. Norway and Denmark have different approaches to
balancing penalties, varying from sometimes even negative costs, i.e.
rewarding for beneficially deviating infeed, up to several times the price
one MWh would cost on the spot market. In addition, the valuation
suggested in equation (10.2) is based on an average return only. A more
accurate procedure would be to incorporate the amounts of energy sold
as base load and as peak load or even using the hourly prices. Still, this
is only meaningful if a group of wind turbines is considered or if the
turbine is part of a portfolio. Otherwise, the hourly amount often will
be below the traded unit of 1 MWh.

Just to get an impression of the monetary amount these savings corre-
spond to, the balancing prices from the last three month of the year 2006
were taken from the Nordpool spot market. The used measurements
are from a measurement site in Northern Norway and consequently, the
prices for regulating power in the corresponding market region Norway-3
were taken. The price per MWh is the same for up and down regulation
and satisfies κup = κdown = 50.90 e/MWh. Looking at the 24 h fore-
cast horizon gives the following income, resulting from the operation of
the storage:

π = 37.25 e · 497 MWh + 37.25 e · 503 MWh

= 50′900 e
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The average prices for up and down regulation in the Eastern Denmark
region are at κup = 49.25 e/MWh and κdown = 44.03 e/MWh. The
resulting cost reduction then equals to π = 46′656 e/MWh. This in-
dicates the variations depending on the policy concerning costs for up
and down regulation.

If the storage would operate for e.g. 10 years, the same calculation
would have to be performed, assuming prices for the next 10 years and
discounting the resulting values with an appropriate discount rate. The
sum of the 10 discounted values then gives the maximum allowable
investment cost.

10.2 Incorporating Price Signals

The presented algorithms define the network infeed exclusively based
on the forecast for the energy source. Thus, the primary subject is to
best utilise the available amount of energy. However, the idea of using
an energy storage device to bridge the differences between forecasted
and actual generation also triggers the thought of using price signals
to operate the storage device. The question can be raised if it would
be beneficial to install a capacity even larger than actually required,
according to the above calculations. The larger capacity would allow
to purposely store energy during low price hours, to be supplied to
the network later-on, during high price hours. This section therefore
discusses how price signals could be incorporated into the algorithm.

In order to be able to react to changing market prices during the day,
it must be possible to influence both the storage charge level and the
planned infeed. Figures 9.5, 9.23 and 9.24 show segments of the time
series, illustrating that this is possible, with the planned infeed being
adjusted to the momentary charge level of the energy storage device.

A straight forward approach would be to use a curve, representing the
daily relative price signals. The average daily price corresponds to 1
and the price levels of the other hours would be accordingly below or
above 1. This is illustrated using the relative hourly price curve from
January 1, 2006 up to November 20, 2006 from the European Power
Exchange (EEX)2, displayed in figure 10.3. This figure contains the

2http://www.eex.com
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average hourly prices divided by the mean value. Hours with values
above 1 thus are hours with prices above average and vice versa.
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Figure 10.3: Relative hourly price curve of the European Power Ex-
change, based on 2006 market data.

Similar to the dynamic usage factor, this profile can be superimposed to
the daily profile, increasing or decreasing the planned infeed accordingly.
Thus, the planned infeed for the first hour of the day would be reduced
to 71.2%, according to figure 10.3. Looking at the wind turbine from the
second case study, this would mean that, with nominal turbine output
of 2 MW, 576 kWh of energy would have to be stored to be used later-
on, between the hours 8 and 21, where the price is above average and an
infeed is favourable. This has to be considered for every hour, where the
infeed is reduced because of the price signal, summing up to a maximum
required energy capacity of 6’339 kWh, not considering the charge and
discharge efficiencies.

With the applied overall efficiency of 81% considered, the maximum
available amount of 6’339 kWh would thus only result in 5’134 kWh
available for infeed, with an effectively required storage capacity of
5’705 kWh. The non-ideality of the energy storage device can thus
be considered by multiplying the profile in figure 10.3 with 0.9. During
charging hours, i.e. hours with the profile below 1, the infeed is reduced
by 10% to consider the charging efficiency ηch. During discharge hours,
i.e. hours with the profile above 1, the infeed is reduced by 10% as well,
to take into account the discharge efficiency ηdch. Another possibility
is to optimise the usage factor, incorporating the price signal and the
hence more intensively used storage device. In any case, it is recom-
mended to apply a constant usage factor, as a dynamic one would most
probably interfere with the price signal.
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To see the influence of incorporating the price signal, an analysis is
performed, using the wind turbine from the case study, assuming a
forecast horizon of fh = 24 h and the determined energy capacity of
Est = 7529 kWh. This case has been chosen because of the large en-
ergy capacity. Nevertheless, the above determined required capacity of
5’705 kWh is necessary only for shifting the production within one day.
To be able to do so and at the same time compensate forecast errors,
the total required energy capacity might even be higher.

The simulation with the price signal is performed applying a constant
usage factor βusg = 0.965066, optimised according to the earlier applied
criteria. Thus, the price curve has been applied as defined in figure 10.3,
without explicitly considering the storage efficiency. The here applied
usage factor considers not only the conversion losses from compensating
planning errors but also from shifting the production from low price to
high price periods. As this results in more conversion losses, the applied
usage factor βusg = 0.965066 is smaller than the equivalent constant
one, which would be used without price signals, βusg = 0.986330.

without price signal with price signal
[kWh] [%] [kWh] [%]

Egen 5’699’634 100.00 5’699’634 100.00
Eplanned 5’643’194 99.01 5’624’293 98.68
Eactual 5’569’526 97.72 5’531’778 97.05

Econv 124’123 2.18 167’856 2.95
Esplus 39’188 0.69 150’014 2.63
Einsuff 112’857 1.98 242’530 4.26

∅Est,ch(t) 4’151 3’610
∅βusg 0.9785 0.9651

EIF 0.9800 0.9568

Table 10.1: Simulation results with and without price signal, Est =
7′529 kWh, fh = 24 h.

Figure 10.4 shows the average daily network infeed with and without
considering the price curve and table 10.1 displays the results from the
same simulations. The simulation results for the case without price
signals were calculated applying a dynamic usage factor. This allows
to compare the network infeed optimised for the utilisation of the en-
ergy source with the network infeed optimised for the price signals.
According to figure 10.4, the average daily network infeed is changed
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Figure 10.4: Average daily infeed with and without considering the
price signal from figure 10.3.

considerably when applying the price signal. The relative improvement
can now be identified from multiplying the average daily curve with the
price curve from figure 10.3. It must be noted that this does not result
in a double weighting with the price curve; during the simulation, the
price curve is only used to shift the production from low price hours to
high price hours. To identify the benefit of doing so, the shifted profile
however still has to be weighted with the relative price of the individual
hours.

Thus, if the price signal would not be considered in the planning, the
average daily infeed, multiplied with the price curve, results in an aver-
age daily income of 792.78 e/day. This value was calculated with the
price curve containing the absolute values, i.e. the relative price curve
multiplied with the mean market price of 51.97 e/MWh. With the
price signal incorporated into the planning, the average daily income
increases by 5.93% to 839.80 e/day.

Without following the price signal, the average infeed power equals
631 kW. This infeed power reduces to 614 kW when considering the
price information. Thus, the average infeed is reduced, but the shift-
ing to the higher price periods still results in an overall higher income.
Looking at the charge level duration curves, shows further that the
capacity of 7’529 kWh is too small to be handled by the system. Ob-
viously, following the price signals results in many events with a fully
charged storage device, see figure 10.5. Increasing the energy capacity
to 15 MWh, results in slightly lower deviations from the planned in-
feed but almost 200 MWh conversion losses. The average daily income
however increases to 850.28 e/day.
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Figure 10.5: Charge level duration curves with and without considering
the price signal from figure 10.3, Est = 7′529 kWh.

This short investigation shows the ability of the system to react to price
signals. So far, however the increase in income is not outstanding, par-
ticularly as it results in more conversion losses and more deviations from
the planned infeed. Hence, the increased balancing penalties should be
taken into account as well, when analysing the true value of incorporat-
ing prices. So far, the major driver for the infeed profile definition is still
the forecast for the renewable source; the price signal is only superim-
posed. Thus, a more price fundamental infeed planning process is likely
to move more generation from low price to high price periods, resulting
in more income. Figure 10.6 shows a price curve, where the hours with
prices below average are set to 0. The remaining hours, i.e. from hours
8 to 21, are increased such that the mean is equal to the curve from
figure 10.3. The resulting average hourly infeed is shown in figure 10.7,
for a storage capacity of both Est = 7′529 kWh and Est = 15′000 kWh.

P
ri

ce
p
.u

.

Hour of the day

Original price signal

Altered price signal

2 4 6 8 10 12 14 16 18 20 22 24

0.2

0

1.6

1.2

0.8

0.4

Figure 10.6: Relative hourly price curves of the European Power Ex-
change, based on 2006 market data.
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price signal from figure 10.6.

With the smaller energy capacity, the average daily income decreases to
809.36 e/day and it increases to 900.30 e/day with Est = 15′000 kWh.
The stronger differentiating price signals results in an infeed shift to
the hours with higher prices. However, the fulfillment decreases to
EIF= 0.8905, the conversion losses increase to Econv = 406′666 kWh,
the surplus infeed to Esplus = 207′190 kWh and insufficient energy to
Einsuff = 625′550 kWh. Hence, as already discussed, the expenditures
for balancing penalties are likely to increase, with the amounts getting
similar to the amounts that were determined for the case without energy
storage device, listed in table 9.9.

The above discussion showed the feasibility of influencing the infeed pro-
file according to price signals. The brief analysis indicated considerable
energy capacities required to achieve a significant return. Furthermore,
distinct profile alterations result in increasing amounts of surplus and
insufficient energy. This is a contradiction to the original premise, which
was to improve not primarily the income but the infeed reliability. Nev-
ertheless, it is interesting to note how the presence of a comparatively
large energy storage device allows to increase the income, while still
reducing overshoots and undershoots from the planned infeed profile.
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10.3 Relevance of Time Series Models

The measurement data used in the photovoltaic case study has been
applied earlier, for a similar case study using the same models [55].
The measurement data are exactly the same, but only cover the years
2002 to 2004, while this study uses data from the year 2002 up to June
2006. Hence, the earlier presented case study contains results based on
a section of the measurement data used here. Most interestingly, these
results are very similar to the results obtained in this case study. This
fact is the subject of the next few pages, discussing the relevance of
results obtained with time series models in contrast to results obtained
with probabilistic models.

Renewable energy sources, such as wind or sun, are often referred to
as stochastic energy sources. Consequently, the generators, converting
energy from these sources into electrical energy, are considered to oper-
ate stochastically as well. However, the behaviour of a process is often
just claimed to be stochastic if the process cannot be described with
deterministic models. Looking e.g. at the production from a photo-
voltaic system shows that the output cannot be considered stochastic
but rather non-deterministic or semi-deterministic. That means, the
production of a photovoltaic system follows certain physical rules, which
cannot be ignored. For example, in Central Europe, a PV system’s out-
put at midnight cannot be higher than at noon, just given by the sun’s
insolation angle and power.

Hence, the energy source’s output follows certain physical boundaries,
within which the behaviour can be considered stochastic with the pro-
viso that a truly stochastic process is memoryless. Looking again at
renewable sources, such as wind or sun, indicates a dependency to exist:
given by physical laws, it is impossible to have wind speed completely
cease from one second to the next or to have clouds move in from one
instant to the next, completely shading a PV array. Thus, the energy
source’s output follows a certain dependency within the aforementioned
given enfolding. This behaviour is often modelled with Markov chains,
defining the probability of the system moving from one state to another.
One example are cloud models, defining the transition probabilities be-
tween different levels of clouded skies, e.g. the likelihood of a clouded
sky to be free of clouds in the next interval, as applied e.g. in [33].

Time series analyses, which are based on measurement data, are thus
often criticised to not provide any information on the future behaviour
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of the considered energy source. Following the reasoning assuming the
energy source to behave stochastically would mean that the measured
time series only represents one snapshot out of a large amount of possi-
ble realisations. Hence, using a measured time series for investigations
would lead to results, which are only valid for that explicit time series.

Still assuming the behaviour of the energy source to be stochastic, a
further approach is to define the probability density function, describing
the behaviour of the considered energy source. This density function or
distribution is used as basis for e.g. a Monte Carlo simulation. Several
1’000 simulations are performed, always drawing from the distributions,
resulting in various different possible realisations of the signal. Thus,
instead of using one measurement series, representing the true sequence,
many hundreds of artificial sequences are applied.

Usually, however, the probability density functions, used for the prob-
abilistic analyses, are derived from measurements of the considered
source, e.g. wind speed measurements. Thus, a measurement series
is applied to derive the probability distribution of e.g. the wind speed.
This distribution then in turn is used to calculate new wind speed se-
quences. The discrepancy of this approach is two-fold. On the one
hand, the distribution itself is based on a measurement series. This se-
ries however is claimed only to be a snapshot of all possible realisations.
Consequently, the distribution cannot be assumed to be representative,
as long as the time series is claimed not to be representative. On the
other hand, as mentioned, stochastic processes do not have a memory.
Strictly spoken, the distribution derived from a historic measurement
cannot be assumed to represent the distribution of the future behaviour
of the energy source; theoretically, the future behaviour of the source
could follow a completely different pattern. Besides, the reduction of
a time series to its probability functions, results in a loss of the time
information. In particular for applications with energy storage devices,
however, the sequence of the behaviour of the energy source is crucial
for identifying e.g. the charge behaviour of the energy storage device.

In this context, it is interesting to end up with almost identical re-
sults from the two case studies, applying time series analyses. The first
conclusion is that the three year measurement series contains all rep-
resentative cases such that the additional 1.5 years do not effectively
alter the results and conclusions. Hence, for this very measurement se-
ries, looking at three years of data seems to be sufficient. The following
paragraphs will further investigate the sensitivities, related to this con-
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Figure 10.8: EIF for increasing time series length.

clusion. The investigated configuration is the base configuration with no
forecast error and Est = 100 kWh and Pst = 500 kW; this configuration
is sufficient to analyse the steadiness of the results.

The first analysis investigates after which length of the measurement se-
ries the results become stable. With the overall target of improving the
network infeed accuracy, the important parameters are the energy index
of fulfilment EIF and the deviations from the planned infeed Esplus and
Einsuff . Figure 10.8 shows the evolvement of the fulfilment index for
an increasing simulation duration, from 30 days up to the full length
of 1642 days, representing the 4.5 years. For the same simulation du-
rations, figure 10.9 shows the development of the average daily surplus
and insufficient energy. Both figures show the respective values to stop
changing significantly after about 2 years, i.e. approximately 750 days.
If comparing with other fulfilment plots, as e.g. figures 9.1 and 9.14, it
must be noted that the ordinate of figure 10.8 covers only a small range.
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Besides the fulfilment and the deviations from the planned infeed, one of
the major investigations of the analyses in the case studies concerned the
minimum required energy capacity, required for the system to achieve a
certain level of infeed reliability. Hence, a simulation was performed
with an increasing simulation duration to identify the resulting en-
ergy capacity, both with a perfect forecast and an imperfect forecast
with fRMSE = 20%. The energy capacities, resulting when target-
ing EIF≥ 0.99, are displayed in figures 10.10 and 10.11. These figures
prove the above stated conclusion that the range of the results does not
anymore change, when using more than 2 years of measurements; the
values converge to the values determined in table 9.4. Renewable energy
sources often show seasonality effects and it is likely that the duration of
two years is sufficient to incorporate most of the crucial seasonal effects.
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The investigations so far showed that the measurement data from the
photovoltaic measurement site are consistent and that it would have
been sufficient to use measurements from two years; taking longer time
series does not affect the conclusions. Consequently, the time series
analysis lead to results that can be regarded as valid for future periods
as well. The question remains however, whether the first two years
happen to be incidentally representative or if generally any two-years
data set from this energy source is sufficient. A last analysis therefore
is performed with a simulation duration of two years, moving through
the measurement series of 4.5 years in monthly intervals. That means,
the simulation starts with the years 2002 and 2003 and ends with the
data from July 2004 up to June 2006. The resulting energy indices of
fulfilment are displayed in figure 10.12.
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Figure 10.12: Evolvement of EIF for moving measurement series win-
dows of length of 2 years.

This last investigation verifies that any excerpt, covering 2 years of the
measurement data, results in almost identical results. It can also be
stated that it would be appropriate to use 2 years of measurement data
to determine a probability density function to be used in probabilistic
analyses. Nevertheless, the sensitivity analyses performed in this chap-
ter proved a time series analysis to be a valid way for identifying energy
storage capacities for the intended purpose of improving the network
infeed reliability.
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10.4 Conclusion

This part of the thesis discussed various issues of combining grid-connec-
ted non-dispatchable generators with energy storage devices. The pur-
pose of the energy storage device is to compensate differences between
the forecasted and the actual infeed, in order to improve the reliability
of the non-dispatchable generator. A modelling algorithm, suitable for
time series analyses, was presented, including a new approach for the
simulation of forecasts. Together with analysis procedures, this mod-
elling algorithm was then applied in two case studies. The purpose of
the case studies was both to discuss and demonstrate the usability of
the developed procedures and to investigate the storage requirements
and the system performance.

The first case study analysed 4.5 years of measurement data from a
500 kW photovoltaic installation in Switzerland. The applicability of
the methods was demonstrated and it was shown to be beneficial to
include the charge level of the storage device into the operation plan-
ning process. The combination of the PV system with energy storage
devices transforms the generator’s output into a reliable and determin-
istic infeed profile. This is particularly useful for incorporating the PV
system into the planning and scheduling process. For smaller forecast
errors, the energy capacities, required to achieve an infeed reliability
close to 100%, are in the range of few 100 kWh. The power rating
of the photovoltaic system does not suggest incorporating market as-
pects; the smallest traded unit on most European electricity markets is
1 MWh, exceeding the rated hourly production from the PV system.

The second case study analysed 1 year of wind speed measurement
data from Norway, used to operate a 2 MW turbine. Because of the
large rating of the wind turbine and the possible continuous production
from the turbine, the storage requirements are considerably larger. The
larger rating of the wind turbine also allows the consideration of market
aspects when analysing the performance. In this context, a reliably de-
terministic infeed profile facilitates the accurate production scheduling
of other generators. But, it also allows to buy and sell accordingly on
the market, with a significantly lower risk of incurring balancing penal-
ties. The case study indicates that shorter forecast horizons would be
beneficial for the system behaviour, in particular concerning conversion
losses and storage capacity requirements.
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The developed forecast simulation algorithm, based on an EWMA ap-
proach resulted in appropriate forecast simulations, both in the PV
case study for different forecast error magnitudes and in the wind case
study for a time evolving forecast error with different forecast horizons.
This can be derived from the circumstance that the conclusions from
the wind data case study comply with other studies looking at forecast
issues with wind power.

In conclusion, a way for determining the value of the energy storage de-
vice was proposed and the consistency of the applied time series analy-
sis was discussed and demonstrated with the photovoltaic measurement
data. In addition, the extension of the proposed models with price sig-
nals was outlined and the ability of the system to follow these price
signals was demonstrated. This allows to plan the network infeed not
only based on forecasts for the energy source but also based on mar-
ket signals. The suggested approach could be extended to analyse the
trade-off between more income from shifting the network infeed from
low price periods to high price periods and the accordingly higher in-
vestment costs required for the larger energy capacity.

The developed algorithm proved useful for the targeted type of analy-
sis. Its application showed that energy storage devices at the point of
network infeed result in considerable improvements of the dependability
and reliability of the forecasted network infeed.
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Basic Concepts of Reliability
Modelling

This chapter contains a general overview and introduction into the re-
liability modelling of energy systems. It basically is a compilation of
sections from four comprehensive books on the subject of reliability in
engineering and power systems [18, 19, 20, 21]. The focus lies on reli-
ability block diagrams and on Markov processes, used for state space
diagram analyses.

A.1 Reliability Block Diagrams

Reliability block diagrams are used to illustrate the influence and de-
pendence of single components on the reliability of supply. The basic
example consists of two independent repairable components. Depend-
ing on the needs of the system, these components are either crucial or
redundant for the success of the system.

component A

component A

component B

component B

a)

b)

Figure A.1: Reliability block diagram of a system with two components.
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Figure A.1 shows the reliability block diagram for both situations. It is
important to note that these diagrams do not represent physical connec-
tions; they represent functionality in terms of reliability. Figure A.1a)
represents the case where both components are crucial for the opera-
tion; they form a series connection in terms of reliability; if either one of
the components fails, the connection is broken and system success can-
not be achieved. Figure A.1b) displays the case where each component
can fulfill the required task on its own. In terms of reliability the two
components form a parallel or redundant connection; if one component
fails, the system is still successful.

Let RA and RB denote the probability of successful operation of compo-
nents A and B, respectively, and QA and QB the corresponding proba-
bility of failure. With success and failure being mutually exclusive, the
following relations hold true:

RA +QA = 1 (A.1)

RB +QB = 1 (A.2)

A.1.1 Series systems

For the case of the series connection (figure A.1a)), both components
must be operating for success and the corresponding probability Rseries

can be written as:

Rseries = RA ·RB (A.3)

For a system consisting of n components in series, equation (A.3) can
be generalised to:

Rseries =

n
∏

i=1

Ri (A.4)

The probability of failure for the series system is accordingly defined as:

Qseries = 1 −Rseries

= 1 −RA ·RB

= QA +QB −QA ·QB (A.5)
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For the system consisting of n components in series, it can be generalised
as:

Qseries = 1 −

n
∏

i=1

Ri (A.6)

A.1.2 Parallel systems

If the components form a parallel or redundant system, the probability
of success is defined vice-versa:

Rparallel = 1 −Qparallel

= RA +RB −RA ·RB (A.7)

For n components the relation is accordingly:

Rparallel = 1 −
n

∏

i=1

Qi (A.8)

The probability of failure finally is defined similarly to the probability
of success for the series system. For the parallel system to fail, both
components must fail; they form a series system:

Qparallel = QA ·QB (A.9)

A.1.3 Combinations of series and parallel systems

Most systems consist of more than 2 components and their reliability
block diagrams are not necessarily purely series or parallel connections.
Such systems are usually analysed by combining appropriate series and
parallel connections and replacing them with a single component with
equivalent characteristics. The following small example illustrates this
process [19]. For the system given in figure A.2, calculate the probability
of success.

Components C and D can be summarised with component F, as illus-
trated in figure A.3a). The probability of component F being operating
can be found as:

RF = RC +RD −RCRD
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A B

C

D

E

Figure A.2: Basic case for example of parallel and series system.

A B

E

F G

E

H

a) b) c)

Figure A.3: Reduction of system from figure A.2. a) first reduction, b)
second reduction, c) third reduction.

Components A, B and F now form a series system, which can be repre-
sented by component G, as illustrated in figure A.3b). The probability
of success of component G is:

RG = RARBRF

= RARB(RC +RD −RCRD)

The system in figure A.3b) forms a parallel system and can be combined
to a single component H as shown in figure A.3c):

RH = RE +RG −RERG

= RE +RARB(RC +RD −RCRD)

−RARBRE(RC + RD −RCRD)

The probability of failure can be found accordingly as:

QH = QE(QA +QB +QCQD −QAQB

−QBQCQD −QAQCQD +QAQBQCQD)
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A.1.4 Standby redundant systems

In the previous sections it was assumed that all present components are
operating. Sometimes however, components are ready to start operat-
ing, but they need to be switched on first. These systems are called
standby redundant systems, as the redundancy relates to the stand-by
component.

A

B

Figure A.4: Standby redundant systems.

With such a configuration, two cases can be distinguished: perfect
switching and imperfect switching. Perfect switching means that the
switch-over happens 100% reliably. Furthermore it is assumed that
component B is not failed while in the standby position. The probabil-
ity of failure hence is the probability of failure of component A and the
probability of failure QB of component B, given that component A has
failed:

Q = Q(A) ·Q(B|A) (A.10)

If both components are independent, this relation reduces to:

Q = QA ·QB (A.11)

It is important to note that this equation is similar to equation (A.9),
but the used values will be divergent: a component residing mostly in
standby will have different reliability characteristics than a component
that is in continuous operation.

Imperfect switching means that the switch itself has a certain probabil-
ity of failure. This failure potential can show both while switching but
also after switching, during normal operation. The left component S in
figure A.5, labelled with PS , denotes the probability of a changeover fail-
ure. The probability of system failure is then given as follows, assuming
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A

B

S S

PS RS

Figure A.5: Standby redundant systems with an imperfect switch.

independence of all components:

Q = QAQBPS +QAPS

= QAQBPS +QA −QAPS

= QA −QAPS(1 −QB) (A.12)

The system fails if the changeover is successful but component B fails or
if component A fails and the changeover is not successful. In addition,
as indicated in figure A.5 by the right component S, labelled with RS ,
the system additionally fails if the switch itself fails during normal oper-
ation, i.e. not during the changeover. The resulting failure probability
is found as:

Q = [QA −QAPS(1 −QB)] +QS(1 − [QA −QAPS(1 −QB)])

= 1 − [RS(1 − (QA −QAPS(1 −QB)))] (A.13)

The disadvantage of the so far presented models is the assumption of a
known, single value probability of failure and success. This is not valid
as component reliability usually follows a certain probability distribu-
tion. The referenced books [18, 19, 20, 21] discuss these aspects.

These concepts however have to be further extended, as they usually
assume instantaneous repairs, which is in turn unlikely. One impor-
tant and useful technique covering these requirements, is the so-called
Markov approach, which will be the subject of the second part of this
appendix.

A.2 Markov Processes

The techniques and modelling approaches described in this chapter
apply to systems, which have the properties of a so-called stationary
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Markov process. Before the models are introduced, the properties of
such processes are thus discussed.

Generally, a process is considered to be a stationary Markov process if
it fulfills two properties:

◦ The process does not have a memory. The future development is
independent of past developments and only depends on the present
state.

◦ The process must be stationary. The probability of a transition
from one state to the other is independent of the time; it is the
same at all times in the past and in the future.

Mathematically, these properties can be described by assuming a sto-
chastic process {X(t), t ≥ 0} with continuous time and state space
X = {1, 2, ..., r}. At time s the process resides in state X(s) = i, i ∈ X
and the probability of the process being in state j at time s+ t is:

P (X(s+ t) = j|X(s) = i,X(u) = x(u), 0 ≤ u < s) (A.14)

Whereas the expression {x(u), 0 ≤ u < s} represents the history of the
process up to but not including s. The processX(t) satisfies the Markov
property of having no memory if the following relation holds true:

P (X(s+ t) = j|X(s) = i,X(u) = x(u), 0 ≤ u < s)

= P (X(s+ t) = j|X(s) = i, ∀ x(u), 0 ≤ u < s (A.15)

This means that when the present state of the process is known, i.e.
X(s) = i, the future development is independent of the history, i.e. of
previous states of the process. The stationarity criterion, i.e. the crite-
rion that the transition rates are constant at all times, can be described
formally as:

P (X(s+ t) = j|X(s) = i) = P (X(t) = j|X(0) = i), ∀ s, t ≥ 0 (A.16)

In other words, the probability of a transition from state i to state j is
independent of how long the process has been residing in state i.
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A.2.1 Failure and repair rates

Components present in power systems can be understood to satisfy
Markov properties and can thus be modelled accordingly. Throughout
this thesis, a single repairable component is assumed to have two op-
erating states: it is either in the up state, i.e. working, or it is in the
failed or down state, i.e. not working because of a failure. Power sys-
tems are continuous in time and discrete in space, which means they
reside continuously in an identifiable state until a transition to another
state occurs. The transitions between the states happen with a certain
frequency or rate, whereas the transition rate from the up state to the
down state is usually designated as failure rate λ and the transition rate
from the failed state back to the operating state as repair rate µ. Figure
A.6 shows this for one component with a so-called state space diagram.

1 λ

µ

Component
operating

2
Component

failed

Figure A.6: Basic reliability block diagram for a single component with
failure rate λ and repair rate µ.

The failure rate λ is defined as the reciprocal of the mean time to failure
(MTTF). Analogously, the repair rate µ is defined as the reciprocal of
the mean time to repair (MTTR).

λ =
1

MTTF
(A.17)

µ =
1

MTTR
(A.18)

Usually, both rates are expressed relative to the duration of a year. If
MTTF is 1 year, the failure rate thus is:

λ =
1

8760 h
·
8760 h

8760 h
=

1

yr
(A.19)

For a MTTR of e.g. 24h, the repair rate is:

µ =
1

24 h
·
8760 h

8760 h
=

365

yr
(A.20)
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Assuming the process to be in state 1, i.e. operating, the probability
that the process will be in state 1 after the time interval dt can be
defined as:

P1(t+ dt) = P1(t) · (1 − λdt) + P2(t)(1 − µdt) (A.21)

The time interval dt is chosen sufficiently small such that the probability
of two or more events occurring during this interval can be considered
to be zero. Applying a Laplace transformation, the probabilities for
both states for the component in figure A.6 can be found as [19]:

P1(t) =
µ

λ+ µ
+
λe−(λ+µ)t

λ+ µ
(A.22)

P2(t) =
λ

λ+ µ
−
λe−(λ+µ)t

λ+ µ
(A.23)

The steady state probabilities are then found by letting t→ ∞:

P1(t → ∞) =
µ

λ+ µ
(A.24)

P2(t → ∞) =
λ

λ+ µ
(A.25)

It is important to note that these relations hold true independent of
the state the systems was residing in at t = 0. Using the definitions
from equations (A.17) and (A.18), the limiting probabilities can also be
written as:

P1 =
MTTF

MTTF + MTTR
(A.26)

P2 =
MTTR

MTTF + MTTR
(A.27)

If the component is non-repairable, i.e. µ = 0, the probability of being
in the up state, also called availability, is defined as P1(t) = λeλt. This
relation coincides with the survivor function of the component. Figure
A.7 shows the evolvement of the survivor function and the associated
availability, both approaching their steady state value for increasing
time [18].
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Availability
P

1
(t

)

Survivor function

Time t
0 0.5 1.0 1.5 2.0 2.5 3.0

1.0

0.8

0.6

0.4

0.2

0

Figure A.7: Availability and survivor function of a single component
(λ = 1, µ = 10)

A.2.2 Transition rate matrix

The probabilities for the up and down state can also be found through
the transition rate matrix. This matrix contains the transition rates
from one state to the other states as entries. The transition from state
1 to state 2 is then associated with the matrix entry a12, which for the
state space diagram in figure A.6 corresponds to λ:

A =

[

1 − λ λ
µ 1 − µ

]

(A.28)

With the limiting state probability vector PT = [P1 P2] the state equa-
tions for the Markov process can be found as:

PT(t) · A = ṖT(t) (A.29)

These equations can be solved through a Laplace transformation, as
discussed in the referenced books. For the underlying thesis, however
only the limiting state probabilities are of interest. Accordingly, the
states will not anymore change during a small time step and equation
(A.29) can be written as:

PT · A = PT (A.30)

P1(1 − λ) + P2µ = P1 (A.31)

P1λ+ P2(1 − µ) = P2 (A.32)
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Equations (A.31) and (A.32) are linearly dependent. To solve the linear
system, one of these equations has to be replaced with the relation:

P1 + P2 = 1 (A.33)

Solving these equations then results in equations (A.24) and (A.25)
again:

P1 =
µ

λ+ µ
(A.34)

P2 =
λ

λ+ µ
(A.35)

A.2.3 Larger systems

With each component either being operating or in failure mode, the
number of possible system states increases to 2n states for n compo-
nents. Accordingly, the solution of the linear systems gets more com-
plex. To close this appendix, an example with a system consisting of 3
components is displayed and the different results are discussed, depend-
ing on whether the three components form series or parallel combina-
tion.

The example is displayed in figure A.8, whereas the symbol ’X’ desig-
nates an operating component and the symbol ’×’ a failed component.

As mentioned above, the single matrix entries aij correspond to the
transition from state i to state j. The diagonal elements contain all
transitions leaving the particular state, including the option to stay in
the state, e.g. a22 then is equal to a22 = 1 − µA − λB − λC .

The complete transition rate matrix for the system in figure A.8 can be
found as:

A =

























a11 λA λB λC 0 0 0 0
µA a22 0 0 λB 0 λC 0
µB 0 a33 0 λA λC 0 0
µC 0 0 a44 0 λB λA 0
0 µB µA 0 a55 0 0 λC

0 0 µC µB 0 a66 0 λA

0 µC 0 µA 0 0 a77 λB

0 0 0 0 µC µA µB a88

























(A.36)
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A X

B X

C X

A ×

B X

C X

A X

B ×

C X

A X

B X

C ×

A ×

B ×

C X

A X

B ×

C ×

A ×

B X

C ×

A ×

B ×

C ×

λA

λA

λA

µA

µA

µA

µA

λB

λB

λB

λB

µBµB

µB

λC

λC

λC

µC

µC

µC

µC

µB

λA

λC

1

2 3 4

5 6 7

8

Figure A.8: State space diagram of a system consisting of n = 3 com-
ponent with 2n = 8 states.

The diagonal elements are:

a11 = 1−λA−λB−λC a22 = 1−µA−λB−λC

a33 = 1−λA−µB−λC a44 = 1−λA−λB−µC

a55 = 1−µA−µB−λC a66 = 1−λA−µB−µC

a77 = 1−µA−λB−µC a88 = 1−µA−µB−µC

The validity of the matrix can be checked by summing up each row.
Each row contains the state and all the transitions leaving this particular
state and thus the sum must be equal to unity:

r
∑

j=1

Pij = 1, ∀ i ∈ X (A.37)

Following equation (A.30), the system can be written with the following
set of linear equations:
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−(λA + λB + λC)P1 + µAP2 + µBP3 + µCP4 = 0

λAP1 − (µA + λB + λC)P2 + µBP5 + µCP7 = 0

λBP1 − (λA + µB + λC)P3 + µAP5 + µCP6 = 0

λCP1 − (λA + λB + µC)P4 + µBP6 + µAP7 = 0

λBP2 + λAP3 − (µA + µB + λC)P5 + µCP8 = 0

λCP3 + λBP4 − (λA + µB + µC)P6 + µAP8 = 0

λCP2 + λAP4 − (µA + λB + µC)P7 + µBP8 = 0

λCP5 + λAP6 + λBP7 − (µA + µB + µC)P8 = 0 (A.38)

The equations in the set of equations (A.38) are linearly dependent,
which is why one of them has to substituted with the following relation:

P1 + P2 + P3 + P4 + P5 + P6 + P7 + P8 = 1 (A.39)

This set of equations can be solved to give the following result:

P1 =
µAµBµC

(µA + λA)(µB + λB)(µC + λC)

P2 =
λAµBµC

(µA + λA)(µB + λB)(µC + λC)

P3 =
µAλBµC

(µA + λA)(µB + λB)(µC + λC)

P4 =
µAµBλC

(µA + λA)(µB + λB)(µC + λC)

P5 =
λAλBµC

(µA + λA)(µB + λB)(µC + λC)

P6 =
µAλBλC

(µA + λA)(µB + λB)(µC + λC)

P7 =
λAµBλC

(µA + λA)(µB + λB)(µC + λC)

P8 =
λAλBλC

(µA + λA)(µB + λB)(µC + λC)
(A.40)

In the first part of this appendix, reliability block diagrams have been
introduced, used for determining how the individual components con-
tribute to system success. This approach can now be used to calculate
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A
A

A B

B

B

C
C

C

a) b) c)

Figure A.9: Possible reliability block diagrams for the components rep-
resented with the state space diagram in figure A.8.

the probability of success and failure for particular configuration. Fig-
ure A.9 shows three possible configurations for which the corresponding
probabilities for success and failure will be discussed.

Figure A.9a) shows a configuration where the successful operation de-
pends on all three components; they form a series system. Thus, the
process is only successful as long as it resides in state 1 and consequently:

R = P1

Q = P2 + P3 + P4 + P5 + P6 + P7 + P8

Figure A.9c) shows the counter part to figure A.9a); the components
form a doubly redundant parallel configuration. Accordingly, the pro-
cess is successful unless it resides in state 8:

R = P1 + P2 + P3 + P4 + P5 + P6 + P7

Q = P8

Figure A.9b) shows a combination of parallel and series structures. Ob-
viously, the process is successful whenever component C is operating,
i.e. states 1, 2, 3 and 5. It is also successful as long as both component
A and B are operating, i.e. states 1 and 4. Thus, as long as the process
resides in any of the states 1, 2, 3, 4 and 5, the system is successful:

R = P1 + P2 + P3 + P4 + P5

Q = P6 + P7 + P8

This example closes the introduction into reliability modelling basics; for
more in-depth background information and further models and meth-
ods, the interested reader is recommended to consult the books, under-
lying this appendix [18, 19, 20, 21].



Kronecker Products and Sums

This chapter contains a short definition and overview of Kronecker prod-
ucts, following the book by Rausand [18].

With matrix A of dimension m× n and matrixb B of dimension p× q,
the Kronecker product, designated with the symbol ⊗, is given as:

A ⊗ B =











a11B a12B · · · a1nB

a21B a22B · · · a2nB

...
...

. . .
...

am1B am2B · · · amnB











(B.1)

Hence, the Kronecker product of both matrices results in a matrix of
dimension mp × nq. The Kronecker sum of two matrices is defined as
follows, for square matrices A and B:

A ⊕ B = A ⊗ Iq + In ⊗ B (B.2)

The matrix Ix is the identity matrix of dimension x. For more than two
matrices, associativity holds true:

A ⊗ (B ⊗ C) = (A ⊗ B) ⊗ C (B.3)

To illustrate the application, the transition rate matrix from section
A.2.3 is defined using Kronecker sums and products.

For this purpose, three individual and independent systems are as-
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sumed, represented with the following state transition matrices:

~PA · A =
[

PA1 PA2

]

·

[

−λA λA

µA −µA

]

= 0 (B.4)

~PB · B =
[

PB1 PB2

]

·

[

−λB λB

µB −µB

]

= 0 (B.5)

~PC · C =
[

PC1 PC2

]

·

[

−λC λC

µC −µC

]

= 0 (B.6)

First, the systems A and B are combined, as follows:

A ⊕ B =

»

−λA λA

µA −µA

–

⊗

»

1 0
0 1

–

+

»

1 0
0 1

–

⊗

»

−λB λB

µB −µB

–

=

2

6

6

4

−λA 0 λA 0
0 −λA 0 λA

µA 0 −µA 0
0 µA 0 −µA

3

7

7

5

+

2

6

6

4

−λB λB 0 0
µB −µB 0 0
0 0 −λB λB

0 0 µB −µB

3

7

7

5

=

2

6

6

4

−(λA + λB) λB λA 0
µB −(λA + µB) 0 λA

µA 0 −(µA + λB) λB

0 µA µB −(µA + muB)

3

7

7

5

Adding the transition rate matrix of system C gives the new transition
rate matrix D as:

D = A ⊕ B ⊕ C

= (A ⊕ B) ⊗

»

1 0
0 1

–

+

2

6

6

4

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

3

7

7

5

⊗

»

−λC λC

µC −µC

–

=

2

6

6

6

6

6

6

6

6

6

6

4

a11 λC λB 0 λA 0 0 0
µC a22 0 λB 0 λA 0 0
µB 0 a33 λC 0 0 λA 0
0 µB µC a44 0 0 0 λA

µA 0 0 0 a55 λC λB 0
0 µA 0 0 µC a66 0 λB

0 0 µA 0 µB 0 a77 λC

0 0 0 µA 0 µB µC a88

3

7

7

7

7

7

7

7

7

7

7

5
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The diagonal elements are:

a11 = −(λA + λB + λC) a22 = −(λA + λB + µC)
a33 = −(λA + µB + λC) a44 = −(λA + µB + µC)
a55 = −(µA + λB + λC) a66 = −(µA + λB + µC)
a77 = −(µA + µB + λC) a88 = −(µA + µB + µC)

The corresponding state probability vector is found as:

~P = ~PA ⊗ ~PB ⊗ ~PC =

























PA1PB1PC1

PA1PB1PC2

PA1PB2PC1

PA1PB2PC2

PA2PB1PC1

PA2PB1PC2

PA2PB2PC1

PA2PB2PC2

























T

The transition rate matrix D and the state probability vector ~P now
define the the new system as:

~P · D = 0 (B.7)

Compared with the state space diagram in figure A.8, some states are
defined differently, i.e. state 4 from figure A.8 corresponds to the 2nd

entry in the state probability vector, with component A and B being
operating while C is down. However, matrix D is consistent with vector
~P and they represent the same system as in section A.2.3.





Characteristics of Energy
Storage Devices

As outlined in section 4.1, storage devices can be represented as systems
with failure and repair rates. These rates depend directly on the charge
and discharge behaviour of the individual storage technologies and im-
plementations (equations (4.3), (4.5)). This chapter therefore shortly
discusses the general approach for modelling energy storage devices.

A storage device can be said to be charged with a certain charge effi-
ciency ηch(t) and to be discharged with a certain discharge efficiency
ηdch(t). Detailed models [56, 57] show that these efficiencies depend
on the momentary charge power Pst(t) and the momentary charge level
Est(t). The relation for the charging situation, where Est(t2) > Est(t1)
with t2 > t1, is defined as:

Est(t2) = Est(t1) +

t2
∫

t=t1

Pst(t) · ηch(Est(t), Pst(t)) dt (C.1)

For the discharge situation, where Est(t2) < Est(t1) with t2 > t1, the
relation is given as:

Est(t2) = Est(t1) −

t2
∫

t=t1

Pst(t) ·
1

ηdch(Est(t), Pst(t))
dt (C.2)

However, many system level investigations using energy storage devices,
assume constant charge and discharge efficiencies [29, 30, 31, 32]. Thus,

223



224 Appendix C. Characteristics of Energy Storage Devices

equations (C.1) and (C.2) can be written as:

Est(t2) = Est(t1) + ηch ·

t2
∫

t=t1

Pst(t) dt (C.3)

Est(t2) = Est(t1) −
1

ηdch

·

t2
∫

t=t1

Pst(t) dt (C.4)

The behaviour of electrical energy storage devices has been investigated
thoroughly in various studies, both on the technological level [56, 57, 58,
59, 60] as well as on the system level [29, 30, 31, 32, 61, 62, 63]. Usually,
the studies are performed with discrete time series and the integration
can then be replaced by a summation. Fewer publications exist on the
modelling and integration of energy storage devices for chemical and
thermal energy [13, 64, 65, 66, 67, 68, 69, 70]. In contrast to electricity,
gaseous and liquid energy carriers can be stored either in the trans-
portation facility itself or in locally concentrated storage facilities such
as tanks or caverns. The process of increasing the pressure levels at both
ends of the pipeline, allowing to store energy in the pipeline segment,
is usually referred to as line pack [68].
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[70] D. Rötsch, Zuverlässigkeit von Rohrleitungssystemen, Fernwärme
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