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Abstract

Polynomial approximations constructed using a least squares approach is
a ubiquitous technique in numerical computations. One of the simplest ways
to generate data for the least squares problems is with random sampling of a
function. We discuss theory and algorithms for stability of the least-squares
problem using random samples. The main lesson from our discussion is that
the intuitively straightforward (“standard”) density for sampling frequently
yields suboptimal approximations, whereas sampling from a non-standard den-
sity either by the so-called induced distribution or the asymptotic equilibrium
measure, yields near-optimal approximations. We present recent theory that
demonstrates why sampling from such measures is optimal, and provide several
computational experiments that support the theory. New applications of the
equilibrium measure sampling will also be discussed.
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