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0 Introduction

One year ago, X. Claeys published a paper [4] in which a new second kind
boundary element formulation for Helmholtz transmission problems was pre-
sented. The new method promises to be very well-conditioned in the sense that
the condition number of the Galerkin matrices is independent of the mesh size
h. Prior to this, the spectral condition number depended for first kind single
trace formulations on the mesh size as O(h~2) in the best case and one had to
use preconditioners to get acceptable convergence of iterative solvers.

In the same paper it was also mentioned that there is a bounded linear opera-
tor A, vanishing on the trial space used for the formulation of the Helmholtz
transmission problem.

In our thesis we are going to adopt this fact and modify Claeys’ method, tak-
ing advantage of the regularizing effect of the trivial operator A,,. It turns
out that the regularized formulation can be defined on a slightly different trial
space which makes it possible to discretize the problem using only piecewise
constant boundary elements. This in turn makes implementation easier and
has an advantage when the boundary data is not well behaving, for example at
discontinuities in acute corners of the domain. In these cases, the convergence
of the Neumann data is improved.

First, we give a brief introduction of boundary element methods for Helmholtz
transmission problems in two dimensions and fixes some notation (Chapter 1,
Sections 1.1 - 1.6). At the end of Chapter 1, different kinds of boundary element
formulations are stated. The first approach written down in Section 1.7 con-
cerns the classical method for transmission problems while the second approach
in Section 1.8 is based on the formulation developed by Claeys in Ref. [4]. We
implemented both methods in MATLAB. The first approach is used to have
a comparison with the results of the new method and is based on a bound-
ary element framework developed by Patrick Meury during his PhD at ETH
Zirich [10]. We dedicate the whole Chapter 2 to the implementation of our new
method.

The numerical experiments in Chapter 3 and their discussion conclude this
thesis.






1 Theory and Notation

1.1 Sobolev Spaces and Traces

First of all let us introduce the spaces which we are going to work on and some
basic operators and functions we are going to use quite often. The definitions
and theorems stated in this section can be found in most books concerning
boundary element methods, such as [12], [14] or [9].

Definition 1 (Lipschitz hypograph) An open set Q is said to be a Lipschitz
hypograph if 3y : R = R :

o [y(@) =yl < Llz —y| Vo, y € R
o O ={x=(z1,22)" € R?|zy < v(y)Vy € R}

Definition 2 (Lipschitz domain) An open set Q C R? is a Lipschitz domain
if 092 is compact and

e has a finite open covering W, i.e. YW € W : W C R? is open and
02 C Upwenw W.

e 1 a finite family of setsU s.t. VW e W IU eld : WNU =W NN

e YU €U : U can be transformed to a Lipschitz hypograph by rotations and
translations.

Informally speaking, the definition ensures that €2 is locally situated on only one
side of its boundary 9f).

Now let us introduce the functional spaces we are going to work on.

Definition 3 (L?(Q2)) For d € N and an open set Q C RY define the Hilbert
space L*(Q) to be the set of all measurable functions v: Qs C s.t. :

101720 = (v,0)L20) = /Q lv|? dx < oo.

On the boundary 9Q = T of a Lipschitz domain € we can define the space L?(T")
in the following way

Definition 4 (L*(T")) Let Q be a Lipschitz domain. With the aid of Def. 2 and
Def. 1 we have that there is a finite open covering W of I s.t. for all W € W
there is a local parametrization

¢w:(0,1) > WnNT.
Based on this fact we can define the space

L) :={¢:T = C|go&w € L*((0,1)) VW € W}.



It is a Hilbert space endowed with the inner product

(6t = [ ST dS(x),  where 0.6 € LA(D)

Other important spaces are the Sobolev spaces H()), H(div,Q), H(A,),
Hz(T) and its dual H~z (I):

Definition 5 (Commonly used spaces)

(@) = {ve o \ ooy = [ 108+ [Volax < oo}

H(div, Q)

0)” |l o= [ lall + aivaPax < oo

ve HY(Q ‘VU€H<le Q)}

{
=1
Cimp(Q) = {le ]v et >},
=1
{

v € (Cop() |90 € HY(A,Q) V6 € €5, (@)}

ve 2|l . :=/|v<x>|2ds<x>+/P/Fwdxdymo},

H™ 2 T := (H§ (I‘)) (topological dual).

H2(T) is equipped with the corresponding dual norm of Hz (T):

1
1 = sup

ol -3 ) i ol -
verrs oy foy 13 (r)

/U(X)mdS(X) .
r

An important concept we need to introduce are linear functionals taking the (in-
terior) boundary restriction, the trace of a function v € H'(2). For continuous
functions f € C°(), the definition might be intuitively clear:

YR f(x) = lim f(X), x¢€ .
xeQ:
X—x€00
It turns out that for Lipschitz domains €2, one can extend the trace operator 7%

continuously to the space H!(€):

Theorem 1 (Trace theorem) For a Lipschitz domain Q, the trace operator

YD is a continuous surjective linear operator from H'(Q) to Hz(09). It holds
the desired property that Vv € C>=(Q) C H():

Y3u(x) = v]aa(x) for a.e. x € IQ.

Consult [9, Theorem 3.37] for a proof.

Analogously we define another kind of trace operator, the conormal trace oper-
ator 3. But to do so, we first need to introduce the notion of the normal field
of the boundary 0f).



Definition 6 (Normal field) Let Q be a bounded and connected Lipschitz do-
main with the local parametrization v from Def. 2 and Def. 1 s.t. v € CL.
Then the normal field n : 9Q — S; C R? (S; is the 1-dim. sphere of radius 1)
is given by the vector field assigning to every point x € 0f) the vector

1

= ——(B2(x), = (x))T

n(x) :
perpendicular to the derivative of the local parametrization

v=(1,72)" :[0,1] - R?

of the boundary. Moreover, we assume that v is chosen in such a way that n is
always directed outside of the domain.

The Theorem below states that we do not need to assume additional properties
of 2 but bounded and connected Lipschitz to get the existence of a normal field:

Theorem 2 (Rademacher) Let Q) be a bounded Lipschitz domain with bound-
ary 0N). Then there exists an outer normal vector n almost everywhere on 02
which satisfies n € L (0N).

Now we are ready to define the conormal trace, also called Neumann trace,
of a function v € H} (A, Q). We start again with the intuitive definition for

feC=(Q):

"ng\llf(x) = .hng% l’l(X) : v)'(f(i)a X € aQa
;Hx;ece'aﬂ

where n is the normal field of 2. Again we are able to extend the conormal
trace operator % from C*°(Q) to H} (A, Q):

loc

Theorem 3 (Conormal trace theorem) The conormal trace operator 3 :
HE (A,Q) — H_%((?Ql is a continuous linear operator. It holds the desired
property that Vv € C>(Q) C HL (A, Q):

YRv(x) = n(x) - Volpa(x) for a.e. x € 9Q.
Moreover we have that the mapping below is surjective:

(v AY) - HNQ) x HL(AT) = HE(00;) x H™H(09),

Cf. [12, Theorem 2.8.3, Lemma 2.8.4] for a proof (the surjectivity follows then
by density of (75, ¥¥)(C5° () x C5° () in H=(9) x H™ 2 (9)) .



1.2 Formulation of the Problem

In this section we introduce the model problem we are going to consider. We
want to describe the behaviour of an incident wave hitting a penetrable or
scattering obstacle.

Figure 1.1: Model problem

We assume that the obstacle can be divided into several domains on which the
incoming wave has constant wavelength:

Let ©; C R?, i € {0,1,...,n} with R? = |J!"_,€; be a given domain complex.
Assume that the domains are numbered in such a way that €y is the only
unbounded domain, the outer space. To ensure that everything is well defined,
we assume the domains €2; to be connected and Lipschitz. We define the union
of all boundaries I' := (JI_, 8Q; to be the skeleton.

To handle the problem mathematically, we split the solution u of the problem
into two parts, u = Ujne + Use, Where ug. is the scattered part of the solution
and u;n. the incoming wave.

Given the above defined geometry together with a vector k = (ko, K1, ..., kn) €
R™*+! storing the wave numbers «; for every domain €);, we consider the following
Helmholtz transmission problem:

10



Find u € HL (A, R?) s.t.
—Atge(x) — K2uge(x) =0 x €y, Vi€ {0,1,...,n}, with (1.1)

lim |O)x| Use(X) — ikouse(x)|?do(|x]) = 0. (1.2)

Ix|=c0 JoB,,

where By 1= {y € R2‘|y| < |x|} and (1.2) is called the Sommerfeld radiation

condition which guarantees the solution to be unique by enforcing a decaying
outgoing wave.

In this thesis, u;,. is assumed to be a plane wave, propagating in direction
de Bl, i.e.

Uine (X) = exp (ikod - x), x € R?.

In the next steps, we reformulate the Helmholtz transmission problem using that

€ Hl _(A,R?) means by definition that u € H. _(R?), Vu € HL_(div,R?).
Thus, we have no Dirichlet jumps at the boundaries of €;, i € {0,1,...,n} and
only a sign flip in the Neumann data coming from the change of the outer
normal field. These conditions are called the transmission conditions. We get a

localized version of the problem:

Find u s.t. for all i € {0,1,...,n} we have u|o, € H} (A, ;) and

—Auge(x) — /@?usc x)=0 xe€,

D g 0 xe€ 89“
7](\?” u(x) +y¥u(x) =0 x e df, with (1.3)
lim |6‘x|usc(x)—i/@0usc(x)|2d0(|x|) =0.

1.3 Spaces of BEM

For boundary element methods, it is useful to introduce some special spaces.
First, the multi trace space H(I") defined as

H(T) := ﬁ (H%(8Qi) x H‘%((?Qi)> .

=0

It is a Hilbert space equipped with the inner product (by identifying the dual
space of H(T") with the space H(T') itself)

B(U,V) := Z/ ui@dS—/ piU; dS. (1.4)
oo 99;

11



Second, we denote the single trace space X(T'), a subspace of H(T") defined using
the spaces Xz (I') and X2 (T'):

n

T) := {(vo, vi, o) € [[ HZ (09)

[SIE

X

=0

Jv € H'(R?) s.t. ngv = v, Vi € {0,1, ...,n}},

n

() = {(qO, a1, - ) € [ H2(00)

=0

g
[N

3q € H(div,R?) s.t. n; - (v, 4% q = ¢, Vi € {0,1, n}}

where n; is the normal field of §;:
X(I) = {(vi,qi)ogign € H(T) | (vo, 01, ey vn) € XE(D), (41, G2 ooy ) € X—%(r)}

An important characterization of X(I') in H(T") is given by the following state-
ment:
For any U € H(T") it holds

UeXT)e B(U,V)=0 VvV eX(). (1.5)

See [4, Prop. 2.1] for a proof.
Finally we define Y(T") to be a complement of X(TI') C H(T).

Now we are ready to again reformulate the Helmholtz transmission problem
using the above introduced spaces:

Find u s.t. for all i € {0,1,...,n}, we have u|g, € H} (A, ;) and further-
more it holds:

7Ausc(x) - H?’USC(X) =0 for x € (),
(vgiumﬁiu)ogign € X(T') and (1.6)

lim |a‘x|usc(x)*inou50(x)|2dS(|XD =0.

Ix|=c0 JoB,,

1.4 Potentials and Boundary Integral Operators

Now we are ready to introduce the notion of the fundamental solution G, which
is going to be very important later on.

12



Definition 7 The solution G, to the Helmholtz equation with the Dirac distri-
bution in zero as the right hand side:

_Agn(an) - /4’2gf€(xay) = 60(X - y)a X,y S RQa with

lim /8  enGe(xy) - 66y o~ yl) =
[[x=yll

llx—yll—o0

(1.7)

is called fundamental solution of the Helmholtz operator. The equation (1.7) is
meant in distributional sense.

It can be given analytically to be
i
Gl y) = JHy (sllx —yl). ~ € Ry, (1.8)
where H(gl) is the Hankel function of the first kind, also known as the Bessel

function of the third kind (see Appendix A for more information) .

To give a motivation, we show in the following what idea the boundary integral
equations are based on. We start with the Green’s formulas and derive a rep-
resentation of the solution u of the Helmholtz problem (1.3) only involving the
traces Wg"'u, 'ng\z,iu, i€{0,1,..,n}.

First we use Green’s first formula, also known as integration by parts, applied
to the Helmholtz operator (weak form):

- / (A + #2) uly)oly) dy + / 2Ruly)Bo(y) dS(y) = / Vuly) - Voly) dy.
Q r Q 19)

Utilizing the symmetry in v and v of the equation above we get Green’s second
formula applied to the Helmholtz operator:

- / (A + K2)u(y)oly) dy + / 2 Buly)rBo(y) dS(y)
Q I

_ / (D + R2)o(yu(y) dy + / 2Bo(y)Buly) dS(y)
Q I
(1.10)

and finally by plugging in the first Green’s identity for the function w into (1.3),
we obtain for all v € C§°(R?) and i € {0,1,...,n} that

| A=t dy

= / T uly)vpiv(y) dS(y) - / Ty uly) dS(y).
. o (1.11)

Setting now v(y) = Gu,(x,y), x € R?\T fixed, i € {0,1,...,n} we get by
rewriting (1.11), the following identity:

u(x)xq, (x) = /d N TN Y)Yy Gr, (%, ¥) dS(y)

. /a o TNy Gr, (5, Y75 u(y) dS(y), (1.12)

13



where xq, is the characteristic function of the set ;.
Now, summing over all ¢ € {0,1,...,n}, we arrive at

u(x) = ; { /a N TN Y)Yy Gr, (%, ¥) dS(y)
- [ Gy umase |
90,
(1.13)

This equation is the starting point for boundary element formulations. The
idea is to find 'ygiu(y), v%u(y) for all y € T, i € {0,1,...n}, satisfying the
transmission conditions in (1.3) and then plugging them into (1.13) to get the
solution of the Helmholtz transmission problem on the whole space R2.

Before we continue developing the boundary element equations, we have to
introduce some established notions concerning equation (1.13):

Definition 8 (Global, double layer and single layer potential) Tuking
the right hand side of equation (1.13) and interpreting it as a continuous opera-
tor taking functions from X(T') to [}, HE (A, Q) (for details c.f. [12, p. 112
fI-]), we define the global potential

n

O {UN(x) ==Y {SLy {pi}(x) + DL {wi}(x)}, x€RAL, (1.14)

=0

where U = (uy;, pi)ogign e X(T') and

D‘Cfm : H%(aﬂl) — H Hlloc(A5§j)7
7=0

DLLoH) == [ i) VO, (xy)on)dS(y). v e HEOR), (115)

denotes the continuous double layer potential, where on the other hand
S H™2(09) — [[ HL.(A,9;),
j=0

SCAD00 = [ Guxy)aw)asy). aemhoR). (119

represents the single layer potential which is a continuous mapping between the
two spaces above.

The next step is to find the equations to solve for the traces ’y%u, fng\z,u Since
the global potential has its image in [["_, H}.,.(A, €;), taking traces of it is well
defined by Theorem 1 and 3. So we obtain the equations by simply taking the
traces of equation (1.13) on both sides for all i € {0,1,...,n}, x € 9Q;:

) = 15 (50, 75 ) osicn )
(1.17)

14



By equation (1.12) we have that for the trace on 9€; only the potentials indexed
by ¢ have a contribution:

Vp u(x) =75 DL, {7p u}(x) + 75 L {n u} (%),

4 o , o . (1.18)
Ypiu(x) = Y5 DL {vgiuk(x) + 75 SLL {7 ul(x).

Admissible boundary data of the Helmholtz solution is given by the set of
Cauchy data:

Definition 9 (Cauchy data) Let i € {0,1,...n} and (v,q) € H?z(8%;) x
H*%((?Qi), We say that (v, q) is a Cauchy datum of the domain $Q; if there is a
u € Hioe(A,Q;) such that equation (1.1) holds in §; and (1.2) holds additionally
if 1 = 0. Moreover we demand that ygiu =v and vy'u = q.

The space of Cauchy data of 9€; is defined by C(9€2;). The global Cauchy data
space is denoted by C(T) := []"_, C(9%Y).

Additionally, there is another equivalent characterization of the Cauchy data
C(992;). One direction of the equivalence we obtain directly using identity (1.18).
For more details consult [9, Section 6.3].

Theorem 4 For alli € {0,1,....,n} and any (v,q) € Hz(9Q;) x H2(99Q;) we
have that

Vo DLy v} + 75’ SL {a} =

Y DL, {0} + 98 SL {a} = a

or globally, by summing over all i € {0,1,...n}, we get for U € H(T):
U = (vj;45)o<j<n € C(T)

iy (1.20)

(v%i DL, {v;} +7p SL e AN DL (v} + 9w SL {4 }> -

0<i<n

(v,q) € C(O%) < { (1.19)

Now, with the intention to get in the end an explicit representation of ’yggSﬁf;j,

72§S££j7 ’ygfl)ﬁf;j and ’y]S\z;DE{;j fori,j € {0,1,...,n}, we introduce the bound-
ary integral operators:
Definition 10 (Boundary integral operators) Let ¢,j € {0,1,...,n}.

The weakly singular operator V,ij ,j denotes the continuous mapping

Vi =y SLL  HTE(09;) — H? (00).

) Kj

The double layer potential ICfij denotes the continuous mapping

. 1 . c . 1 1
K5 v, = —5 (0B DL, +p DLL)  HE(09) — H* (90;)

J, Kj

and the adjoint double layer potential IC’;-’ x, the adjoint of IC; x,» IS given by
the continuous operator

i 1 _ ; c ; _1 _1
K’ = o (Y SLL +w SLL) - H™5(0%y) — H™%(09).

Jy Kj 2

15



Finally, we have the continuous hypersingular operator W,ij

3 i i 1 _1
Wi, =N DLL  H?2(09;) — H™ 2 (0%;).
For a proof of continuity consult [12, Theorem 3.1.16]{. We have to keep in mind
that the definitions of the double layer potential DL, = in [12] differ by a minus
sign.

If we assume additionally that the surface I' lies in C’gw, the class of piecewise
two times continuously differentiable functions, it is possible to show (using the
Jjump relations stated directly below) that the identities of Theorem 6 below

hold (c.f. for example [12, Theorem 3.3.14 and 3.3.15]).

Theorem 5 (Jump relations) Let Q; be a bounded Lipschitz domain. The
single and double layer potentials satisfy for all (v,q) € H? (0€;) x H_%(O”'Qi)
the jump relations

SEL o) 5Ll la) =0 i 11 012)
VBDLL (o}~ 7B DLL {0} =~ in H 2 (09)
YN SLi a} =7V L fa} = —a in H~*(00)
DL o}~ DL, {0} =0 in H4(00)

for a proof consult again [12, Theorem 3.3.1]. Attention has to be paid to the
definition of DL] , differing by a minus sign.

Theorem 6 (Identities for boundary integral operators)
For v, q € C},,(T) it holds for alli € {0,1,...,n}:

1

Yo DLL {v} = 50 Ki . Av} in L*(0Q),
()¢ i _ 1 i 72
vp " DL A{v} = 5V Ki e Av} in L*(08Y;),
) 1 i
Vﬁisﬁzi{q} — _<_ 2Q+K/i,m{q}> a.e. on 0%);,
e ) 1 i
,Y](\?z) Sﬁzi{q} — _ <2q T ’C/i7mi{Q}) a.e. on 0f);.

Now, combining Theorem 6 with Theorem 4, we reformulate the Helmholtz
transmission problem (1.6) again only involving traces and the boundary po-
tential operators. To do so, we introduce another operator, called Calderon
operator:

Definition 11 (Calderon operator) The Calderon operator C,, is a contin-
uous operator from H(T') to itself, defined as

C, = diag (C;, )

0<i<n’

where

Ci.

K

o _]Cg,n Viizn
B Wii,n IC,;, K

16



Moreover we have that % + Cy is a projector, i.e. (% + Cﬁ)| =1Id It

is clear by definition (see (1.20)) that Im(Z +C,.) = C(T).

m(%+c,)

We get because of the projection property of %d + C, that the following formu-
lation is equivalent to (1.6):

Find U := Use + Uy € X(I),
with Ujpe := (vg”umc, 'y?,“umc, 0, ...,0)T such that

Use — (IQ—d +Cy)Use = 0, (1.21)

where we interpret U, as a column vector.

To do numerical computations, it is absolutely necessary to have concrete rep-
resentations of the boundary integral operators. Unfortunately, the integrals
involved in the intuitive representation do not exist in the usual manner. The

operators V; . K ) K’ ; x, can in general only be defined as improper inte-

grals and sz x, €ven only as a Cauchy principal value.

Definition 12 (Cauchy principal value) For a kernel function k one says
that the Cauchy principal value exists if for all functions f € L*°(T), with f
Hélder-continuous with exponent X > 0 (consult [12, p.48] for a definition):

limy k(x,y)f(y)dS(y) (1.22)
“0Jr\B.(x)

exists in a local neighbourhood of x € T'.

Theorem 7 (Integral representations of boundary integral operators)
Fori,j €{0,1,....,n}, ¢ € L=(9Q;) and x € IQ;, we have the following integral
representations of the boundary integral operators:

Vi {6}(x) = /a Gu(x.¥)0(y) dS(y)

K {6}(x) = / n;(y) - VyGu(x,y)6(y) dS(y)

J

K d0H0) = [ i) Vabi y)oly) dS(y)

29,

W9} = —mi) Vi | 05(v) 936, ¥)6(3) dS ()

For a detailed derivation, see [12, Subsections 3.3.2, 3.3.3 and 3.3.4].

1.5 Boundary Element Spaces and Approxima-
tion Properties

Until now, we have defined the machinery which is needed to formulate bound-
ary element methods. To be able to approximate the unknown Dirichlet and

17



Neumann data, we need finite dimensional subspaces of the spaces defined in
Section 1.3. To do so, we first of all we have to substitute the skeleton I' by
a piecewise linear approximation I'gjsc. The skeleton I'gjsc then can be decom-
posed into finitely many, relatively open, linear panels or segments S, which
build together a regular (boundary) mesh T of Tgis. and satisfy the following
conditions:

1. T is a covering of T'gisc, i.e.

Fdisc = U S.

SeT

2. Every segment S € T can be described by the affine mapping
£s:[0,1] = S, &s(t) = (Pos — Pig)t + Prs,
where Py g, P>g are the two vertices of the segment S.

3. T is regular, i.e. for two different segments S, S’ € T there holds:

SNS =Por {P},where P is the common vertex.

We also introduce the mesh width hy and the quasi-uniformity gr of a surface
mesh T

hr = Poo — P
T ?Q%‘ 25 155

hr
minger [P2g — Pig|

qr =

To study the convergence of boundary element methods, we are going to use
sequences of boundary meshes (7;);eny with 7341 C 7; for I € N and hy; — 0
for [ — oco. To obtain convergence of the approximation it is essential to have
quasi-uniformity of our mesh sequence (7;);en:

sup gy < g < 0.
leN

1.5.1 Discontinuous Piecewise Constant Boundary Elements

Let Igisc be piecewise linear and let 7 be a boundary mesh on I'gjse. Then
SS—(FdiSC) denotes the set of all piecewise constant functions on the mesh 7

83 (Paise) = {¥ € L>°(Taisc) | VS € T : 1|s is constant } .

Every function ¢ € 8% (Taisc) is defined by its constant values g on the seg-
ments S € T and can be written as

P(x) = sxs(x),

SeT

where

1 xeb,
Xs i Laise = R, xs(x) =
0 elsewhere

18



denotes the characteristic function of the segment S € T.
This shows that SY(Iaisc) is a vector space of dimension N = #{S|S € T}
with basis {xs|S € T}

The theorem below gives us an estimate of the approximation error. A proof is
found in [14, Theorem 10.4]:

Theorem 8 Let T yisc be a piecewise linear skeleton and o € [—1,0]. Further-
more let u € H*(T 4isc) be given for some s € [0,1]. There holds the approzima-
tion property of S%)—(Fdisc)

inf u—v||gor, ) < ChS|ulgs 1.23
vESY (T ise) Il = vllere (e < O il e o) (1.23)

1.5.2 Continuous Piecewise Linear Boundary Elements

The discontinuous boundary element functions introduced in the section before
are not contained in H 2 (Tgisc)- In order to obtain discrete subspaces of the clas-
sical space of Dirichlet data H %(I‘disc), we introduce the continuous piecewise
linear boundary element space S%—(Fdisc).

Let Tgjsc be again a piecewise linear approximation of the skeleton I' and let T
be a boundary mesh on Tgisc. Then S+(Tyisc) denotes the set of all piecewise
linear and globally continuous functions on the mesh 7T

S%—(I‘disc) = {w € C°(Tgise) ‘VS €T :¢|s € P1(S), the set of lin. polyn. on S} .

Every function ¢ € 8% (Pgisc) is defined by its nodal values ¢, on the vertices
P, the edge points of the segments S € 7. The set of all vertices is denoted
by
V(T) :={P € Taise |35, §' € T s.t. {P}=5n5}.
Using this notation we can express all ¢ € S}r(FdiSC) in the following way:
bx) = D vrép(x),
Pev(T)

where
1 x =P,
¢p : Tagise 7 R, QSP(X) =140 X € V(T)\{P}> ’
linear elsewhere
denotes the hat function associated to the vertex P € V(T).

This shows that S7-(Taisc) is a vector space of dimension N = #{P|P € V(T)}
with basis {¢p | P € V(T)}.

The Theorem below gives us an estimate for the approximation error. A proof
is found in [14, Theorem 10.9]:

Theorem 9 Let T g5 be a piecewise linear skeleton, and o € [0,1]. Further-
more let u € H*(T gi5c) be given for some s € [0,2]. Then there holds the
approzimation property of S+(T gisc)

inf u — || go < ChF % ulgs 1.24
VESL (T gine) || ||H (Taise) = T ‘ |H (T disc) ( )
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1.6 Important Results from Functional
Analysis

Let H be a Hilbert space. Let T': H — H* be a compact operator with ¢ :
H x H — C, defined to be its associated sesquilinear form {7, ). Moreover,
let F' € H* and a(-,+) : H x H — C be a sesquilinear form. We consider the
following abstract variational formulation:

Find v € H such that

a(u,v) + t(u,v) = F(v) Yve H. (1.25)

The discretization of (1.25) can be obtained substituting the Hilbert space H
for a finite-dimensional subspace S

Find uy € S such that

a(un,v) + t(uy,v) = F(v) YveS. (1.26)

Next, we introduce the notion of H-ellipticity:

Definition 13 (H-ellipticity) A sesquilinear form a(-,-) is called H-elliptic
if there is a constant v > 0 such that

Vue H: lalu,u)] > Allul} (1.27)

Then we have the following important result which gives us existence and
uniqueness of the solution and convergence of the discrete approximations wu;
of u in H for [ — co. Moreover, we have quasi-optimality for the approximation
errors:

Theorem 10 Let H be a Hilbert space and (S;); a dense sequence of finite-
dimensional subspaces in H. We assume that for the sesquilinear forms a(-,-)
and t(-,-) of the variational problem (1.25) it holds:

1. a(-,-) satisfies the ellipticity condition (1.27).
2. The operator T associated with the sesquilinear form t is compact.

3. We assume that, for F=0, (1.25) only has the trivial solution:

Yo e H\{0}: a(u,v)+t(u,v) =0=u=0. (1.28)

Then the variational problem (1.25) has a unique solution w € H for every
FeH"

Moreover there exists a constant lg > 0 such that for all I > ly the Galerkin
equations (1.26) (taking S; instead of S for everyl € N) have a unique solution
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u; € S;. The sequence (up); of the Galerkin solutions converges to u and, for
1 > 1y, satisfies the quasi-optimal error estimate

lu — wil|g < C min ||ju —v||g (1.29)
v ES]

with a constant C which is independent of I.

For a proof consult [12, Theorem 4.2.9].

1.7 First Kind BEM Formulation

In this section we introduce the classical single trace formulation of the boundary
integral equations, first analyzed by Von-Petersdorff in [15] and written down
in the above introduced functional setting in [4].

We get the formulation directly from (1.21), building a variational formula-
tion out of it using the sesquilinear form B(-,-) and taking test functions V €
X(T):

Find U € X(I') such that

B((I; - CK)U, V> - B((Izd - CK)UinC,V> YV e X().  (1.30)

Making use of the single trace space’s characterization (1.5), we arrive at the
equivalent first kind single trace formulation

Find U € X(T") such that

B(-C.U,V) = B((I; - CN)UMC, V) vV e X(I). (1.31)

If one is interested in a proof of equivalence to (1.21) or a proof of existence and
uniqueness of the solution we refer to [4, Proposition 4.1] .

We are going to use this classical approach to compare our results with. The
code is based on a BEM framework for acoustic scattering developed by P. Meury
during his PhD at ETH Zurich (for details consult his thesis [10]).

1.8 Second Kind BEM Formulation

In the following we are going to write down statements concerning the method
recently developed by Xavier Claeys [4]. Afterwards we modify the statements to
our needs. The intention is to derive a formulation so that we can use piecewise
constants to approximate both, Dirichlet and Neumann trace of our solution to
the transmission problem discussed in section 1.2. To do so, we first of all make
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some definitions and state some theorems and lemmas from [4]. For detailed
information and proofs we refer to [4].

Definition 14 (boundary integral operator A,) The operator A, is a con-
tinuous linear operator based on the global potential defined in Definition 8:

A, H(D) — H(D),
AcU) = (43 @), 1 @u(0)) (1.32)

0<i<n
Lemma 1 Assume that k; = ko Vi € {1,2,...,n}. Then

dU)(x)=0 vxeR? VU e X(T).

The lemma directly implies:

Corollary 1 Assume that k; = ko Vi € {1,2,...,n}. Then

A (U)(x)=0 vxeT, VU e X(I).

One of the central statements of the paper [4] is given by Theorem 11:

Theorem 11 Let § > 0 be small enough such that max;je(1.2,... n} [Kj — Kol <&
and (Id — Ay )|xry is an isomorphism (small contrast assumption). Then u €
H} (R?) is the solution to the problem (1.1), (1.2) if and only if

U= (’yg"u,’yf,iu) e X(I) (1.33)

0<i<n

and
(Id — A,) U = (Id — A) Uine, (1.34)

. Q; Q;
where Ujpe := (’YDluinm ’YN’Umc)ogign-

So, combining the statements of the theorems above, we can reformulate the
transmission problem in the following way:

Find U € X(I") such that
(Id - (Ax — Ag,)) U = (Id — Ak) Uine, (1.35)

where U 1= (vg"'umc, ’y]%iuinc)ogign and A, denotes the operator de-
fined in (1.32) with k; = ko Vi € {1,2,...,n}.

In what follows next, we are going to see that we can modify the function spaces
we are working on, because taking the difference A, — A, instead of A, has a
regularizing effect on the operator.

We introduce the spaces H(I'), X(I') and Y(T"), slightly modified versions of the
multi trace space H(T"), the single trace space X(I') and its complement in H(T"),
Y(I'). We obtain their definitions by just substituting Hz (%) x H ™z (98;)
everywhere for L2(9€2;) x L?(95);) (see Section 1.3).
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The next theorem gives us not only the well-definedness of the considered op-
erator on H(I') = []}_, L?(98;) x L*(9€;), but also implies existence and
uniqueness of the solution of (1.35) on the extended space X(I'). So we ob-
tain that it is indeed possible to extend the space of Dirichlet data to L?(92;),
i € {0,1,...n}. This is crucial for us, since our aim is to approximate both,
the Dirichlet and the Neumann data of the solution u by piecewise constants.

Theorem 12 The operator A, — Ay, is a compact operator from fEV]I(F) to itself.

Proof of Theorem 12: To proof our aim, we are following closely [12, Remark
3.1.3]. First of all we need another representation of the single and double layer
potentials (Definition 8). We take any 4, j € {0, 1,...,n}. Following [12, Section
3.1.1], one derives that they can be expressed using the Newton potential

= /Q G, (x,y)0(y) dS(y).

Namely, Sﬁl {¢} — NZ ’Ygi/, Dl:z {¢} — _Nl ,Y]S\llj/’ Where ')/gil7 ’y%/ denote
the adjoint trace operators of 7D , Tesp. ’yN We have that

Vi, = Vi = Y8 N, = NI,

Jy Kj Js Ko
i i 1 ) Q° ; AN
IC],HJ K:],m) = 5(7%1 +’7Dl)(N;gJ _Nrgo)’yN ’ ( )
1.36
3 1 . Qj/
K:l;,ﬁj _’C/] Ko 2(’YN +rYN )(N] Nrgo)FYD ;
. Q.!
W; Kj WJl Ko _WN (N] Nfzo)W’N] :

Furthermore, we need a more general result for the trace mappings. [9, Thm.
3.37 and Thm. 3.38] lead to the following statement for Lipschitz domains:

For s € (§ 5) the mapping

VR H () — H 7% (09;) (1.37)

is continuous.

This implies that the Neumann trace is compact from H27¢(;) to L2(99;)
for any % > € > 0 using the following decomposition together with the Rellich
Theorem [12, Theorem 2.5.5] for the compact embedding in the end:

25 S s=14¢
QR Y HE (div, ) © (HEF ()2 SRR T (e g0,))?

loc loc loc
— 2 H(09Q;) cC L*(9).

(1.38)
Writing out the operator, it turns out that we can represent A, — A, using the
integral operators defined above in (1.36) together with the identity operator Id
on L2 (an)
It is well-known that adding a multiple of the identity Id and taking the prod-
uct of continuous operators is a continuous operation. Also we have that the
composition of compact and continuous operators is again compact. Thus, we
can reduce our claim to the following claim:
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Claim 1: The operators written down in (1.36) are compact on the following

spaces:
Vi, n —Vj . - LP(09)) = L (0),
K, — Kb, L2(09) — L2(0%),
S , (1.39)
,C] K *ICJ Ko : L (aQ])*)L (69,),
Wi, = Wi ry : L2(095) = L*(0).

When we expand the kernel (G, — G, ) of the Newton potential (N 1— N
into series, we obtain that it has the form (c.f. Equation (2.6)):

plx = yl) +log(llx = ylDa(llx = yl) + C, (1.40)

where p, ¢ are analytic in ||x — y|| and of homogeneous degree 2. C is a term
independent of x and y.
So we have by [8, Definition 7.1.1 and Equation (7.1.2)] that G., — G, has a
pseudohomogeneous expansion of degree 2. Therefore, using [8, Theorem 7.1.1],
we get that

Ni, — N3, € £34(),

where by E;ﬁ(Qi) we denote the set of all classical pseudodifferential operators
of order (—4) (cf. [8, Definition 6.1.6, p.310 (def. “pseudohomogeneous/classical
symbol”)] for detailed information).

Thus, by [8, Theorem 6.1.12], the below mapping is continuous for all s €

R:
Ng] 7'/\/'] fomp(Q ) — ngo—ic_4(Ql)' (141)
Now, combining (1.41) with (1.38), (1 37) ( .36) and the fact (cf. [9, p. 77, 78])
that HJ (2 ) = HCO;(’W(QZ»)7 H(Q)" = 5(9;), and
S+e * -2/
Hlf)c (A Q ) C chomp(Q ) 2(Q ) Hco?np(ﬂ )
for % > ¢ > 0, we obtain:
G trom (1. NéfN»g ys=—2 € Qi, rom (1.
12(90) T, g2 (90 N B9 € AT (A0 O, 290,
compac
R rom (1. N] 7N] ; s==2 Qi, s=
L2 (o0 X O, g (00 S HE () € HL(Q) 22T HE (000) cc LA(00)),
Q0 N7 ./\/’7 , s=—1 2 fom (1.2
L2(00) c H-3(00,) 2270 g1 () 2T g () © HE (A, ) T AT, £ @9),
compac
2 1 vgi/, s=1 1 NrJv ; —Nioﬂ s=-1 3 1 WQi, s=1 1 2
L*(09Q4) C H 2 (09) ——— Hoopmp(U) —————— Hipo () C Hipe(Q) —=——— HZ(0Q;) CC L*(99),

where the compact embeddings are obtained using Rellich Theorem [12, Theo-
rem 2.5.5].

So we have shown Claim 1. This directly implies by the above that (.A,.i — .A,.m)
is a compact operator on H(T'). This closes our proof.
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O

Indeed, we have found a second kind formulation of Fredholm type, since in
equation (1.35) we have the identity operator plus a compact one. Moreover, it
holds:

Theorem 13 Let § > 0 be small enough such that maxje(12,... n} |Kj — Kol <6
and (Id — (Ax — Axo))lgr) is an isomorphism (small contrast assumption).
Moreover, for all i € {0,1,...,n}, let Q; be Ct1 domains (cf. [9, p. 90]). Then
u € HL (R?) is the solution to the problem (1.1), (1.2) if and only if

U= (vg"mv%u) e X(I (1.42)

0<i<n

and
(Id— (A, — Ay,)) U = (Id — Ay) Uine, (1.43)

e (A8 Q;
where Ujpe = (FYD Uine, YN uinc)OSign-

Proof of Theorem 13 Using the statement of Theorem 10 and Theorem 12,
it only remains to show that Id — (A, — As,) is an injection on X to proof the
existence and uniqueness of the solution to (1.42), (1.43).

Claim 1: Id— (A, — As,) is an injection on X.

In the case of k; = ko, Vi € {1,...,n}, we have that A, — A,, = 0 and thus
Id — (Ax — As,) = Id, what implies injectivity for the case k; = kg, Vi €
{1,...,n}. The extension to problems satisfying the small contrast assumption
we get from [4, Theorem 5.1]: The Theorem implies that the operator is injective
on X(I') NH(T), which lies densely in X(I'). This gives us, using continuity of
Id— (A, — A,,), injectivity of the operator on the whole space X(I‘)

To proof equivalence of the formulation (1.42), (1.43) to the problem (1.1), (1.2),
we only need to show its equivalence to (1.35) (using Theorem 11).

Claim 2: The solutions of the two formulations (1.35) and (1.42), (1.43) agree
with each other.

For strongly elliptic partial differential equations with incident plane wave, we
know the Dirichlet resp. Neumann data of the solution 'ygi resp. 'y%'u to
be in L2?(9Q;) (combine [9, Theorem 4.20] for r = 0 together with (1.38)).
Thus, we have for the unique Helmholtz transmission solution u of (1.35) that
(Vu, v ) € X(T) N H(TI) ¢ X(I'). Since the equations in (1.35), (1.43)
coincide, we have that their unique solutions have to be the same.

This closes the proof of Theorem 13.

O

We obtain the variational formulation of (1.42), (1.43) by plugging the equation
into the sesquilinear form B defined in (1.4). The sesquilinear form is clearly
valid for our modified space: The terms in the definition of B are just the
standard L2(9€;) inner products. Thus, well definedness is clear and non-
degeneracy follows directly.

So by non-degeneracy of B, we get the weak formulation of (1.42), (1.43), taking
test functions out of H(T):
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Find U € X(T') such that
B((Id— (Ax — Ap)) U, V) = B((Id — Ay) Uine, V) VV € H(I'), (1.44)

where Ujp,e 1= (’ygiumc, ’Y%Umc)ogign and A, denotes the operator de-
fined in (1.32) with k; = ko Vi € {1,2,...,n}.

Since Claeys showed that for the weak form of (1.35), it suffices to take test
functions out of Y(I'), our aim is to do the same for the modified formulation
(1.42), (1.43).

We remark that we can adopt the important property stated in [4, Prop. 2.1]
of the single trace space X(I') to our space X(I') (just replace Hz(9€);) resp.

H~32(0%;) by L2(8;) in the proof there). It implies directly that X(T") is closed
. B(U,V)=0 WV eX{I) < UeX([). (1.45)
Closedness of X(T') together with Theorem 12 and density of X(I') N H(I') in
X(T) allows us to adopt the statement of [4, Corollary 5.1] to our modified space:
Theorem 14 (A, — A,,) maps X(T) into itself.
Combined with (1.45), one obtains for all U,V € X(I):

B((Id— (Ax — Ax,))U, V) = B(U,V) — B((Ax — A, )U, V) = 0. (1.46)
Thus, we can restrict from H(T') to Y(I'). More precisely, we have that

B((Id—(Ax—A,))U, V) =0, ¥V € Y(I') = B((Id—(A.—A,))U,V) =0, VYV € H(D).

And so we get, using non-degeneracy of B, the following final reformulation of
the problem (1.44) resp. of the original problem (1.1), (1.2):

Find U € X(T') such that
B((Id— (Ax — Ae)) U, V) = B((Id — Ag) Upne, V) YV € Y(I), (1.47)

where Ujpe := (v%’umc, Wﬁiuinc)ogign and A, denotes the operator de-
fined in (1.32) with k; = ko Vi € {1,2,...,n}.
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2 Implementation and
Coding

Uine

geometry corresponding mesh

Figure 2.1: Example problem

In this Chapter we are going to explain our implementation with the help of a
simple three domain Helmholtz problem having the geometry of two triangles
forming a square, as shown in Figure 2.1. The incident wave uj,. has the
direction of propagation d = (dy,d>)? and the wave numbers for each domain
are stored in k = (Ko, K1, ko) 7.

2.1 Skeleton Discretization

We discretize our skeleton I' using linear segments. It is stored using a class
called skeleton having the following member variables characterizing the mesh:

e number_of_segments : stores the total number of segments, in the follow-
ing always denoted by Ngeg.

e pl: 2 X Ny-matrix, storing the coordinates of the first edgepoint P;; of
the i*" segment S; in p1(:,1).

e p2: 2 X Nyeg-matrix, storing the coordinates of the second edgepoint P»;
of the i*" segment S; in p2(:,1i).
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e normal : 2X N, 4-matrix, storing the normal vector ng, of the ith segment
S; in normal(:,1i).

e size: 1X Ngg-matrix, storing the size of the ith segment S; in size(1,1).

e adjacent : 2 X Nyeg-matrix, storing the domains lying adjacent to the i*®
segment S; in such a way that the outward pointing normal n;, of the
domain numbered by adjacent(1,i) =: ¢; points in the same direction
as ng,, while the outward pointing normal n;, of the domain numbered
by adjacent(2,i) =: is points into the opposite direction of ng,.

Let us construct the class for our example. For simplicity we discretize the
boundary using as few segments as possible (see Figure 2.1). Thus, we have for
the skeleton skel representing the mesh of our example:

e skel.number_of_segments =25,

o skel op_ (05 0.5 -0.5 -0.5 -0.5
‘P2~ 1-0.5 0.5 0.5 -0.5 -0.5)°

0.5 -0.5 -0.5 0.5
'Skel‘p2_<o.5 0.5 -0.5 -0.5

1 0 -1 0 =2
e skel.normal = 2
<o 1 0 -1 ¥2 )’

oskel.size:(l 11 1 \/5),

. (2 1 1 2 2
oskel.ad_jacent(o 0 0 0 1>.

One should remark that the choices are not unique. For example the choice
for the first and second edgepoint can be interchanged or one could swap the
orientation, i.e. the sign before the normal vector, for each segment.

2.2 Assembly of Operator Matrices

In this section we are going to derive a matrix representation of our operator
(.AN — A~0)~ Since we are going to take segmentwise constant ansatz and test
functions it makes sense to partition the operator into its segmentwise restric-
tions.

Segmentwise notation of U € X(Fdisc): We first of all have to introduce
a new segmentwise notation of the elements U = (v, ¢j)o<j<n € X(Fdisc). We
focus on an arbitrary segment S; for ¢ € {1,..., Neseg}. Using the property
stored in adjacent, here shortened to (iy, i)’ := adjacent(:,i), we have by
definition that there is a u € H'(R?) and a q € H'(div,R?) such that for the
Dirichlet data we obtain

Qi2
S; U ="7p

Qil
Si = ’YD

Uil Siu = Uiz Si»
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Qo

domainwise segmentwise

Figure 2.2: Representation of U € X(Fdisc), example for segment Sy

and for the Neumann data

Q; Q;
Qi1|sz‘ =1g, - (’YD ! y YD 1)|Siq

=n;, - (7p" 7" )sa

= _niz : <7D27’YD2) Siq: qiz Sis

using the jump conditions for q resp. « from Theorem 5. Thus, we can represent
U € X(Tgisc) as

U= (vil

T (5. ~\T
Sir Qi1 |S;sViy|S;» —diy Si)lSiSNseg —- (uivpiauia 7pi)1§iSNseg~

Finally, projecting into the piecewise constant boundary element space SQ—(FdiSC),
we can write U € X(Tgisc) N S%)—(Fdisc) as

T
~ 1 0 1 0 AN..
U- (mm 6 ¢ o O ) eCtes, (1)
1<6< Nuceg
which represents the coefficient vector relative to the ansatz functions xg,, for
i€{l,...,Nseg}-
(X) . 1 xeb;
XS ' 0 else
is the characteristic function of the i*" segment S;. Define also
U = (Ui, Pi)1<i< Nooy € CHVo0s

to be the segmentwise Dirichlet resp. Neumann data.

In Figure 2.2 one can find an example explaining the segmentwise representation:
Focusing on segment S5, the adjacent domains of the segment are Q; and .
)5 has the same orientation as Sy, while €2 is oriented contrariwise. Therefore,
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the Dirichlet data ve of €5 restricted to the segment S5 is defined to be the
Dirichlet data us of segment S5 and coincides with the Dirichlet data vy of the
adjacent domain €27 restricted to S5. For the Neumann data we have that gs of
Qs restricted to the segment Sy is defined to be the Neumann data ps, while ¢;
has the opposite sign of ps.

Segmentwise notation of V € ?(Fdisc) N S%(Fdisc): Our test functions
n (1.47) we take from a complement of X(Tgisc) in H(T'gisc). Using the seg-
mentwise representation (2.1) for U € X(Fdisc) N S%(Fdisc) from the preceding
paragraph, an obvious choice for the discrete test space ?(Fdisc) N Sg—(l"disc) is
given by

{ <(’Ui7Qi) <(1) 0 _01 (1)> )T | € CHhVses

1< Nucg

—_

(Vis Gi)1<i<Nooy € CQN”E}-
(2.2)

Again, the vectors represent the coefficients relative to the ansatz functions xg;,
for i € {1,..., Ngeg }-

Segmentwise notation of (.A,{ - An0)= In the following steps, we are going
to rewrite the operator (.A,{ - AKO). We explain the modifications using our
example problem sketched in Figure 2.1. Moreover, we only explain the steps for
the matrix resp. vector entries which are colored in red, since the reformulations
work out analogously for all domains (segments).

We recall the definition of (AK — AKO):

(@ (U) = @, (U))
('Afi - 'ANO) U= (fy]ls\g/(q) — CDKD (U))> 0<i<n -

®,,, is the potential we get by setting x; = ko, Vi € {1,2,...,n}. Therefore, for
our example we have

T (@ (U) = By, (U))

@OE@HEUg %EU%

_ _ |75 (@n(U) = @y (U
A=A U= | 8 (0,0) — @ (0) =

Y22(D,(U) — @, (1))

92((1),,{( ) (pno(U))

First of all it is clear that we can partition the domainwise traces into segment-
wise traces. Since it works similar for every domain €2;, we only write it down
for 21, the part marked red in (2.3). We can partition the boundary as 90 =

P 2x(U) = By, (U))
S, U S5 U Ss and therefore obtain for | /B (@ o >:
A (w%(@n(w — By, (U))

(7D1|Sz( w(U) = @p,(U)) +7D1|53( w(U) = Do (U)) +“YD1|S5( w(U) — @
/lelsz( H(U) - (I)NO(U)) +’YN1|53( H(U) - (I)HO(U)) +’7N1|S ( (U) - (I)HO(U))
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Since we also want the image data of the operator also being stored segmentwise,
we rewrite the part of the operator taking the trace from 2, again:

Vgllsz(‘I)n(U) — P, (U))
7]5\2[1|Sz (CI)H(U) - (I)No (U))
1 53(Ba(U) = By (1) o)
’Ygllss(@n(U) D, (U))
Vgl\ss(q’x(U) D, (U))
YN IS5 ((I)H(U) - (I)Ho(U))
Furthermore, by definition we have
n
De{U} — 0y (U} = D {SLL (a) = SEL, (a;) + DLL (v5) = DLL (1) }
j=0
:.eg
= Z {S£2, (55) — SLL, (5y) + DL, (i) — DL (i)
£ SLE () — SLE(By) + DLE, () — DLE @) .
Thus, for domain Q; and segment 5, i.e. for the part marked red in (2.4), we
end up with
) . ) . Nse
o, ~Del) B, (Se, —seh) s, (e, ~pek) AR, (se, —sci)) "
DLl — DLl Mg, (88, —scly) AR, (DL, — DLl Mg, (8282, —scl .
Repeating these reformulation steps for all domains and segments one obtains
for each segment four rows concerning its trace. We order the rows by the
numbering of segments. For each segment, its four rows are ordered in such
a way that the first two rows represent the Dirichlet resp. Neumann traces
respecting the orientation of the segment, while the the third and fourth row
represent the traces with respect to the opposite orientation (the orientation of
Q;,).
We obtain for the general case
g, (Dcf;ljl DL:JI) ngl ls, (.Scjl sa{g{)) 7]?1 s, (DC{?J_Q Dc{}O) gil ls. (sc{;_ saf%) Neee )
s, (Dchlh — il ) ’yN i1 ls, (sc“ - sgf}(]) —y]%il ls, (Dc{% - DL{%) ’y;),il ls. (sc{fj - sd}o) %j
s, (Pl - ek Zzl (ot —oelh)  op®ls, (Pelt, —meld) ap2is, (528, —sek)| Y,
1oy (et ~oely) 31, (sehy, —acly) 1, (oekh, elR) o1, (set, - ek

Matrix representation of the left hand side of the variational formula-

tion:

The next step is to rewrite the variational formulation (1.47) in matrix-

vector form using the above representation of the operator (A,{ - .A,{O), but
additionally including the integral-part of the sesquilinear form B directly into
the operator. The same we do for the operator Id. We then use the notations

Ay Ay, resp. Id for them and get:

V7PIB (fd— (A, — Z,m)) Py U = RHS,
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Js. 70"
Js. 7N
Js, 7
Js: 71&311"2

with

Px = diag (

Py = dia

and finally,

o - aie  ({

1 0 Nacg
0 1

1 0 ’
0 -1 i=1

1 0 Necg

0 -1

& 1 0
0 1 i=1
2N.eq

D))

i=1

The formulation of the right hand side RHS can be found in Subsection 2.3

below.

Id can be expressed in the following way:

<ﬂ4x4/
Si

which simplifies to

|S4]
0
0
0

diag

The just defined operator (.Z,i —

- DL,
— DL
- DLl
- DLy

DL
K1

DL
Kijq

DL
J1

DL
J1

- DL
- DL
— DL
- DL

Js. 10"
Js, 7
Js. 70"
Js. 7w

Dﬁjz
Ko

DL
J2

DLI2
Kijo

D£j2
Kia

N:;eg
s G a5())
i,j=1
0 0 0\ Ve
|5 0 0
0 1S; 0
0 o Isil) /).,
.Z,{O) has the form
Jo. o (S£3, — S {xs, }(x) dS(x)
S (Seit, — 8L ) {xs, }(x) dS(x)
Js, 102 (SL, — 8L {xs, }(x) dS(x)
Js, e (Seit, = 8L {xs, }(x) dS(x)
Qi . .
) dS(x) g vt (SC2, — SL2) {xs, Hx
Hx)dS(x nyil SL£i2 — 892 ) {xs, }x
J S; 'N J2 0 J
F0)dS(x) [ vp (SLE, —SLi2) {xs, }(x
J S; 'D jo 0 J
D) dS(x) [ w2 (SC2, - SLE) {xs, Hx

and takes the coefficient vector U = (uj,pj,uj, _pj)lTSjSNscg € C4Nsee from the

discretized space §~§(F) N 8Y(Taisc) as input. Again iy, s resp. ji, jo are the
indices of the domains lying adjacent to the segment S;.
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As a next step, we replace the traces of the single and double layer potentials
by the operators defined in Definition 10 and using Theorem 6:

fo, 5, (0 = K22 s, }x) dS(x) S, Vit o, (s, }(x) dS(x)
Js, Wit o {Xs H(x) dS(x) Js, 3xs;(x ) K5y, s, () dS(x)
Js, —3xs; (%) = K32 . {xs; Hx) dS(x) Js, Vit w,, {xs; Hx) dS(x)
Js Wit e, {xs }H(x) dS(x) Js, 3xs;(x) + K7, {xs; H(x) dS(x)
Js, =3, (0) = K3, s, () dS (%) S5, Vit o, {xs, 1 (3) dS(x) e
Js, Wi, e {Xs }(x) dS(x) Is, éXs (x )+’C”§ gy 1XG H(X) dS(x)
Js, 3xs; (x ) K35 x,, {IXaH(x) dS(x) Js, Viz w,, {xs; H(x) dS(x)
fo, Wi, s, H) dS() Joy 3xs, 00+ K2, s, ) dS00))
With the help of the integral representations of the boundary mtegral operators
Vi w0 Kk IC’Z ,x, and Wi . from Theorem 7, we define 77 ,, k:; o> k’

and wj . These expressions bulld our matrix entries and only depend on the
orientation of the segments.

5= / g / 2V (G — Guo) (%,¥) x5, (x) dS(y) dS(x)
// —Gro) (x,¥)dS(y) dS(x)

R = / 5 / 221 (s, (y) - Ty (G — Guo) (%)) x5, (%) dS(y) dS(x)
/ / ns, () - Vy (Gx — Gr,) (x,¥) dS(y) dS(x),

~ 1

[ / Vg, (x) - Vs ( / o <gﬁ—gm><x7y>><sj<x>d8<y>> d5(x)

i S

:/nsmvx(/s_

J

(gn - gno) (X, Y) dS(y)) dS(X)

/ / ns, (x) - Va (G — Gio) (x,5) dS(y) dS(x),
and finally,
W), = / Yping, (x) - Vi (/Sdg“nsj(Y)-Vy (Gr — Gro) (x,¥) X35 (%) dS(.v)) dS(x)

/ / ni, (%) - Vs (0, () - Ty (Gu,, — Gro) (%,¥)) dS(y) dS(x).

The MATLAB functions calculating these values are implemented in integralV.m,

integralK.m, integralK prime.m and integralW.m, which are found in the
folder Library_2nd kind.
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The matrix for the operator (.Z,i — .Z,m) can then be rewritten as:

%|SZ|5Z:7 - kév Kjq 5;%7”.7'1 . 7%‘57"61:3 +k§’“j2 ’17;"’,{].2 . e
’L’E;" Ky %|51|(51:] + K/ ;7 iy —ﬁ;-’ K %\SJ(S;J + k! ;’ Ry
—518il0ij — K} w;, Ujnyy 31Sil0i=j + K5 ), Ujnjy
) — . i
—Wj, k;, 31Sildi=g — K j ;) W), wj, 31Sildi=i =K 5wy ) oy
(2.5)

One has to take care of the signs. There are signs coming from the orientation
of the potential part and others coming from the orientation of the traces taken
of the potential. This representation is the one we used to implement the second
kind formulation. The MATLAB function assembling the matrix (2.5) is called
operator_A.m and is found in the folder Library_2nd kind.

As already pointed out in Section 1.8, the integrands of the above defined op-
erators involve (g,{ — gno). This kernel is more regular than the isolated parts
of the difference. To exploit this as good as possible for our numerical experi-
ments, we expand the expressions into series and then cancel as much terms as
possible. This is done in the next subsection.

2.2.1 Series Expansions of Kernels

In this subsection we are going to use the properties of the Bessel and Hankel
funktions which are written down in Appendix A. First of all we look at the
kernel of the modified weakly singular operator V; which is the easiest to
handle. We have that (G, — G,,) (x,y) is equal to

K

i
1 (HY (sllx =y ) = H (o lx — y)
(A1) i
=" 2 olrllx =yl = Jo(rollx — ¥l
+Yo(llx = y1) = Yo (kollx — 1))

(a9) 1 Kl 4 21/)(1)) {Jo(kllx = yl)) = Jo(kollx = ¥I)}

4

™

2 K - (—4)~* 2% 1 2%
—Z 1o — LY x — 1 z _
- { og + gﬂ iE [x —y|I*" ( log 2f€||X yll) s

s (b1 ) (0 ) ).

(2.6)

So in the end we get rid of all singularities, since for £ > 1 we have using de
U’Hépital’s rule

4
. . ogr .
lim 72* log 7 = lim 4~ = lim r?* = 0.
r—0 r—0 dfr—Q r—0
T
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Analyzing the kernel of the modified double layer potential IE; ., one obtains:

I'ls V gno )
(A.6) 1 1 ng, - (x—y)
( HUHW vl 1 ol =yl ) ==
> (74)1@,{21#2
[{bg nhy0}<ggm%+D!Wy2ﬂ
[es} ( 4)k,€2k+2 5
{1— log( H0||X—Y|>} (kz—ok'(k;)'” -yl k)
0o (o 2k+2 _ 2kt2 ne - (x—
+ 3 O e ’m—ﬂ%]s’gw
k=0 ’ ’
(2.7)

Here we also got rid of the singularities using the same explanation as above.
Remark that we can rewrite the inner product as

ng, - (x —y) = [lx — y|| cos(a(ng;, x —y)) (2.8)

For the kernel of the modified adjoint double layer potential IC’ , we get in a
related way an analogous result as for the kernel of the modlﬁed double layer
potential ICJ’ .

nSi;Vx (g,@ - gﬁo) (X, )

9 1 k (o 2k+2 .
= {i= Z1og (ulx-v1) } ok' el
2 — 4)k 2k+2 2k
—{L—ng(mﬂx—yo} > - vl
k=0

a Pk +1) + 9k +2)) (%2 = x3") ok | s, - (X —y)
+§% Tkl(k 1 1) Ix —y] 8 '
(2.9)

The last operator we have to consider is the modified hypersingular operator
sz .- 1t is the most complicated to analyze. Its kernel

ng, - Vx (nSj Vy (Gr = Gro) (%, Y))

can be rewritten as

i ng, - (x —y)
305 Ve (—HL Gl =yl HE (ol = vl mo ) ==
(B (lx - y)e? — e H O (s — )
= (0 RIS
- (x—y)ng, - (x—y)
—HY Kollx — yl)Kg + " g™ Ko x—Y||)) oo & 1
L (1) ng, -ns; ng, - (Xx—y)ns, - (x—y)
+ 1 (P06l =y = 5P (ol - vl -
4 U ! Ix—yl Ix—yIP?
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just by writing out the derivatives using (A.6). Furthermore, using (2.8) with
shorthand notation for the angles ag, := a(ns,,x —y), as, = a(ng;,x —y),
we can simplify this to

i 1 1
= 1 (H5" (slx = yl)w? = 2 (rollx = y) 3
Ko

Ix =yl
1

R 1
—2i——H{(k]x — y|) +2
Ix — yll
i 1 K

At the final form we arrive using (A.1) and the series expansions in (A.3) re-
spectively (A.4):

_ COS(OKSVL):OS(OKSJ') {(1+ %(1)) [JO(HHX*}’”)KZZ . JO(ROHX*YH)“%]

—k 2k+2

IIX—yz’“]

—k 2k+2
log( HoIIX—yII

~2 tog(gsllx — y) [Z
k

IX—yIIQ’“]

1

2 & ( 1 2+ 2t 2%
+;Z(k:!)2 Z; G ==yl

—[(. 2 1 .2 1
" {; (1= 20w (gl =) ) w22 = (= 2o (Gralix - 51 ) )

HO (o — y|>> cos(as, ) cos(as,

-k
L+ D+ e+ D)4 = 047 | Gl ey
+ (i %(w(k + 1) + bk + 2))) (% — ff%)} (nsi énSj - COS(aSi)zLCOS(aSj)
#2525 (2 iog (L)t Z1os (G ) = 2o (I 1) (62 = ).
(2.10)

Remark that everything is bounded except the last term, which is a weak loga-
rithmic singularity.

For numerical computations, we need to truncate the series. Clearly, the be-
haviour of the series depends on the wave numbers x and k. Numerical tests
showed that truncation at Ngeries = 20 together with a validity radius ry, = 0.7
seems to be a good choice. 7y, is chosen in such a way that ||x — y|| < rval
guarantees the approximation to be accurate enough for values k, ko € [1,10].
For higher truncation numbers, there is no noticeable improvement of precision
or enlargement of the validity radius 7, anymore.

Figure 2.3 below shows the convergence of the series for different wave numbers
K, ko and different truncation numbers Nge..;es. Remark that we take as the ref-
erence solution the difference of the integrands without expansion. This makes
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sense for checking the validity radius, but is not well defined around zero, since
these integrands have a singularity there.
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Figure 2.3: Convergence of series expansions:
V' : kernel of the weakly singular operator Vi,

Hyy @ part of the kernel of the operator W,; which is afterwards multiplied by ng, - n S
ng, (x—y)ng, - (x-y)
lx—yI?

(y—x)ns; (x—y)-ng,
Tyl TP Ty

Gw : part of W, which is afterwards multifg®d by

)

Gk : part of the kernel of I\, (K',) which is multiplied by



ianSuyESj |z -yl

Figure 2.4: Visualization of the criterion which decides if series expansion is
done or not.

2.2.2 Integration and Quadratures

To calculate the entries of the operator matrix (JZK — .Z,m) numerically, we need
to deal with integrands having a weak singularity at zero. In this section, we
partition our problem into different cases of matrix entries which we will discuss
individually. We distinguish between

e S; and S; are close to each other, i.e.

i —y|l < 0.4. 2.11
redMin o b=yl (2.11)

Note that in general it makes sense to introduce a scaling number behaving
like h7 or diam(I"). But in our case of normalized domain sizes, the
condition above is sufficient.

We have again three cases which we examine separately:

L §5=25;,
II. S; and S; are direct neighbours,
III. neither ¢ = j nor S; and S; are neighbours.

e S; and S; are far away from each other, i.e.

i — > 0.4. 2.12
omin [yl > (212
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First case:

The first case deals with i, j € {1, ..., Nyeg } such that minges, yes; [[x—y| < 0.4.
The segments S; and S; lie close to each other and so we are close to the
singularity. To avoid cancellation due to the big values of the isolated parts
of the difference in the kernels, we make use of the series expansions derived
in Subsection 2.2.1. Assuming additionally the mesh to be fine enough such
that

et o [x -yl <0.7,

we ensure that the truncated series expansions are accurate enough.

I. Identical segments: If the segments are identical, i.e. i = j, we are able
to integrate analytically over the truncated series. First of all we point out that
the double layer potential K., and its adjoint XK', are identically equal to zero
because

ng, - (x—y)=0foralx,yes.

The same holds for the part of the hypersingular operator W, involving the
inner product above. So the only contribution is due to the part multiplied by
ng, - ng, = 1. Using linearity of integration, one obtains analyzing (2.6) and
(2.10) that it suffices to find the antiderivative of the following expression for
k € Ny:

[ eyl tosx 1) dS(y) ds ).

S, JS;

Parametrizing the segment S; = S; with vertices P;;, Pj5 using
gi : [O, 1] — S, s (Pgi — Pli)s + P,

we obtain

1 1
/0 / |(Pas — Pri)(s — )] log(|(s — £)])|Si[? dt ds.

Furthermore, using multiplicativity of the 2-norm and logarithm rules, we arrive
at

1 1 1 1
|si\2k+2/ / |s—t|2k1og(\s—t|)dtds+log(|S’i|)|Si\2k+2/ / s — t[2¢ dt ds,
0 0 0 0

These integrals can be calculated analytically:

ot 2 2
2k
— 1 — = —
/0 /0 |s — t|*" log(|s — t|) dt ds @262 (11 2k)?

and

1 1
2
gty = ——— =
/O/O‘S | TRk D)2k +2)

respectively. This closes the discussion for the case of identical segments.
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Figure 2.5: Two neighbouring segments.

II. Neighbouring segments: For neighbouring segments it is not clear how
to integrate everything analytically. Thus, we have to find an appropriate
quadrature rule. But first of all we are going to derive the concrete form of
the integral for the case of neighbouring segments.

The singularity sits at the common edge point P of the neighbouring segments.
We parametrize in such a way that the common edge point P is evaluated in

Z€ero:
Ei : [07 1] — Si, gj : [07 1] — Sj,

such that

§i(0) = &(0) = P.
This implies that the singularity lies on the boundary of our interval of inte-
gration and that the constant part of the two linear parametrizations drops out

of the integrand after taking their differences. For our calculations we assume
w.lo.g. that Py, = P»; = P:

/1 /1 [(P2i = Pri)s — (Puj — Paj)t]|* log(||(Pa; — Pri)s — (Prj — Paj)tl])|Si][S; dt ds.
oo (2.13)
To solve this particular integral, four different approaches were tested:

II.a) Inner integration analytical, outer integration using a quadrature rule,

II.b) Duffy’s trick,

II.c) Log-weighted Gauss-Legendre quadrature rule,

I1.d) Geometric composite Gauss-Legendre quadrature rule,

which we will now review in detail:

II.a) Inner integration analytical, outer integration using a quadra-
ture rule: The inner integral can be solved analytically, interpreting

[(P1j — Poj)s — (Po; — Pro)t|)?
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as a quadratic polynomial in t: at? + b(s)t + c(s). But there seems to be
no expression available for the antiderivative with variable £ € N. Tests for
k = 0 show that the accuracy is only slightly better than for the straightforward
approach which approximates both integrals using Gauss-Legendre or any other
of the below discussed quadrature rules (see Figure 2.8). So we decided that
it is not worth the huge effort of implementing the antiderivative for every
k €{0,1, ..., Nsories } independently.

II.b) Dufly’s trick: Another idea was to apply Duffy’s trick, a special sub-
stitution of variables, which is commonly used in three dimensions to weaken
the singularity of the integrand (see e.g. [5]). We do not have exactly the form
for which the integrals are shown to be regularized, since we can not describe
the domain of integration of the inner integral by {¢ € (0, s)|s € [0,1]}. Never-
theless, we try the substitution. We obtain, substituting ¢t = su, that

1 pl
< / / 1(Prs — Payyu— (Pai — Pro) [ log((|(Pry — Pay)u— (Pai — Pr)|)du s+ ds
(0] (0]
1 ops
+/ / |(Pr; — Poj)u — (P2; — Pry)||**du log(s)s™* ds) |S:]1S;]
0 0

Again it is possible to integrate the inner integral analytically, interpreting the
integrand as a polynomial, au? + bu + c¢. But this time the coefficients do not
depend on the other variable s.

The outer integral then can be evaluated using quadrature rules. Unfortunately,
when we put the boundaries of integration into the antiderivative of the inner
integral, we are not able to cancel the expression % in the integrand. This might
cause numerical problems due to its singularity of degree one in zero. One could
again substitute % = v and integrate over an unbounded interval using Gauss-
Laguerre quadrature, but it seems not to have that much promise.

However, we tested for & = 0, integrating the inner integral analytically and then
directly using Gauss-Legendre quadrature (c.f. Figure 2.8). It converges quite
good, but just using Gauss-Legendre quadrature for (2.13) without doing any
transformations of the integrals seems to work better and with less effort, since
for the analytic integration we would have to implement every antiderivative
individually for & from 0 up to Ngepies-

II.c) Log-weighted Gauss-Legendre quadrature rule: Since we have to
integrate over logarithmic weighted polynomials, it suggests itself to apply a log-
arithmic weighted quadrature. There are different approaches to do so. We base
our ansatz on a paper by M. Carley (see [3]), taking an m-point Gauss-Legendre
quadrature rule (¢;,v;)o<j<m—1 and imposing the following constraints:

(¢i(x>tj))ogiggm_l,ogjgm_l (w; (x))ogjgm_l = (mi(x))ogigszl )
with
L;(t), ie€{0,1,...m—1}
L;(t)loglz —t|, i€ {m,..,2m—1},

’(/)i(.’lﬁ,t) = {
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where L; denotes the i*" Legendre polynomial, and

mi(x) = /_11 n(, 1) dt.

m; can be determined analytically for a real valued translation value z, see [3,
Section 2.2]. The overdetermined system of equations is solved in a least squares
sense. The challenge is to find a good choice of the translation value z. It is
clear that it would be best to use that

log |at? 4+ b(s)t + c(s)| = C + log |z — t| + log |zo — t|,

where 11(s), 22(s) are the roots of the polynomial at? +b(s)t + c(s). Due to the
dependency on s, we would have to solve the above system for every node s; of
the quadrature rule used for the outer integral. This involves clearly too much
computational effort.

To get rid of the s-dependency, we use Duffy’s trick before applying the quadra-
ture. The roots are mostly complex valued. Since we have only formulas for real
translation value = available, we take absolute values of the roots as translation
value: x = |z1], |x2].

We test the achievement for the fix choice of the translation value z = 0.9. We
use x = 0.9, because evaluation of the roots for several polynomials of the above
form indicated, that their absolute value lies often near one.

We also test for the absolute values of the roots of the polynomial at? + bt + c,
x = |z;], ¢ = 1,2. The results show that we do not gain accuracy using this
ansatz (cf. Figure 2.8). The reason might be that it is not sufficient to take
translation values in the same order of magnitude of the roots and we really
need to take the complex roots themselves as translation values. This demands
for antiderivatives of integrands with complex translations.

I1.d) Geometric composite Gauss-Legendre quadrature rule: The last
method we look at is using a geometric composite Gauss-Legendre quadrature
rule, which promises to capture the singularity at zero better than taking an
ordinary Gauss-Legendre quadrature because of the higher density of quadrature
nodes around zero. It is suggested in the dissertation of P. Meury [10] resp.
in [13]. The partition of the interval is made in such a way that there is a strong
refinement towards zero.
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absolute error

absolute error

segment size: 0.313 segment size: 0.039

absolute error

segment size: 0.005

—6— duffy trick + inner analytic + outer gauleg

duffy trick + inner analytic + outer log—gauleg root transl.
—=a&— duffy trick + inner analytic + outer log—gauleg 0.9 transl.
~—+— inner & outer geometric composite gauleg
—— inner & outer gauleg
—+— inner & outer log—gauleg 0.9 transl.
—<— inner analytic + outer geometric composite gauleg
~—&— inner analytic + outer gauleg

pint

Figure 2.6: Convergence of different quadrature rules integrating
[01 fol log(||€1(s) — &(t)||) ds dt, where & resp. & parametrize the 1. and 2.
segment of a grid I'gisc approximating the unit disc using an equidistant mesh
of different sizes.
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Nint

Ly

£s,

£s, singular point P

Figure 2.7: Visualization of the subintervals for geometric composite Gauss-
Legendre quadrature rule, o = (v/2 — 1)2.

On the unit interval (0, 1), the left and right interval bounds z¥, 2% of the k!
subinterval are chosen in such a way that

oML k> 1

where Nj, is the total number of subintervals, k € {1,..., Ni, } and o € (0,1)
(cf. Figure 2.7). In our case, we set ¢ := (v/2 — 1)? ~ 0.1716, since numerical
experiments in [13] show that a choice of o between 0.1 < ¢ < 0.2 is optimal.
The partition is then mapped to our neighbouring segments in such a way that
the singular point P is the image of zero. This can be done by the aid of the
parametrizations of the segments S; and S;, &, &, namely. In Figure 2.7 one
can find an example showing the transformed subintervals.

It remains to discuss what degree pi,s of the interpolation polynomial for the
Gauss-Legendre quadrature rule one should choose on each subinterval. We
chose, as P. Meury did in [10], uniform degree p;n; on all subintervals although
n [13], they recommend to linearly increase the polynomial degree for optimal
convergence. But this would highly increase the computational cost of the
algorithm. Thus we abandon this fact and just use uniform degree pi,¢ on all
subintervals, which also leads to a good convergence result (see Figure 2.8). The
total number of subintervals is chosen to be Nyt = pint-
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For the test we use the already existing code of P. Meury in [10]. The main part
of the code is given by (g := pint + 1)

/* Initialize Gauss Legendre quadrature rule */
x = (double *) malloc(g*sizeof (double));

mxAssert(_x != NULL,"Out of memory");
_w = (double *) malloc(qg*sizeof (double));
mxAssert(_w != NULL,"Out of memory");

gauleg(_x,_w,q);

/* Compute composite Gauss-Legendre quadrature rule */
n = g*(q-1);
sigma = (sqrt(2.0)-1.0)*(sqrt(2.0)-1.0);

x1l = sigma;
xr = 1.0;
ii = n-1;

for(i=1; i<q; i++){
for(j=q-1; j>=0; j--){
mxAssert(ii >= 0 && ii < n,"Index out of bounds");

wlii]l = (xr-x1)*_w([jl;
x[ii] = (xr-x1)*_x[jl+xl;
ii--;

}

Xxr = x1;

x1l = xl*sigma;

It turns out that measuring convergence of quadrature errors versus polynomial
degree pi; of the interpolation used for the quadrature rule, we get the best
result for it. Even though one should keep in mind that the number of quadra-
ture points is much bigger (pint(pint + 1)) compared to pin: + 1, the number of
quadrature points of the other quadratures. Therefore, one needs to do much
more function evaluations, which can also be costly. It turns out that this ad-
ditional computational effort to evaluate the integrals is bigger than increasing
the polynomial degree p;,: up to comparable accuracy for p;,; not too big. De-
spite of its higher computational effort, we decided to take geometric composite
Gauss-Legendre quadrature rule to be absolutely sure that everything converges
well. Notice that to optimize computational cost, it seems promising to investi-
gate more time here: Plotting the errors versus computational time one observes
that evaluating the inner integral analytically and using geometric composite
Gauss-Legendre quadrature for the outer integral is very time efficient. Further
investigation could yield a compact expression for antiderivatives of the inner
integral of (2.13) depending on k.

II1. Segments which satisfy (2.11) but neither are identical nor direct
neighbours: To close the first case of our discussion we have to handle seg-
ments which satisfy (2.11) but are neither identical nor direct neighbours. In
this case, we apply the series expansion because we are still quite near to the
singularity and want to avoid cancellation due to the possibly big values of the
individual parts of the difference. We use simply Gauss-Legendre quadrature
rule to evaluate the integrals: Since we do not have any singularity lying in our
domain of integration, the integrand is analytic and the quadrature converges
optimally.
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2.5
x107°

running time

Figure 2.8: Convergence of different quadrature rules v.s. running

time integrating [01 fol log(|[€1(s) — &(¢)|)) ds dt, where &; resp. & parametrize
the 1. and 2. segment of a grid I'gisc approximating the unit disc using an
equidistant mesh of size 0.005.

Second case:

If the segments .S; and S; satisfy equation (2.12), we cannot guarantee that the
series expansions from Section 2.2.1 converge. Fortunately, we are far enough
away from the singularity at zero and thus do not need to expand the integrand
into series. Again we use the Gauss-Legendre quadrature rule to approximate
the integrals.

2.3 Assembly of Right Hand Side

Now we are coming back to the right hand side RHS. The most direct way to
write it out would be

RHS = V'PLB (11— A.) PxUs,

where

Uine = (V2 Uines Y tine, 0, ..., 0)7.
But the alert reader might remark that in this form, we are not allowed to take
piecewise constants to approximate the Neumann data space, since H %(891-)
does not contain the discontinuous finite element space Sg-(l"disc). Unfortu-
nately, Uiy is in general not part of the space X(T') and so /T,.;OUinC does not
have to vanish (c.f. Corollary 1). Thus, we are not able to replace .ZH by the
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more regular operator JZK - .Z,{O on the right hand side.

To avoid this problem we decided to restrict ourselves to plane incident waves.
This commonly used class of waves satisfies the interior Helmholtz scattering
problem on 5. We really need the boundedness of the domain, since u does
not satisfy the Sommerfeld radiation condition.

The plane wave uj,. = exp(ikod - x) fulfills
—Attipe(x) — nginc(x) =0,x¢€ ﬁ(c)

and thus represents a valid Cauchy datum for the interior Helmholtz scattering
problem, i.e.

Thm. 5 , Qg Q ¢
(Vgouinca _Wj%'ouinc) g (’YDOuinm ’YNouinc) S C(aﬂg)

Using Theorem 4, we have that

Id
(_2 T CgmextO) ('ygouinc, _’Y](\zfouiﬂc) = (070)’

where ext0 stands for domain €. Using Theorem 6 we obtain therefore

Id
<2 o Cgo,o) (’YgU’LLan, Vjs\zlouinc) = (0’0)

and furthermore, since 9Q; C Q§, it additionally holds for i € {1, ..., n} that

Id . . v
<2><aszo - CLO,O) (YD Uine, YN Uine) = (Y5 Uine, Vi Uinc)-
Finally, one obtains the identity
Q;
AmUinc = <78®H(UIHC)>
YN P (Uine) 0<i<n

Q Q Q Q T
= (07 07 _’Ypl Uinc, _’YNI Uincy «++» _’yDnuinCa _’yNnuinc)

b

which directly leads to
(Id - Am)Uinc = (’Y%iuinca 7]5371 uinc)OgiSn'

Rewriting this result in segmentwise notation we have that the right hand side
has the form B

RHS = VI'PIBPxU,
where

T

T i ([ Bl 4560, [ el dsi))

Si Si 1<i<Ngeg

We evaluate the integrals in U using standard Gauss-Legendre quadrature to
approximate

/%&www
0
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for the Dirichlet entries for the i*" segment resp.

1 1
/ ns, - Ve, oytine (€(8))]Si] dt = / ns, - diro exp(ired - & (£))]S:] dt
0 0

for the Neumann entries.

The MATLAB function which calculates the right hand side is named assem RHS.m
and is found in the folder BEM_2nd kind. It uses the function RHS.m out of
Library_2nd_kind.
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3 Numerical Experiments

In this chapter we discuss numerical results based on the implementation of the
above derived boundary element methods. We look at the following geometrical
obstacles:

e a unit disc
e 3 unit square

two half discs

e two half squares
e four quart discs
e four quart squares.

The wave numbers k; for the different domains are chosen from the interval
[1,10] and the incident plane waves wu;,. have the directions of propagation

(1,0)7 or ¥L2(1,1)7.

We discuss the first test in detail and explain there what is plotted exactly in
what figure. For the subsequent tests we require these basics to be known and
just explain new remarkable details.

3.1 A Unit Disc

Fdisc

Uine

Qo

Figure 3.1: Geometry of the considered Helmholtz problem

We begin our discussion with a Helmholtz transmission problem on two domains.
Q4, the bounded domain, is defined to be the unit disc while €y describes the

o1



exterior domain, i.e. ) = ﬁi We make two test cases, where the first one
takes small wave numbers on the two domains (ko = 1, k3 = 2), while for the
second problem we define the wave number of the domain ; to be quite big
(ko = 1, k1 = 10). We do this to test the numerical schemes for the dependency
on the size of the wave number. The choices for the direction of propagation of
the incident plane wave are d = g(L 1)T for the first resp. d = (1,0)7 for the
second test.

Mie solution: The considered test case is important, since this is the only
case for which we have given a well-known analytic solution, called Mie solution.
It is obtained rewriting the problem using polar coordinates and then applying
separation of variables to it. For detailed information about the Mie solution
consult the paper [7], published by the authors Hsiao and Xu and references
therein. Since we need a slightly more general representation for the Mie solu-
tion, we we give it explicitly in Appendix B. A representation for the Neumann
trace of the Mie solution can also be found there.

L?(Tgisc) convergence results: First of all let us discuss the convergence
results. The approximation error is measured in the L?(Tgjs.)-norm. Unfortu-
nately, there is only an analytic solution available for the problem concerning
the unit disc. Therefore, we have to use the most accurate approximation as a
reference solution in general. This approximation is meant to be the one calcu-
lated on the finest grid we considered. In addition, there is an error contribution
not only due to the approximation of the function values but also due to the
approximation of the geometry of the mesh. But the latter mentioned contri-
bution can be neglected, since using [12, Example 8.1.8 together with Section
8.3 (Table 8.3, k=0)] we have guaranteed that the overall convergence rates
of the error are preserved for the system which is perturbed by the piecewise
linear approximation of the boundary. To get an idea of the informative value
of the calculated errors, we compare the convergence results using the analytic
Mie solution as a reference solution with the errors obtained using the highest
resolution as a reference solution (see Figure 3.2). It turns out that we have
slightly smaller errors for the second finest approximation. This implies that
the order of convergence improves slightly . But there seems to be no loss of
quality of evidence.

We know the solution to be smooth. Thus, using Thm. 10 and Thm. 9, we
S Tdisc Tdisc

expect the error of the Dirichlet data ||v,"*“uret — vp"*“un||L2(1y;..) tO converge

in O(Ngz2) = O(h%) for the classical formulation resp. in O(Ng,) = O(h7) for

the new second kind method. 'yg(““ and VJI:;“SC are the trace operators taking

the trace respectively to the fixed orientation on each segment. e represents

the reference solution and uy stands for the numerical approximation.

For the Neumann error || vyt — %I:,‘“Scuh||Lz(pdisc), we expect a convergence
in O(NS;;) = O(h7) for both approaches using again the quasi optimality error
estimate from Thm. 10 together with Thm. 8.

Indeed, looking at the first two images in Fig. 3.3 and Fig. 3.5, we obtain
the theoretically expected orders of convergence. Notice that in Fig. 3.5, the
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Test 1: Convergence of Lz(r disc)—error
T T
\@ slope = ~1.00
_ slope = -1.05
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Test 2: Convergence of Lz(rdisc)—error
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2
S slope = -1.17
=
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—&— Dirichlet error of 1st kind BEM, Mie

—— Neumann error of 1st kind BEM, Mie
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—— Neumann error of 2nd kind BEM, Mie
Dirichlet error of 1st kind BEM, acc. approx.
Neumann error of 1st kind BEM, acc. approx.
Dirichlet error of 2nd kind BEM, acc. approx.
Neumann error of 2nd kind BEM, acc. approx.

Figure 3.2: Comparison of convergence of approximation errors for
the geometry of the unit disc: The upper plot shows the convergence errors
for the wave numbers k9 = 1 and k1 = 2. On the lower plot we see the errors for
the wave numbers kg = 1, k1 = 10. The incident waves u;,. have the direction
of propagation d = g(l, 1)T respectively d = (1,0)7.
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Neg VD" tires = 75" unll2(rae) €00 YN threr — VA" Ul L2(0ye)  €OC
40 2.240 - 1071 2.586 - 1071
80 5.797 - 1072 —-1.95 8.402 - 1072 —1.62
160 1.355 - 1072 —2.10 3.517-1072 —1.26
320 3.242 1073 —2.06 1.677-1072 —1.07
640 7.921-107% —2.03 8.290-1073 —1.02
1280 1.957 - 1074 —2.02 4.133-1073 —1.00
Theory: -2 -1

Table 3.1: Error and order of convergence for the classical first kind approach.

convergence rate is slightly higher for the first two refinement steps. Such a
convergence behaviour is always seen in our tests for high wave numbers. See
Table 3.1 and Table 3.2 for detailed information about the convergence rates of

Test 2.
Nueg D™ tet = 75" unll 20y €0 [IYn"" ttret = T3 unllr2(ny.)  €0C

40 2138101 2.585- 107!

80 7.398 - 1072 ~1.53 8.399 - 1072 —1.62
160 2.866 - 102 —1.37 3.543-1072 -1.25
320 1.298 - 1072 —1.14 1.682- 1072 —1.07
640 6.307- 1073 —1.04 8.298-1073 —1.02
1280 3.130- 1073 ~1.01 4.135-1073 —~1.00

Theory: -1 -1

Table 3.2: Error and order of convergence for the new second kind approach.

Condition number of the Galerkin matrices: The condition number of
the Galerkin matrices Condz(G) := ||G||2||G~!]2 of the two methods is evalu-
ated in every refinement step and visualized in a logarithmic scaled plot found
on the left middle of Fig. 3.3 and Fig. 3.5. We have that the condition number
of the Galerkin matrix of the classical approach increases quadratically com-
pared to the number of segments Ny used for the discretization. This is what
theoretical analysis proposes. For a more detailed explanation see [6, p. 58] and
references therein.

The results for the new formulation show that the spectral condition number
is uniformly bounded w.r.t. to the number of segments Ny.,, which is direct
proportional to h7_-1. This is exactly what we expect due to the results of X.
Claeys. The general boundedness of the spectral condition number Conds(G) :=
|G||2]|G~|]2 remains open to show.
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Our numerical results also indicate an increase of the condition number of the
Galerkin matrix Conds(G) for choices of bigger wave numbers ;.

To obtain numerical solutions of high resolution, one often makes use of iterative
or approximative methods to solve the Galerkin equations. Their convergence
rate highly depends on the spectrum of the Galerkin matrix. The spectral
condition number Condy gives us information about the spectrum. Namely, for
symmetric positive definite matrices A we have that

Condy(A) = 7)\max(A),
)\min (A)

where Apax(A) resp. Amin(A) are the maximal and minimal eigenvalue of the
matrix A. So, since in our case the spectral condition number is uniformly
bounded in hy; for [ — oo, we have the advantage that fast convergence of the
iterative methods is guaranteed.

Convergence of the iterative solver GMRES: In our thesis we test the
convergence of the iterative solver GMRES. A bound for the error depending
on the number of iterations can be found in [11, Subsection 6.11.4]. Indeed, we
have very fast convergence of GMRES for small values of ;. Also for bigger
wave numbers the convergence remains quite good: We only need 60 iterations
to achieve machine precision, which is quite a bit better than the result for
the classical approach (see plots on the middle left of Fig. 3.3 resp. Fig 3.5).
It is to emphasize that there is a broad spectrum of preconditioners one can
use to obtain a better convergence results, but this also involves additional
computational effort.

Global potential and traces on ﬁgdiscz The two plots on the bottom of
Fig. 3.3 and Fig. 3.5 show the approximated potential ®, + wui,. on a section
of R?, whereas the first four plots in Fig. 3.4 resp. Fig. 3.6 show the Dirichlet
resp. Neumann data on the discretized boundary of the exterior domain € disc-
To get the right Neumann trace, taking the normal vectors pointing inside the
domain $2gisc, we have to take formally the boundary of ﬁg disc- The blue and
green graphs show the values for the two different approaches calculated on a
quite coarse mesh of 80 segments. They are plotted using the parametrization
of the boundary
f . [0, 1] — aQQdiSC.

Additionally, the Mie solution is plotted in red using the same parametrization.
The figures should get a feeling how the approximations behave. One can nicely
see the symmetry of the solution relatively to the direction of propagation of
the incident plane wave.

Pointwise errors on the boundary of the exterior domain: The two
plots on the bottom of Fig. 3.4 resp. Fig. 3.6 show the pointwise errors on the
boundary of the exterior domain:

=c

B e (€(0) = 7 un (€(0)]
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The plot on the left shows the error of the finest resolutions compared to the
Mie solution, while the plot on the right shows the pointwise error between the
finest resolutions of the two different approaches.

We have that the finest resolutions of the two methods lie near to each other.
The scale of the error between the two finest resolutions is about one decimal
power smaller than the one we get for the error relatively to the analytic Mie so-
lution. Also the behaviour of pointwise error plotted on the left fits well together
with the results for the L?(T'gisc)-errors: The mean value of all the pointwise
errors of the two Neumann traces is practically the same. Furthermore, the
mean of the Dirichlet trace of the classical first kind approach is quite smaller
than the one of the new second kind method.
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Testl: Convergence of I_z(r diSC)—error Test 1: Convergence of LZ(r ljisc)—error
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Figure 3.3: Test 1: Helmholtz transmission problem with two domains €2, 24
where € is a disc of radius one, g the exterior domain. The appropriate wave
numbers are chosen as kg = 1, k1 = 2. The incoming wave u;,. is a plane wave
with direction of propagation d = @ (1, 1)T.
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Figure 3.4: Test 1: Helmholtz transmission problem with two domains g,
where € is a disc of radius one, g the exterior domain. The appropriate wave
numbers are chosen as kg = 1, k1 = 2. The incoming wave u;,. is a plane wave
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Figure 3.5: Test 2: Helmholtz transmission problem with two domains €2, 24
where € is a disc of radius one, g the exterior domain. The appropriate wave
numbers are chosen as kg = 1, k1 = 10. The incoming wave u;,. is a plane wave
with direction of propagation d = (1, O)T.
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Figure 3.6: Test 2: Helmholtz transmission problem with two domains g, 21
where € is a disc of radius one, g the exterior domain. The appropriate wave
numbers are chosen as kg = 1, k1 = 10. The incoming wave u;,. is a plane wave
with direction of propagation d = (1, O)T.
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3.2 A Unit Square

Uinec = Fdzﬁsn

Figure 3.7: Geometry of the considered Helmholtz problem

The second geometry we consider is the unit square. More precisely, we define
), to be a square with side length one, while Q¢ = ﬁi represents the exte-
rior domain. As for the unit disc, we again look at two different Helmholtz
transmission problems, one taking small wave numbers and the other one using
bigger ones on the two domains. Which wave numbers and what direction of
propagation of the incident wave we concretely choose can be found below the
figures showing the results of the appropriate test.

L?(Tqisc) convergence results: For the case of the unit square we have to
settle for the approximation of highest resolution as a reference solution. Ad-
ditionally, it is obvious that there is no error due to the discretization of the
geometry of the boundary, i.e. Iqjsc =T

The Dirichlet data of the solution should again be quite regular, such that to-
gether with Thm. 10 and Thm. 9 we expect a convergence of the L?(T gisc)-error
in O(Ng72) for the classical first kind approach resp. O(Ng, ) for the new second
kind formulation.

Due to the jump of the outward normal vector on the edges of the domains, the
Neumann data has to be discontinuous. Therefore we obtain using the defini-
tion of H*(T") in [9, p. 98] together with the Sobolev embedding theorem stated
in [12, Thm. 2.5.4] that

1
,.}/Jl:[discu ¢ HI(F) for all [ > 5

This fact gives us together with the quasi optimal error estimates (Thm. 10 and

Thm. 8) a convergence behaviour of (’)(Ns;g%) in the best case.

Despite of this, we discretize the boundary I' in such a way that the corners fall
into edge points of the segments. Thus, the singularity due to the corner can be
ignored because the jumps are automatically well approximated by our piecewise
constant ansatz functions. Therefore, we expect the convergence to be not
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affected by the singularities at the corners. This gives us that the convergence
behaviour for the Neumann data could be in the best case O(ngé). What we
obtain is indeed a convergence in (’)(NS;;) for the new second kind ansatz while
for the first kind formulation we only attain O(NgJ®) (cf. plots on the top of
Figures 3.8 and 3.10). The rate of —0.5 coincides with the results obtained from
Meury in his PhD [10, Figure 3.4], using a FEM-BEM coupling method based

on the same BEM library as we use for our classical first kind approach.

Again, for the choice of big wave numbers, linear convergence of the expected
order is not attained from the beginning (cf. Table 3.3 and Table 3.4). We
obtain even higher convergence in the first few steps. But the rates decrease in
such a way that it seems realistic that they converge to the theoretical result.
To ensure agreement with the theoretical result, we would have to calculate
data for further refinement steps, but this is not realistic because of the long
expected running time.

Global potential and traces on ﬁgdiscz The two plots showing the imag-
inary resp. real part of the Neumann trace situated in the middle of Figure
3.9 resp. Figure 3.11 give an idea why the new second kind approach converges
better: The traces we obtain using the classical first kind formulation oscillate
around the jumps, while the new second kind approach does not have problems
to capture the discontinuity. In the two plots at the bottom of Figures 3.9,
3.11, the absolute error between the two different solutions of highest resolu-
tion again indicates that the error contribution due to the oscillations cannot
be neglected and might be the reason for the worser rate of convergence of the
classical approach.

Condition number of the Galerkin matrices and GMRES: The condi-
tion numbers of the Galerkin matrices and GMRES tests behave similar to the
ones of Test 1 and Test 2 for the unit disc. Therefore we refer to the discus-
sion there. The only thing we have to remark is that there is even a stronger
contrast of the results for convergence of the GMRES method: For the second
kind method it converges very fast, while for the first kind approach there is no
remarkable reduction of the residuum visible.
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Nieg  |vp"tret = 75" unllz2(ra €0 N"“urer = 3" “unllr2(ra)  eOC
40 8.431-1071 3.880 - 10°
80 1.267-107! —2.73 1.638 - 10° —1.24
160 1.995 - 1072 —2.67 8.339 1071 —0.97
320 3.638-1073 —2.46 4.400- 1071 —0.92
640 6.973-1074 —2.38 2.335-1071 —0.91
Theory: —2 -0.5

Table 3.3: Error and order of convergence for the classical first kind approach.

Nieg  |Ivp"tret = 75 unll 2y €0¢ 7N “urer = W*“unllr2(ry)  €OC
40 1.373 - 10° 4.932 - 10°
80 4.382-1071 —1.65 1.895 - 100 —1.38
160 1.393-107! —1.65 7.938 1071 —1.26
320 5.414-1072 —1.36 3.671-107! —1.11
640 2.251-1072 —1,27 1.621-107! —1.18
Theory: -1 -1

Table 3.4: Error and order of convergence for the new second kind approach.
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Figure 3.8: Test 3: Helmholtz transmission problem with two domains g, 21
where ) is a square of side length one, €}y the exterior domain. The appropriate
wave numbers are chosen as kg = 1, k1 = 2. The incoming wave ;. is a plane
wave with direction of propagation d = (1, O)T.
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Figure 3.9: Test 3: Helmholtz transmission problem with two domains €2, 24
where €)1 is a square of side length one, €}y the exterior domain. The appropriate
wave numbers are chosen as kg = 1, k1 = 2. The incoming wave ;. is a plane

wave with direction of propagation d = (1,0)
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Figure 3.10: Test 4: Helmholtz transmission problem with two domains
Qo, Q2 where €7 is a square of side length one, )y the exterior domain. The
appropriate wave numbers are chosen as Ky = 1,x; = 10. The incoming wave
Uine 18 a plane wave with direction of propagation d = g (1, l)T.
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Figure 3.11: Test 4: Helmholtz transmission problem with two domains
Qo, Q1 where 1 is a square of side length one, )y the exterior domain. The
appropriate wave numbers are chosen as ko = 1,1 = 10. The incoming wave

Uine 1 a plane wave with direction of propagation d =
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3.3 Two Half Discs

1—‘disc

Uine I

Qo

Figure 3.12: Geometry of the considered Helmholtz problem

Now we come to the first more complex example involving three domains. We
bisect the unit disc into two parts by the aid of the z-axis. The upper half
of the disc we name 1, the lower half Q5. All the remaining part of R2, i.e.
(™ U§2)67 we define to be the exterior domain €. We solve a Helmholtz
transmission problem on this geometry with an incident plane wave having
the direction of propagation d = (1,0)7 and wave numbers ko = 3, k1 = 1,
Ro = 5.

L?(Tgisc) convergence results: Table 3.5 and Table 3.6 show the detailed
information about the evolution of the errors and convergence rates, while in the
plot on the top of Figure 3.13 one can find an illustration for it. The Dirichlet
data converges obviously as expected, since the solution should be quite regular.
The rates for the Neumann error of the classical approach still decay remarkably
in the last step. Therefore we reckon that it would decrease also for the next
few steps.As for the previous cases, it was not possible to calculate further
refinements due to the large computational effort.

Global potential and traces on ﬁgdisc: Looking at Figure 3.14 one again
finds oscillations in the first kind approximation of the Neumann data. They
are situated at the discontinuities at the corners of the domains in ¢ = 0, resp.
t =1 and ¢t = 0.5. This leads, as in the discussion for the unit square to the
conjecture that the first kind approach suffers the loss of convergence rate. The
plots on the bottom of Figure 3.14 indicate that the oscillations have quite a
big contribution to the error.
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Neeg 75" urer = 7 unll 2o,y €0¢ N tret = W unllr2(ru.  €oC
60 1.359- 1071 8.807 - 1071
120 2.437-1072 —2.48 4.521-1071 —0.96
240 5.309 - 1073 —2.20 2.480-1071 —0.87
480 1.346 - 1073 -1.98 1.434-1071 —0.79
960 3.322-1074 —2.02 8.644 - 1072 —0.73
Theory: -2 -0.5

Table 3.5: Error and order of convergence for the classical first kind approach.

Neeg D™ urer = 75" unllrerany  €0¢  IVa"* tiret = Y3 unllr2(ry..)  eoc
60 3.451-1071 9.992-107!
120 1.491-1071 —1.21 4.354-1071 —1.20
240 7.156 - 102 —1.06 2.106- 10! —1.05
480 3.462 - 1072 —1.05 1.023-107! —1.04
960 1.545 - 1072 —-1,16 4.572-1072 —~1.16
Theory: -1 -1

Table 3.6: Error and order of convergence for the new second kind approach.

Condition number of the Galerkin matrices and GMRES: As in the
tests done before, the condition number of the Galerkin matrix obtained using
the new second kind approach is bounded relatively to the number of segments,
while for the first kind approach it diverges quadratically.

The convergence of the iterative solver GMRES is, similarly to the tests made
before, very fast for the second kind formulation while for the first kind version
comparably nothing happens.
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Figure 3.13: Test 5: Helmholtz transmission problem with tree domains
Qo, 1, Qs where € is the upper half of a disc of radius one, )5 is the lower half
of the unit disc and g the exterior domain. The appropriate wave numbers are
chosen as kg = 3, k1 = 1, ko = 5. The incoming wave u;,. is a plane wave with
direction of propagation d = (1, O)T.
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Figure 3.14: Test 5: Helmholtz transmission problem with tree domains
o, Q1, Qo where €2y is the upper half of a disc of radius one, €25 is the lower half
of the unit disc and 2y the exterior domain. The appropriate wave numbers are
chosen as kg = 3, k1 = 1,k = 5. The incoming wave u;,. is a plane wave with

direction of propagation d = (1,0)
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3.4 Two Half Squares

Uine

|

Figure 3.15: Geometry of the considered Helmholtz problem

The three domain problem we are going to study in this section is visualized
above. The unit square is bisected by the x-axis. The upper rectangle is denoted
to be 21, the lower one is €25 and outer space is named y. We take the incident
wave having d = (1,0)7 as direction of propagation and ro = 1, k1 = 10 and
Ko = b to be the wave numbers of the particular domains.

L2(1"disc) convergence results: The results we obtain solving the Helmholtz
transmission problem based on this data are similar to the ones already dis-
cussed. We therefore refer to the discussions there. The expected convergence
behaviour is O(Ng2) resp. O(Ngg) for the Dirichlet error of the first kind resp.
second kind approach since the solution should be smooth enough.

We emphasize again the oscillations in the Neumann data of the first kind
method at the discontinuities situated in the edges of the domains. Therefore
we get a worser rate for the Neumann error of the first kind approach.
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Caisc

Caisc

Taisc

Nieg 117D tret = 75" un 2ty €0C YN ttrer = "l L2nye)  eOC
60 3.973-1072 7.269 - 1071
120 8.949-1073 —2.15 3.789-1071 —-0.94
240 2.221-1073 —2.01 2.040 - 1071 —0.89
480 6.316 - 10~4 —1.81 1.141-1071 —0.84
960 1.722-107% —1.87 6.614 - 102 -0.79
Theory: —2 —0.5

Table 3.7: Error and order of convergence for the classical first kind approach.

Neeg 75" uret = 75" unll2(ran)  €0C vy tret — V" unll L2y €OC
60 1.263 - 1071 7.724-1071
120 5.907 - 1072 —-1.10 3.830- 1071 —1.01
240 2.885-1072 —1.03 1.916 - 107! —1.00
480 1.402 - 1072 —1.04 9.402 - 102 —-1.03
960 6.261-1073 —-1,16 4.219-102 —1.16
Theory: -1 -1

Table 3.8: Error and order of convergence for the new second kind approach.
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Test 6: Helmholtz transmission problem with tree domains Qg, 1, Qs where
Q; is the upper half of a square of side length one, 2 is the lower half of a
square of side length one and 2y the exterior domain. The appropriate wave
numbers are chosen as kg = 1,k1 = 10, k3 = 5. The incoming wave u;j,. is a

plane wave with direction of propagation d = (1,0)
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3.5 Four Quarter Discs

Fdisc

Uiny QO

Figure 3.16: Geometry of the considered Helmholtz problem

We close the discussions with five domain problems. The unit disc is divided
into four quarters. €2y describes the right upper quarter of the unit disc, €25
the left upper quarter, €23 the left lower quarter and finally, 24 is set to be the
right lower part. As always, )y denotes the unbounded outer space. The wave
numbers are chosen as follows: kg = 3, k1 = 1, ko = 5, k3 = 2 and k4=3. The

incident wave has the direction of propagation d = g(l, nT.

L?(Tgisc) convergence results: The results for the error convergence are
this time so nicely behaving that the convergence plot at the top of Figure 3.18
gives enough information: Linear convergence of the orders (—2) for the classical
approach, resp. (—1) for the new method for the Dirichlet errors and (—0.5)
resp. (—1) for the Neumann errors. This is exactly what we expect from the
previous discussions (see Section 3.2).
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Figure 3.17: Test 7: Helmholtz transmission problem with five domains
Qo, 21, Qs, 03, Q4 where € is the upper right quarter of a disc of radius one, 2y
is the upper left quarter of the disc and 23 resp. €4 are the lower left resp. lower
right quarter of the unit disc. €1y is the exterior domain. The appropriate wave
numbers are chosen as kg = 3,k1 = 1,ky = 5,k3 = 2,k4 = 3. The incoming
wave U;n 1S a plane wave with direction of propagation d = @ (1, 1)T.
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Figure 3.18: Test 7: Helmholtz transmission problem with five domains
Qo, 01, Q9,Q3, Q4 where €2 is the upper right quarter of a disc of radius one, {29
is the upper left quarter of the disc and 23 resp. €4 are the lower left resp. lower
right quarter of the unit disc. €)g is the exterior domain. The appropriate wave
numbers are chosen as kg = 3,k1 = 1,ky = 5, k3 = 2, k4 = 3. The incoming

wave U;n 18 a plane wave with direction of propagation d = g (1,1)
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3.6 Four Quarter Squares

Uznyy QO

Figure 3.19: Geometry of the considered Helmholtz problem

In this section we consider the same constellation as in the section before. We
substitute the unit disc for the unit square. But this is the only change. The
results are as expected except for the convergence rate of the Dirichlet error
for the classical method. It should have a behaviour like O(N?2) instead of
O(ngé%). But it is close enough to the expected order that we do not have to
bother with it. Since the graphs in the convergence plot on the top of Figure
3.20 are straight lines, we omit a detailed table showing the detailed behaviour
of the error.
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five domains

Qo, 21, Q9,Q3, Q4 where Q; is the upper right quarter of a square of side length
one, {25 is the upper left quarter of the square and 3 resp. €4 are the lower
left resp. lower right quarter of the unit square. ) is the exterior domain. The
appropriate wave numbers are chosen as kg = 3, k1 = 1, k0 = 5, k3 = 2, k4 = 3.
The incoming wave u;,. iS a plane wave with direction of propagation d =

T
¥2(1,1)".
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Test 8: Helmholtz transmission problem with five domains

Qo, 01, Qs,Q3, Q4 where Q; is the upper right quarter of a square of side length
one, {25 is the upper left quarter of the square and Q3 resp. 4 are the lower
left resp. lower right quarter of the unit square. € is the exterior domain. The
appropriate wave numbers are chosen as kg = 3,k1 = 1, k0 = 5, k3 = 2, kg = 3.
The incoming wave u;,. is a plane wave with direction of propagation d =

2

V2 (1,17
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4 Conclusion and Outlook

We have shown in Section 1.8, that the new second kind formulation (1.47) is
equivalent to the Helmholtz transmission problem defined in Section 1.2. This
implies that our numerical method using piecewise constant boundary elements
to approximate both Dirichlet and Neumann data is well defined. Together with
Theorem 10 we have guaranteed quasi-optimal convergence for the approxima-
tion error of the method.

The tests in Section 3 show that the new second kind method is, like Claeys’
second kind method, very well conditioned: The Galerkin matrices are uniformly
bounded compared to the number of segments Ny,. So in contrast to the
classical methods there is no more preconditioning necessary to use iterative
solvers like GMRES efficiently.

It remains open to establish this property theoretically.

A further benefit of the new method is the better approximation of the Neumann
data compared to the classical approach. The numerical solution does not show
oscillations at the discontinuities and we get a better convergence rate of the
error.

On the other hand, we have a deficit in the approximation for the Dirichlet
trace: Since for homogeneous Helmholtz problems the solution is quite smooth,
it usually makes sense to approximate with piecewise linear ansatz functions or
even ansatz functions of higher polynomial degree, because we then get better
convergence rates.

Definitely, our method using only piecewise constant ansatz functions is easier
to implement, especially in higher dimensions than two, since we do not have
to bother about neighbouring dependencies.

Further investigation can be done by making the existing code more time-
efficient and investing more time to find an even better quadrature to evaluate
the matrix entries (see Subsection 2.2.2).

Also an extension to three dimensions could be made or one could discuss the
new second kind formulation for transmission problems based on other strongly
elliptic partial differential operators.

Also it would be interesting to test the behaviour of the new second kind scheme
using (at least for the Dirichlet part) other finite dimensional subspaces as ansatz
spaces. For example one could take boundary element spaces of higher poly-
nomial degree. One of the central questions then is: Do we still get the better
convergence of the Neumann error?
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A Bessel Functions and Iden-
tities

Here we list some useful identities involving Hankel and Bessel functions of first
and second kind, i.e. H&l), H(g?), respectively J,, Y,, for any a € N. They can
be found in most formularies, see for example [2] and [1]. First of all, we can
express the Hankel functions by complex combinations of Bessel functions. For
z € R, it holds:

HM(2) = Ja(2) +1Va(2), (A1)
HP (2) = Ja(2) — iVa(2), (A.2)

where the series expansions of the Bessel functions are

1\ (—4)F
Ja(z)<2z) ];mz%, (A.3)

|
—~
SIS
I\
S~—
Q
(]2
n
.
N
|
o
—
<
—
o=
+ =

(A4)
k=0

¥ is the Digamma function, the derivative of the Gamma function. Since we
assume the input data to be a natural number we can use the following repre-
sentation:

n—1 1
Y(n)=—y+ o n €N, (A.5)
k=1
. "1
v = ,}l—{go (; i log(n)> = 0.577215664901532....

For the derivatives of the Bessel resp. Hankel functions there hold the recur-
sions

d%Fa(z) = Faa(2)~ 2Fa(2),
diZFa(z) =—Fo1(2)+ %Fa(z), Fe{]Y, H} (A.6)
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B Mie Solution

In the case of the geometric obstacle being the disc with radius R and an inci-
dent plane wave with direction of propagation d = (dy,d2)” = (cos(6p), sin(6p)),
6o := cos~1(dy), one can derive the exact solution of the Helmholtz transmission
problem. It is called Mie solution and obtained by reformulating the Helmholtz
transmission problem in polar coordinates and then applying separation of vari-
ables. First, let us rewrite the incident plane wave w;,. using polar coordi-
nates:

Uine (1, 0) = exp (irod - (7 cos(8), rsin(6))7)

= exp (ikor(cos(fy) cos(8) + sin(by) sin(h)))
exp (ikor cos(d — o))
= Z i"J, (kor) exp(in(0 — 6p)).

nez

The Mie solution then can be expressed in the following way:

u(r,0) = Y nez ndn(k1r) exp(in(0 — b)), r <R,
T Zer (B H (r0r) + " Tu(kor) ) exp(in(0 - 00)), 7> R,

with Fourier coefficients a,,, b,, given by

Kol (J;(HOR)H,S”(HOR) - Jn(noR)HS)’(nOR))

an = / )
k1 J! (k  RYHSY (ko R) — ko Jn (k1 RYHS (ko R) (B.1)
b — " (/QQJ;L(KoR)JqL(IilR) — Iiljfl(lﬂlR)Jyl(lioR)))
C T (R HY (koR) — koo (ki RVHY (o R)

The Neumann trace of the Mie solution on the disc of radius R we obtain by
simply taking the derivative in r. So we have

Yoru(f) = Z k1anJ) (k1 R) exp(in(0 — 60)), 6 € [0,2m),
neL

with a, as defined above in (B.1). The facts stated in this Chapter are based
on a paper of Hsiao and Xu [8].
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