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Monday 3rd September, 2018

Minor revision on
Tuesday 30th October, 2018

∗The author would like to thank Jakob Zech for the fruitful discussions. He is indebted to his supervisor
for introducing him to the active research areas this thesis reviews and for stimulating conversations and
feedback throughout the project.





Abstract

In this thesis, we show a result on the expressive power of deep ReLU networks. We study
a countably parametric elliptic diffusion equation with parameter space U = [−1, 1]N and
show that its parameter-to-solution map u : U → H2 ∩H1

0 ((0, 1)2) can be approximated
efficiently by a family of deep ReLU networks. We show a lower bound on the convergence
rate in terms of the network size. The result we show is a generalisation of [75, Theorem 4.8
p. 22], which addresses a countably parametric diffusion equation on the spatial domain
(0, 1). We show that the analogous result holds on (0, 1)2. The proof is based on the
efficient approximation of products by deep ReLU networks introduced in [89] and the
sparsity of the generalised polynomial chaos expansion (gpc expansion for short) of u
in the sense of `p-summability of the norms of the gpc coefficients for some 0 < p < 1
(shown in [3]). The proof is constructive if the gpc coefficients are known. The bound
on the convergence rate for the approximation of u only depends on the summability of
the gpc coefficients and the convergence rate of deep ReLU network approximations of
functions in H2 ∩ H1

0 ((0, 1)2). In particular, our main result also holds for parametric
PDEs with infinitely many parameters. In that sense, it does not suffer from the curse of
dimensionality.
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1 Introduction

In this section, we first introduce the context of this thesis. Section 1.1 introduces the field
of uncertainty quantification and in particular methods to solve PDEs with random input
using sparse generalised polynomial chaos expansions and approximations. Section 1.2
introduces the field of machine learning and mainly focusses on the deep neural networks
we study. It also reviews some of the relevant deep learning literature. The aim of this
thesis is to combine results from both fields to generalise [75, Theorem 4.8 p. 22], which
is cited in Section 1.3. Section 1.4 introduces notation as well as an index set and a
parameter space we will use throughout this thesis. Finally, in Section 1.5, we give an
outline of Sections 2–6.

1.1 Uncertainty quantification

In science and engineering, many systems can be described mathematically by partial
differential equations (PDEs), whose data (e.g. coefficients, source terms and boundary
value data) describe the properties of the specific system under consideration. One way to
investigate such a system is by solving the PDE numerically for data based on empirical
information. Small deviations in the data can have an immense impact on the solution
of the PDE, especially for non-linear PDEs, see e.g. [87, Section 1.1.1 pp. 1–2]. Such
uncertainties may be a property of the studied system, but are also inherent in data based
on empirical information. The quantitative study of such uncertainties and their influence
on the exact or the numerical solution of the PDE is the active scientific field named
uncertainty quantification (UQ).

UQ includes the development of exact and numerical PDE methods that take into account
the previously described uncertainty. The uncertainty can be modelled by assuming that
the data follow a probability distribution. Such spatial functions that follow a probability
distribution are called random fields. A PDE with such a random field as data is a PDE
with random input (RPDE ). There are multiple ways to approach such an equation, we
now discuss very briefly some of the developed RPDE methods, mainly focussing on gpc
expansions and approximations introduced below. For a more complete introduction to UQ
and in particular gpc expansions and approximations, including references to historically
important literature, we refer to [87, especially Chapter 1 pp. 1–8] or [88]. These also
serve as references for the introduction given in this section.

1.1.1 Monte Carlo simulation

One popular approach is that of Monte Carlo simulation (MC simulation), an example of
a sampling-based method. In short, one computes independent draws from the probability
distribution for the data and solves the deterministic PDE for those values of the data.
Then, some statistical quantities of these solution samples are known to approximate those
of the solution of the RPDE, e.g. the sample average of the solution samples converges to
the mean solution of the RPDE. Although this method has been applied successfully in
many situations, its convergence rate is generally considered slow, e.g. denoting by N the
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number of deterministic problems that have to be solved, in general one only knows that
the error of the sample average w.r.t. the mean solution is of the order O(N−1/2).

1.1.2 Deterministic methods

Alternatively, there exist nonsampling methods or deterministic methods, e.g. perturbation
methods and, developed more recently, methods based on generalised polynomial chaos
expansions and approximations (for short gpc expansions and approximations, named after
polynomial chaos introduced in [85]). For both types of methods, one chooses bases for
the function spaces from which the data are drawn, e.g. Karhunen Loève bases, see e.g.
[29, Section 3.1 pp. 66–68]. The uncertainty in the data is modelled as uncertainty in
the coefficients with respect to the chosen bases, i.e. these coefficients are modelled to be
drawn from a probability distribution and the data of the RPDE are parametric functions
with these coefficients as parameters. Solving the PDE for each possible value of the
parameters defines a parameter-to-solution map, called solution map. The solution of the
RPDE is determined by this parametric solution map and the probability distribution for
the parameters. The remainder of this thesis is concerned with approximating the solution
map of a parametric PDE, keeping in mind that results can also be applied in the context
of RPDEs.

For the perturbation method, the parametric data map is Taylor expanded (in RPDE
context usually around its mean) and approximated by a truncation of the expansion.
The solution map is then approximated by solving the PDE for this approximation of the
data, which is effective if the fluctuations of the data are small.

Alternatively, a gpc expansion is a polynomial expansion of the solution map in terms of the
parameters. Truncation of a gpc expansion gives a gpc approximation. The coefficients
of gpc expansions are functions in the solution space of the PDE and can themselves
be approximated by Galerkin methods, for instance. This combination is referred to
as a stochastic Galerkin method (SG method), cf. [30, 2, 79, 17]. Collocation methods
are an alternative for Galerkin methods, the combination of a gpc approximation with
a collocation method is referred to as a stochastic collocation method (SC method), cf.
[1, 58, 57]. In case the number of parameters in the gpc expansion is bounded by some
M ∈ N, exponential convergence of an SG approximation in terms of the polynomial order
used in the finite element approximation of the gpc coefficients is shown in [2, Theorems
6.2 and 6.3 p. 818]. However, the error may increase exponentially with M , a phenomenon
called the curse of dimensionality. Hence, convergence rates independent of M are desired.
Such a result was first shown in [79].

Since then, many such results have followed based on sparsity of the gpc expansion as
expressed by the `p-summability of the norms of the gpc coefficients for some 0 < p < 1.
Early results in this direction are [17, Corollaries 7.4 p. 636 and 8.3 p. 644]. In addition,
such sparsity has been derived from the so-called (b, ε)-holomorphy of the solution map, a
term that quantifies the holomorphic complex extendability of the solution map in each of
the parameters. This approach is followed in e.g. [18, 14, 90] and used in [75, Theorems 2.7
p. 6, 3.9 p. 15, 3.10 p. 17 and Corollary 4.1 p. 18]. Another approach, not based on
holomorphic extensions, was developed in [4, 3] and used to prove [75, Corollary 4.3 p. 18
and Theorem 4.8 p. 22]. The main topic of this thesis is [75, Theorem 4.8] (see Section
1.3 ahead), we hence review the second approach in Sections 4.2–4.4 below.
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1.2 Deep learning

The main point in [75] is that it combines results on the sparsity of gpc expansions derived
in the context of UQ with another quickly expanding field, namely that of machine learning
(ML). The aim of that field is to develop algorithms that can extract features from data
sets and that in new situations can make predictions based on “learned” features, but
without designing the algorithms with those specific features in mind. In this context, the
process by which an algorithm improves the extraction and prediction capabilities based
on an available data set is called learning or training (see Section 1.2.3). Applications
of machine learning are ubiquitous and include image recognition, speech recognition,
autonomous driving and natural language understanding (see [73] and [32, Section 12
pp. 438–481]).

A sub-field of machine learning is deep learning (DL), which is the development and the
study of deep neural networks (DNNs) for machine learning tasks. We refer to the reviews
[45, 73] for an overview of the field up to 2015 and to the general introduction to the field
in [32]. Although most success has been achieved in the past two decades, the concept is
much older ([50]). We note that the principles behind what is now called deep learning
have had different names over time, e.g. cybernetics introduced in [86] and used in the
1950s–1960s and connectionism used in the 1980s–1990s, see [32, Section 1.2.1 pp. 12–18].
The current wave of attention, under the name deep learning, started around 2006, see
[32] and references therein, especially [32, p. 18 and Section 1.2.4 pp. 22–26] and e.g.
[37, 8, 65]. Reasons for the recent success include the increased computational power of
computers, the increased quantity and size of available data sets and the development of
more efficient learning algorithms (see [32, Section 1.2 pp. 12–26]).

1.2.1 Neural networks

More specifically, neural networks (NNs) are computational algorithms that are defined in
terms of a collection of computational nodes that each carry out a computation of specified
type. The type of computation need not be the same for all computational nodes.

For most neural networks, the computational nodes are organised in layers. In this con-
text, depth refers to the number of layers with computational nodes, we will call such
layers computational layers. For the networks we consider, the input of the first compu-
tational layer is given externally, it is the input of the network. It consists of multiple
numbers, called input nodes. Together, they constitute the input layer. All other layers
are computational layers, the last of which is called output layer. The output of this layer
is the output of the network.

Generally, for each computational layer, the type of computation is equal for all nodes
in that layer. In the networks we consider, all computational layers carry out an affine
transformation, which in all those layers except the last is followed by a non-linear trans-
formation called activation. The activation is applied componentwise to the output of the
affine transformation. See [19] for examples of networks whose first computational layer
does not compute the activation function.

Currently, the most popular activation function is the rectified linear unit (ReLU ) σ : R→
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R : x 7→ max{0, x}, which is globally Lipschitz continuous and hence weakly differentiable
(σ ∈ W 1,∞

loc (R)). Multiple variations of the ReLU exist, most of which are not constant
on (−∞, 0). The reason why is explained in Section 1.2.3. Examples are R → R : x 7→
max{0, x}+0.01 min{0, x} (a leaky ReLU ) and R→ R : x 7→ max{0, x}+min{0, exp(x)−
1} (an exponential linear unit), cf. [16]. In addition, sigmoidal functions are a popular
choice, which are functions ψ that satisfy

ψ : R→ R : lim
x→−∞

ψ(x) = 0, lim
x→∞

ψ(x) = 1, (1.1)

often combined with monotonicity assumptions and regularity assumptions such as (Lips-
chitz) continuity or smoothness. Examples of smooth sigmoidal functions are the logistic
function x 7→ 1

1+e−x and x 7→ 2
π arctan(π2x). We note that the definition of “sigmoidal func-

tion” is not unambiguous, several different definitions can be found in the literature. Be-
sides the ReLU and sigmoidal functions, the binary step unit (BSU ) R→ R : x 7→ 1[x ≥ 0]
is a popular activation function. It is also called Heaviside function. Contrary to the ReLU
and most popular sigmoidal functions, it is discontinuous and not weakly differentiable
(it is not in H1

loc(R)). At the end of Section 1.2.3 on DNN training, we further discuss
activation functions and the importance of their regularity.

Computational layers in which nodes compute the activation function are called hidden
layers. That is, for the networks we consider, all computational layers except for the
output layer are hidden layers. Neural networks with not more than one hidden layer are
called shallow, while networks with multiple hidden layers are called deep. In addition, we
define the size of a network as the number of computational nodes applying the activation
function.

The term “neural network” expresses the inspiration the field has found in neuroscience.
For example, it builds on the idea that intelligent behaviour can result from complexly
structured networks of interacting neurons, which are themselves simple computational
nodes, and that learning is realised by properties of the nodes that change under exter-
nal input (cf. Section 1.2.3 below). Although neural networks have been used to gain
understanding of biological brains (see e.g. [38]), the currently popular neural networks
are designed for machine learning tasks and do not faithfully model biological neural net-
works. To distinguish abstract neural networks from biological ones, the former are called
artificial neural networks (ANNs). We only consider ANNs. The heuristic for the term
“network” is that the dependencies between computational nodes can be represented by
a graph: the dependence of the input of a computational node on the output of another
node can be represented by an edge connecting the two nodes. An example of such a
graph is shown in Figure 1.1.
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Input layer

First hidden layer

Second hidden layer

Third hidden layer

Output layer

Figure 1.1: Example of a graph depicting a ReLU network that has two inputs, one output,
depth 4 and size 12.

The network properties described so far, i.e. the collection of nodes organised into layers
and the type of computation carried out by each computational node, are part of the
architecture of the network. In addition, the architecture includes a rule that for each
computational layer describes on the output of which layers its input may depend. The
rule we use is described in Section 1.2.2 ahead. In particular, the architecture prescribes
the size of each layer, which is the number of nodes.

In addition to the architecture, the computation carried out by a computational node
also depends on a number of parameters, which are different for each node and are called
coefficients. For each allowed value of the input of the network, the architecture and the
coefficients of all computational nodes together determine the output of the network.

In the literature, the term “neural network” is used to refer to different objects. For
example, it can refer to the architecture, the collection of all coefficients or the function
that sends each allowed input value to the corresponding output value. In this thesis
we will use “neural network” (or simply “network”) to refer to the combination of an
architecture and a collection of corresponding coefficients. They together uniquely define
a function from the set of allowed input values to the set of possible output values, which
we call the realisation of the network, as in [62]. Therefore, we can speak about networks
approximating a function.

Although each network has a unique realisation, the converse is not true: for each function
that can be implemented by a ReLU network of the type described above, there are many
other networks that implement the same function. This first of all follows from the positive
homogeneity of the ReLU:

∀λ ∈ R>0, x ∈ R : σ(λx) = λσ(x).

In addition, Definition 2.4 below introduces networks that implement the identity operator.
As will be discussed in Remark A.2, they can be used to extend networks without changing
their realisation. Example 2.6 below shows a much less trivial case of two networks that
have the same realisation, namely the standard hat function. Similar hat functions will
be used in Sections 2.2 and 3.

Having fixed a realisation, the freedom in coefficients resulting from positive homogeneity
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could be removed by rescaling the coefficients. The other two types of freedom cannot
simply be removed. In fact, such freedom shows that the relation between networks and
their realisation is very complex. On the one hand, exploiting this complex relationship
could lead to efficient DNN approximations (cf. Section 6.2.2). On the other hand, as a
result, it might be difficult to bound from below the convergence rates of DNN training
algorithms (training is further discussed in Section 1.2.3 below).

1.2.2 Non-residual feedforward neural networks

We restrict ourselves to feedforward ReLU NNs (FF ReLU NNs), which are ReLU networks
with finitely many linearly ordered layers. The input of each layer may only depend on
the outputs of the previous layers. Networks without this property are called recurrent
NNs. They may have feedback connections from the output of a layer to the input of that
layer or the input of a previous layer. Although in some situations recurrent networks
have shown to outperform feedforward networks (cf. [73, e.g. Section 5.13 pp. 95–96]), all
results in this thesis will be obtained without recurrence.

In addition, the networks we use are non-residual, i.e. the input of computational nodes
in a certain layer may only depend on the output of the layer directly before, not on
the output of layers before that layer. Connections between two non-consecutive layers
appearing in residual NNs are called skip connections. Because skip connections could
be implemented by identity networks as defined in Definition 2.4, the assumption that
networks are non-residual is not very restrictive for the derivation of convergence rate
bounds in terms of the network size or the number of non-zero coefficients. It only increases
the number of computational nodes and the number of non-zero coefficients needed to
implement certain functions.

In Section 2.1 ahead, we introduce a formalism to describe the non-residual FF ReLU NNs
we use throughout this thesis.

1.2.3 Training

For DNN training, the architecture is generally fixed beforehand. The coefficients are not
fixed, the aim of training is to optimise the coefficients for the task at hand. Two of
the first models that could be trained were the perceptron introduced in [68] and Adaline
(which stands for adaptive linear) introduced in [84], cf. also [82, 83].

In most cases, the aim of the training process is to find a network that minimises a certain
loss function, which expresses the difference between the output of the network and the
“true” value it needs to approximate. This type of learning uses a data set comprising pairs
of input values and corresponding “true” output values and is called supervised learning.

An example of a supervised learning algorithm is backpropagation introduced in [71]. In
each learning step, the loss function is evaluated on elements of the training data set. The
outcome is used to compute the gradient of the loss function with respect to the coefficients.
At the end of each step, the coefficients are changed along the negative gradient. This
deterministic method is an example of (deterministic) gradient descent. Better results
have been achieved with stochastic gradient descent (SGD), in which in each training step

6



the coefficients are changed along the sum of the negative gradient of the loss function
and a small random term. Choosing the size of the change in coefficients based on the
size of the gradients observed in previous steps further improves the results. An example
of an algorithm that does so is Adam. It was introduced in [42, Algorithm 1 p. 2] and
has since received much attention, cf. also the review of optimisation methods based on
deterministic or stochastic gradient descent in [70, Section 4.6 pp. 7–8] and the recent
article [66] on possible improvements of Adam.

Gradient descent requires differentiability of the activation function. It is desirable that
the activation function is continuously differentiable. In addition, it is undesirable that
the activation function is constant on a part of its domain. It being constant can result
in the vanishing of the gradient of the loss function with respect to the coefficients of
a neuron, which means that the coefficients cannot be optimised anymore by gradient
descent. Such nodes are called dead. In practice, this means that the size of networks
with such activation functions needs to be chosen much larger than theoretically needed,
because a significant part of the nodes will die during the training process.

The ReLU does not have the desired properties, it is only weakly differentiable and it is
constant on (−∞, 0). Variations of the ReLU can be used to overcome one or both of
these issues. The BSU is much less regular, it is discontinuous and its pointwise derivative
vanishes everywhere except in x = 0, where it is not defined.

1.2.4 Deep learning literature on approximation theory and on solving PDEs
numerically

Much literature is available on deep learning. On the one hand, many empirical works
describe the results achieved with state-of-the-art architectures and training algorithms.
Most of those results still lack a theoretical explanation and a proof guaranteeing good
results. On the other hand, much theoretical research has been conducted, building on
results obtained in e.g. information theory, statistics and numerical analysis. Our work is
of the latter form. We will now introduce some of the theoretical results that are related
to the work in this thesis.

If not specified otherwise, the networks discussed in this section are FF NNs whose com-
putational layers compute an affine transformation, in all computational layers except the
output layer followed by activation.

Universality

For a given neural network architecture, the first question to ask is which functions can
be implemented by networks of that architecture. For other functions, one wants to know
how well they can be approximated. A collection of networks with the same architecture,
except for the fact that their layer sizes may differ, is called universal if any function from
a certain function space (e.g. the space of continuous functions or the space of measurable
functions) can be approximated arbitrarily well by networks from that collection.

For n ∈ N, one hidden layer NNs with continuous sigmoidal activation function are uni-
versal in the sense that their realisations are dense in C([0, 1]n) in the topology of uniform
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convergence on compacta ([20, Theorem 1 p. 306]). See [20, Table 1 p. 312] for an overview
of the results in that paper and similar results at that time. It was shown in [39, Theorem
2.4 p. 362] that the realisations of one hidden layer NNs with non-decreasing sigmoidal
activation function are dense in the space of Borel measurable functions in the sense of
global convergence in measure (the used metric is given in [39, Definition 2.9 and Lemma
2.1 p. 361]). Similar results were obtained in e.g. [28, 6].

An important survey of universality was given in [63]. Based on [47], it was shown in
[63, Theorem 3.1 p. 153] that one hidden layer neural networks with continuous, non-
polynomial activation function are universal, i.e. their realisations are dense in the space
of continuous functions in the topology of uniform convergence on compacta. In the
context of ReLU networks, this result implies universality of ReLU networks with more
than one hidden layer: as discussed in Remark A.2 in Appendix A, the depth of ReLU
networks can easily be increased without changing the realisation.

Expressive power

Universality results, however, do not give any information on the size of the network
or the number of non-zero coefficients needed for the implementation of a function or the
approximation up to a prescribed accuracy. The ability of networks of a given architecture
(i.e. with given depth and size) to implement or approximate functions is called expressive
power. It is one of the main topics in deep learning research. Early results in this direction
were given in [5, 52]. There, bounds were shown on the convergence rate of shallow network
approximations of functions of a certain smoothness in terms of the network size. For
similar results, see the references made there.

More recently, the expressive power of deep networks was studied in e.g. [10] and its
published summary [9]. They showed the efficient representability of so-called affine sys-
tems by neural networks with as activation function a smooth version of the ReLU or a
sigmoidal function of order k ∈ N≥2 as defined in [10, Definition 5.1 p. 19] (their definition
of “sigmoidal” is more general than ours).

The results on expressive power stated above and below have in common that they show
approximation properties in terms of the depth, the size or the number of non-zero coef-
ficients of the networks. They do not show how to find such networks through training.
In addition, in general, no restrictions are posed on the relation between the function to
be approximated and the coefficients of the approximating networks. This relation may
be very complicated, the coefficients need not depend continuously on the approximated
function. In practice, this relation between function and coefficients has to be learned
through DNN training, i.e. it depends on the performance of training algorithms whether
the theoretical approximation results can easily be achieved in practice. Theoretical results
on expressive power serve as benchmarks for the performance of training algorithms.

Efficient ReLU approximation of arithmetics

Many recent results on ReLU DNN convergence rates in terms of the network size (e.g.
the results obtained in [89, 62, 54, 75, 61, 24] and this thesis) depend on the efficient
approximation of products by ReLU DNNs as first proposed in [89, Proposition 3 p. 106]. It
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exploits the fact that using the results in [77, Section 2.2 pp. 3–4] the function [0, 1] 3 x 7→
x2 can be approximated efficiently by deep ReLU networks ([89, Proposition 2 p. 105]).
We discuss this in more detail in Sections 2.2–2.3 below. A similar result on the efficient
DNN approximation of products is [48, Theorem 1 p. 4], which uses networks with ReLUs
and BSUs. A related result, but not used in [75] or this thesis, is the fact that division
can be implemented efficiently by ReLU networks, which follows from [78, Theorem 1.1
p. 1]. That theorem shows a more general statement, namely that rational functions can
be approximated efficiently by ReLU networks. Interestingly, it also shows the converse,
namely that the realisations of ReLU networks can be approximated efficiently by rational
functions.

Expressive efficiency of depth

A not yet fully understood issue concerning the expressive power of neural networks is the
(dis)advantage of depth. Twenty years ago it was still unclear whether depth was advan-
tageous in general, as depth is not needed for universality ([63, Section 7 pp. 182–187]).
In the mean time, many promising results have been achieved on the expressive efficiency
of depth. The aim is to show that for a fixed network size or a fixed number of non-zero
coefficients deep networks outperform shallow (or less deep) networks at implementing
and approximating functions, e.g. that for deep network approximations the convergence
rate in terms of the network size or the number of non-zero coefficients is better than for
shallow network approximations.

We now recall some results showing the expressive efficiency of depth. One hidden layer
BSU NNs cannot provide localised approximations in Euclidean space of dimension more
than one ([15, Theorem 2.2 p. 609]), whereas two hidden layer BSU NNs can ([15, Theo-
rem 2.3 p. 610]). In [60, 55], it was shown that the realisations of ReLU DNNs are piecewise
linear on a finite partition of their domain. In addition, lower bounds on the maximum
possible number of linear regions were given in terms of depth and layer sizes (e.g. [55,
Theorem 5 p. 7]). It was shown that for networks with fixed layer size this lower bound
grows exponentially with depth ([55, Corollary 6 p. 7]), whereas the maximum number of
linear regions that can be achieved by a single hidden layer network grows polynomially
with the size of the network ([60, Proposition 2 p. 6]), i.e. deep networks can achieve ex-
ponentially more linear regions than shallow networks. The references [51, 53, 64] showed
that compositional functions can be approximated efficiently by DNNs, not by shallow
networks. In [89, 48], DNNs that approximate polynomials were constructed. In both
works, such networks were used to show that deep networks are more efficient at approx-
imating functions from certain smoothness classes than shallow networks. The results in
[89] were achieved using ReLU networks, whereas in [48] networks with ReLUs and BSUs
were used. For the approximation of a multivariate polynomial in n ∈ N variables on a
bounded domain by networks with n times differentiable activation functions with non-
zero Taylor coefficients, it was shown in [67] that the required depth of networks with fixed
layer size grows linearly with n, whereas the required layer size for finite depth networks
grows exponentially with n. The optimal approximability of piecewise smooth functions
by ReLU DNNs was studied in [62]. In particular, they showed a lower bound on the depth
of networks that achieve the optimal convergence rate in terms of the number of non-zero
coefficients. In [61], it was shown that ReLU DNNs are rate-distortion optimal for the
approximation of sinusoidal functions, one-dimensional oscillatory textures and the Weier-
strass function. In particular, in [61, Theorems 6.4 and 6.6 p. 9], it was proved that deep
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networks with finite width outperform networks with finite depth on the approximation
problems considered in those two theorems.

A more general type of result was obtained in [19], which studies sum-product networks,
which are also called convolutional arithmetic circuits and have a different architecture
than the networks we consider. In [19, Corollary 2 p. 10], the coefficients of sum-product
networks were interpreted as tensors. Under this correspondence, shallow sum-product
networks implement the canonical tensor decomposition and deep sum-product networks
implement the hierarchical Tucker tensor decomposition (HT decomposition, introduced
in [35]), see also [34]. It was shown that Lebesgue-almost every tensor in HT format
has canonical rank growing exponentially with the order of the tensor ([19, Theorem 1
p. 9]), which implies that for any given deep sum-product architecture the realisation of
Lebesgue almost every network of that architecture can only be implemented or approx-
imated arbitrarily closely by shallow sum-product networks of size exponentially growing
with the depth of the deep network ([19, Corollary 2 p. 10]). The strength of this result
is that it shows that almost every deep sum-product network cannot be approximated
efficiently by a shallow network, whereas the previously cited results merely showed this
for specific classes of networks. On the other hand, it is possible that most networks of
interest are elements of the exceptional set of zero Lebesgue measure whose elements can
be approximated by smaller shallow networks. An analogous result for recurrent neural
networks was shown in [41], by showing that deep recurrent neural networks implement
the tensor train decomposition (TT decomposition) introduced in [59].

Numerically solving differential equations with neural networks

We now discuss some results that use neural networks to solve PDEs numerically. The
idea of using neural networks to solve differential equations numerically has been around
for decades, see [46, 43, 44, 49]. Cf. also [76, Section 1.2 p. 3], which discusses more recent
results that use deep learning to solve PDEs.

In order to train neural networks, a loss function is defined that evaluates how well a
function from the solution space of the PDE satisfies the PDE, its boundary conditions
and possibly initial conditions. The loss function can simply be based on the PDE itself,
but also on a variational formulation of the PDE similar to that in Proposition 4.2 below.
The latter approach was used in [23]. Often, e.g. in [46, 43, 44, 49], the loss function is
evaluated on a mesh. Alternatively, in [76] it was proposed to train DNNs by SGD based
on evaluation of the objective function in randomly drawn points in its domain.

Another research topic is the development of training algorithms for the specific purpose
of solving PDEs numerically, see e.g. [69].

Recently, DNNs have even proved successful in numerically solving some specific examples
of high-dimensional parametric PDEs, i.e. methods have been developed that in some
situations can overcome the curse of dimensionality, at least up to a large extent. As
discussed in Section 1.1.2, this can be used to solve RPDEs. An early result in this direction
is [40]. An RPDE is solved by first calculating independent draws for the data of the
underlying PDE. The PDE is then solved numerically for those values of the data, which
gives data-solution pairs with which a DNN can be trained. The references [22, 36, 27]
address high-dimensional non-linear PDEs and backward stochastic differential equations
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(BSDEs) by showing that they correspond to a stochastic control problem, whose solution
can be approximated using deep reinforcement learning. Numerical experiments show
that problems with dimension of the order 100 can be handled. Another work following
a roughly similar approach is [7]. It also relies on the correspondence of certain fully
non-linear PDEs to BSDEs.

Very recently, the existence of a family of DNN approximations of the solution of a high-
dimensional PDE was shown in [24, Theorem 7.3 p. 30], together with a lower bound on
the convergence rate in terms of the number of non-zero coefficients that does not suffer
from the curse of dimensionality.

The contribution of [75] and this thesis

The results in [75] and this thesis address the expressive power of DNNs and contribute
to the area using DNNs to solve PDEs numerically. The results use the sparsity of gpc
expansions and the efficient ReLU approximation of products to show the existence of a
family of ReLU DNNs approximating the solution map of a parametric PDE and to give
a lower bound on the convergence rate of the approximations in terms of the network size.
The proofs are constructive: the architecture and the coefficients of the approximating
family of networks are constructed explicitly, assuming that the gpc coefficients are known.

1.3 Theorem 4.8 from [75]

The aim of this thesis is to review [75, Theorem 4.8 p. 22] and its extensibility. The
theorem shows the existence of a family of non-residual FF ReLU DNNs (see Section
1.2.2) approximating the solution map of a parametric elliptic diffusion equation on the
domain (0, 1) with a scalar diffusion coefficient that is uniformly elliptic with respect to
the parameters. More precisely, with D = (0, 1), U = [−1, 1]N (see Section 1.4.3 below)
and spaces of real-valued functions V = H1

0 (D) and X = H2 ∩H1
0 (D), it reads:

Theorem 1.1 ([75, Theorem 4.8 p. 22]). “Let 0 < qV ≤ qX < 2 and denote pV ..=
(1/qV + 1/2)−1 ∈ (0, 1) and pX ..= (1/qX + 1/2)−1 ∈ (0, 1). Let βV = (βV ;j)j∈N ∈ (0, 1)N

and βX = (βX;j)j∈N ∈ (0, 1)N be two monotonically decreasing sequences such that βV ∈
`qV (N) and βX ∈ `qX (N), and such that”∥∥∥∥∥

∑
j∈N β

−1
V ;j |ψj(·)|
ā(·)

∥∥∥∥∥
L∞(D)

< 1

and ∥∥∥∥∥
∑

j∈N β
−1
X;j |ψj(·)|
ā(·)

∥∥∥∥∥
L∞(D)

< 1,

∥∥∥∥∥∥
∑
j∈N

β−1
X;j |ψ

′
j(·)|

∥∥∥∥∥∥
L∞(D)

<∞

for ā and all ψj belonging to W 1,∞(D) and with ess inf ā > 0. Assume that in∫
D
a(y, x)∇u(y, x) · ∇v(x) dx = V ′〈f, v〉V , ∀v ∈ H1

0 (D) (1.2)
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f ∈ L2(D). “[. . . ] Denote for every y ∈ U by u(y, ·) ∈ V the solution of (1.2) for the
affine-parametric diffusion coefficient

a(y, x) = ā(x) +
∑
j∈N

yjψj(x), x ∈ D.

Then, there exists a constant C > 0 such that for every n ∈ N there exists a ReLU
network ũn(y1, . . . , yn, x) with n + 1 input units and for a number Nn ≥ n with r =
min{1, (p−1

V − 1)/(1 + p−1
V − p

−1
X )} there holds the bound

sup
y∈U
‖u(y, ·)− ũn(y1, . . . , yn, ·)‖V ≤ CN−rn .

Moreover, for every n ∈ N,

size(ũn) ≤ C(1 +Nn log(Nn) log log(Nn)),

depth(ũn) ≤ C(1 + log(Nn) log log(Nn)).”

Theorem 5.1 in Section 5 shows that an analogous result holds on the domain (0, 1)2.
Possibilities for further extensions are discussed in Section 6.

1.4 Notation

1.4.1 General notation

We will use the following notation: N = {1, 2, . . .}, N0 = {0, 1, 2, . . .}. Cartesian powers are
denoted by superscripts, e.g. N3

0 = N0 ×N0 ×N0, while certain subsets of N0 are denoted
by subscripts, e.g. N≥2 = {2, 3, . . .} = N>1, N≤k = {1, 2, . . . , k}, N<k = {1, 2, . . . , k − 1}
and (N0)2

≤2n = {0, 1, 2, . . . , 2n}× {0, 1, 2, . . . , 2n}. For any set Λ, we denote its cardinality
by |Λ|.

For statements, we write

1[statement] =

{
1 statement is true,

0 statement is false.

Vectors, sequences and multiindices are written in boldface, e.g. x ∈ R2, y ∈ [−1, 1]N.
Numbers in boldface denote sequences or vectors, e.g. 1 = (1, . . . , 1) ∈ Rd for d ∈ N. For
countable sequences b = (bj)j∈J , we write |b|1 ..=

∑
j∈J bj . In addition, for all d, d1, d2 ∈ N,

we write for vectors in Rd resp. matrices in Rd1×d2

∀b ∈ Rd : ‖b‖`0 ..=

d∑
i=1

1[bi 6= 0], ∀A ∈ Rd1×d2 : ‖A‖`0 ..=

d1∑
i=1

d2∑
j=1

1[Ai,j 6= 0].

For d ∈ N, the d × d identity matrix is denoted by IdRd . In addition, for any set S, the
identity function on S is denoted by IdS .
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We use the componentwise ordering on (R≥0)N, i.e. ν ≤ µ if and only if ∀j ∈ N : νj ≤ µj .
In addition, we define ν < µ as (ν ≤ µ) ∧ (ν 6= µ).

A set Λ ⊂ NN
0 is downward closed if all µ ∈ NN

0 that satisfy µ ≤ λ for some λ ∈ Λ are also
contained in Λ. For such Λ, we know that |{j ∈ N : ∃λ ∈ Λ : λj 6= 0}| ≤ |Λ|, because we
have ej = (0, . . . , 0, 1, 0, . . .) ∈ Λ for each j satisfying (∃λ ∈ Λ : λj 6= 0), where (ej)j = 1
and ∀i ∈ N, i 6= j : (ej)i = 0.

1.4.2 Index set F

We define F ..= {ν ∈ NN
0 : νj 6= 0 for only finitely many j ∈ N}, i.e. F is the set of finitely

supported sequences with values in N0. For ν ∈ F , we define

suppν ..= {j ∈ N : νj 6= 0}.

Note that NN is uncountable (the famous result by Cantor, cf. [25, Theorem 6B p. 132]),
hence so is NN

0 . However, F is countable, as we will use in many of our results. It follows
from

F =
⋃
n∈N0

⋃
m∈N

{
ν ∈ NN

0 : |ν|1 = n, suppν ⊂ {1, . . . ,m}
}
,

which shows that F is a countable union of finite sets, hence countable.

For a subset Λ ⊂ F , we denote its complement in F by Λc ..= F\Λ. For ν ∈ F , we write
ν! =

∏
j∈N νj !, using that 0! = 1. For ν ∈ F and b ∈ RN, we define bν ..=

∏
j∈N b

νj
j ,

using that 00 = 1. Although these products formally have infinitely many factors, ν ∈ F
ensures that only finitely many factors differ from 1.

1.4.3 Parameter space U

We will study parametric functions with parameters y = (yj)j∈N in U ..= [−1, 1]N. We will
always endow U with the product topology. In 1930 Tychonoff showed that the Cartesian
product of any cardinality of unit intervals endowed with the product topology is compact
Hausdorff ([80, Sections 1 and 2 pp. 546–550]). Second countable compact Hausdorff
spaces are metrisable by Urysohn’s metrisation theorem ([81, Hauptsatz p. 310]). Hence,
U is a compact metrisable space, as is any other countable Cartesian product of compact
intervals. An example of a metric inducing the product topology on [−1, 1]N is

d(y,y′) =
∑
j∈N

2−j
|yj − y′j |

1 + |yj − y′j |

([72, Examples 3.3.20.(b) p. 84]), convergence in the product topology corresponds to
componentwise convergence.

1.4.4 Parametric functions

For a domain D ⊂ Rd with d ∈ N, we denote points in D by x ∈ D or by x ∈ D if d = 1.
For i ∈ {1, . . . , d}, the i’th Euclidean unit vector is denoted by ei.
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For a Banach space V of functions defined on D, we will study parametric functions
a : U → V : y 7→ a(y). In general, we write a(y) ∈ V , suppressing the spatial variable
x ∈ D in notation. Otherwise, we write a(x,y) ∈ R. Weak and strong partial derivatives
with respect to the spatial variable x ∈ D are both denoted by ∂

∂xi
a for i ∈ {1, . . . , d}

and, more generally, by

∀α ∈ Nd0 : Dαa ..= Dαxa
..=

∂|α|1

∂xα1
1 ∂xα2

2 · · · ∂x
αd
d

a(x,y).

We denote partial derivatives of a with respect to the parameters y ∈ U by

∀ν ∈ F : ∂νa ..= ∂νya
..=

∂|ν|1

∂yν11 ∂y
ν2
2 · · ·

a(x,y).

1.5 Outline

In Section 2, a formalism for non-residual feedforward deep ReLU networks (defined in
Sections 1.2.1 and 1.2.2) is introduced and ReLU approximations of products of two or
more real numbers are studied. Section 3 introduces ReLU approximations of functions in
H2∩H1

0 ((0, 1)2), based on square grid continuous, piecewise bilinear interpolation. For the
ReLU approximation of the interpolants, the ReLU product networks from Section 2 are
used. The main result of Section 3 shows the convergence rate of the ReLU approximations
in terms of the ReLU network size. In Section 4, we study a parametric elliptic diffusion
equation on the domain (0, 1)2 and we derive properties of the corresponding solution map.
This section gives sufficient conditions for the Taylor gpc expansion of the solution map to
be sparse in the sense that the H1-norms of the Taylor gpc coefficients are `p-summable
for some 0 < p < 1. In addition, it is shown that under slightly stronger assumptions
the same holds for the H2-norms of the Taylor gpc coefficients, where p ∈ (0, 1) may
be larger than for the summability of the H1-norms. Truncations of the Taylor gpc
expansion are proposed as approximations of the solution map. The sparsity of the Taylor
gpc expansion is used to show lower bounds on the convergence rate of these Taylor gpc
approximations. Section 5 applies the ReLU approximation of functions in H2∩H1

0 ((0, 1)2)
to the coefficients of the Taylor gpc approximations of the solution map. Combined with
the efficient ReLU approximation of products shown in Section 2, it follows that the
solution map can be approximated efficiently by a family of ReLU networks. This is
expressed by a lower bound on the convergence rate in terms of the network size. This
convergence rate bound depends on the convergence rate of the ReLU approximations of
functions in H2∩H1

0 ((0, 1)2) and the summability exponents of the H1- and the H2-norms
of the Taylor gpc coefficients. Finally, Section 6 discusses the main result of this thesis
(Theorem 5.1) and gives directions for further research. This includes two alternatives
for the ReLU approximation of gpc coefficients, two generalisations of the spatial domain
(0, 1)2 and generalisations of the parametric PDE theory showing sparsity of the gpc
expansion.
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2 ReLU neural network calculus

We introduce a formal description of non-residual feedforward ReLU neural networks in
Section 2.1 and discuss the approximation of products by such networks in Sections 2.2
and 2.3. Section 2.2 studies ReLU approximations of products of two factors, whereas
Section 2.3 uses such networks for the approximation of products of multiple factors.

2.1 Formal description of non-residual feedforward ReLU neural net-
works

Non-residual FF ReLU NNs have been introduced in Sections 1.2.1–1.2.2. We now in-
troduce a formal description of such networks that is similar to but not equal to the
formalisms introduced in [62, Section 2 pp. 6–8] and [24, Section 5 pp. 16–19].

As discussed in Section 1.2.1, most neural networks consist of computational nodes or-
ganised in layers. The formalism we use describes the network in terms of layers, the
decomposition of layers into nodes is not used explicitly. At the end of Notation 2.2
below, we discuss how this formalism can be rephrased in terms of computational nodes.

We first introduce our assumptions on the network architecture and notation for net-
works of that architecture in Section 2.1.1. Then, we discuss how such networks can be
constructed from multiple subnetworks. Section 2.1.2 mainly contains definitions of such
constructions, many of their basic properties are given in Appendix A.

2.1.1 Assumptions on the architecture and notation for networks with such
architecture

Assumption 2.1 (Architecture, cf. [24, Setting 5.1 pp. 16–17]). The architecture of
networks we study in this thesis is as follows:

We study non-residual FF NNs with inputs x1, . . . , xN0 ∈ R for N0 ∈ N, also denoted as
a vector x = (x1, . . . , xN0) ∈ RN0. The inputs form the input layer, which does not carry
out any computations. It serves as input for the first computational layer. The input layer
is followed by L ∈ N computational layers. For l ∈ {1, . . . , L}, layer l has size Nl ∈ N,
which equals the dimension of the output of that layer.

We study networks in which computational layers 1, . . . , L − 1 carry out an affine trans-
formation followed by a non-linear activation. We use the ReLU activation function
σ : R→ R : x 7→ max{0, x}. In addition, we denote

σ∗ :
⋃
d∈N

Rd →
⋃
d∈N

Rd : (z1, . . . , zd) 7→ (σ(z1), . . . , σ(zd)).

The output layer, which is the last computational layer, carries out an affine transforma-
tion not followed by activation.

Computational layers that apply the activation function are called hidden layers, i.e. com-
putational layers 1, . . . , L−1 are hidden layers. The output layer is the only computational
layer that is not a hidden layer.
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We now introduce notation for networks whose architecture satisfies Assumption 2.1. In
addition to introducing notation for the coefficients, the depth, the size and the number of
non-zero coefficients of the network, we also give explicit expressions for the computations
carried out by layers of the network. That is, for a network Φ that satisfies Assumption
2.1 and has L computational layers, for l ∈ {1, . . . , L}, we will give an explicit expression
for the function Rσ,l(Φ) : RNl−1 → RNl implemented by the l’th computational layer of Φ
and for Rσ(Φ) : RN0 → RNL , which denotes the realisation of Φ. For these functions, the
subscript σ denotes that Φ has the ReLU activation function.

Notation 2.2 (Cf. [62, Definition 2.1 p. 6] and [24, Setting 5.1 pp. 16–17]). The coeffi-
cients of a network Φ with the architecture of Assumption 2.1 are for each l ∈ {1, . . . , L}
a Nl × Nl−1 weight matrix Al ∈ RNl×Nl−1 whose elements are called weights and a bias
vector bl ∈ RNl whose components are called biases. As mentioned in Section 1.2.1, a
network is determined by its architecture and its coefficients. Given that a network Φ has
the architecture of Assumption 2.1, we identify it with its coefficients: with

NN0,N1,...,NL
L

..= ×
l∈{1,...,L}

(
RNl×Nl−1 × RNl

)
,

we write
Φ = ((A1, b1), (A2, b2), . . . , (AL, bL)) ∈ NN0,N1,...,NL

L . (2.1)

In addition, we define

R ..=
⋃
L∈N

⋃
N0,...,NL∈N

NN0,N1,...,NL
L . (2.2)

As mentioned in Section 1.2.1, neural networks define an input-to-output map called real-
isation. We now describe the functions implemented by each computational layer and the
function implemented by the whole network.

For Φ as in Equation (2.1) and for l ∈ {1, . . . , L− 1}, computational layer l implements

Rσ,l(Φ) : RNl−1 → RNl : zl−1 7→ σ∗(Alz
l−1 + bl), (2.3)

whereas the output layer implements

Rσ,L(Φ) : RNL−1 → RNL : zL−1 7→ ALz
L−1 + bL. (2.4)

All layers together implement the realisation of Φ

Rσ(Φ) : RN0 → RNL : x 7→
(
Rσ,L(Φ) ◦Rσ,L−1(Φ) ◦ · · · ◦Rσ,1(Φ)

)
(x). (2.5)

The computational layers of a neural network are often thought of as composed of com-
putational nodes (see Section 1.2.1). In terms of Equations (2.3)–(2.4), a computational
node outputs one component of the output of a layer, i.e. denoting the elements of Al by
{Al;j,k}j∈{1,...,Nl},k∈{1,...,Nl−1} and the components of zl−1 and bl by {zl−1

k }k∈{1,...,Nl−1} and
{bl;j}j∈{1,...,Nl}, for l ∈ {1, . . . , L} and j ∈ {1, . . . , Nl}, the j’th node of the l’th computa-

tional layer computes for zl−1 ∈ RNl−1

(
Rσ,l(Φ)(zl−1)

)
j

=

σ
(∑Nl−1

k=1 Al;j,kz
l−1
k + bl;j

)
l ∈ {1, . . . , L− 1},∑Nl−1

k=1 Al;j,kz
l−1
k + bl;j l = L.

(2.6)
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The number of ReLUs in the network equals the number of nodes in the hidden layers:
each such node applies the ReLU activation function once, nodes in other layers do not
contain ReLUs.

Finally, we will use the following definitions:

depth(Φ) ..= L, size(Φ) ..=

L−1∑
l=1

Nl, M(Φ) ..=

L∑
l=1

(‖Al‖`0 + ‖bl‖`0),

i.e. depth(Φ) denotes the number of computational layers of Φ, size(Φ) the number of
ReLUs and M(Φ) the number of non-zero coefficients.

The following lemma holds, cf. [77, Lemmas 2.1 p. 2 and 2.3 p. 3] for non-residual FF
ReLU NNs with input size and output size equal to one and [55, Proposition 4 p. 6]
for non-residual FF ReLU NNs with arbitrary input and output size. The statements in
[60, 55] are more precise, for us the result below suffices.

Lemma 2.3 (Cf. [55, Proposition 4 p. 6]). Every function f : RN0 → R that can be
implemented by a ReLU network as described in Assumption 2.1 and Notation 2.2 has the
following property: there exists a family T = {Tj}j∈{1,...,J} of finitely many convex open

sets such that ∀j ∈ {1, . . . , J} : Tj ⊂ RN0, RN0 =
⋃
j∈{1,...,J} Tj and such that f is linear

on Tj for each j ∈ {1, . . . , J}.

The idea of the proof is that of [60, Lemma 1 pp. 3–4], which gives the result for one
hidden layer. The proof of Lemma 2.3 is given in Appendix B.1.

We now define networks with architecture as in Assumption 2.1 that implement the identity
operator. We will use them to increase the depth of a network without changing the
realisation (Remark A.2). This is sometimes needed when constructing networks from
subnetworks of unequal depth.

Definition 2.4 ([62, Lemma 2.3 and Remark 2.4 p. 7] and [24, Setting 5.2 pp. 17–18]).
Using Notation 2.2, for d ∈ N and L ∈ N≥2, we define the identity network ΦId

d,L ∈
N d,2d,...,2d,d
L with architecture satisfying Assumption 2.1 as

ΦId
d,L

..=

(((
IdRd

− IdRd

)
,0

)
, (IdR2d ,0), . . . , (IdR2d ,0),

((
IdRd − IdRd

)
,0
))

. (2.7)

For d ∈ N and L = 1, we can implement the identity operator by the identity network
ΦId
d,1

..= ((Idd,0)) ∈ N d,d
1 .

Remark 2.5 ([62, Lemma 2.3 and Remark 2.4 p. 7], see also [24, Setting 5.2 pp. 17–18]).
For d ∈ N, L ∈ N≥2 and M ∈ R>0, the networks from Definition 2.4 satisfy

depth(ΦId
d,L) =L, size(ΦId

d,L) = 2(L− 1)d, M(ΦId
d,L) = 2Ld, (2.8)

depth(ΦId
d,1) = 1, size(ΦId

d,1) = 0, M(ΦId
d,1) = d. (2.9)

With σ the ReLU as in Assumption 2.1, it follows from ∀y ∈ R : y = σ(y) − σ(−y) that
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for d ∈ N and L ∈ N≥2

∀x ∈ Rd : Rσ(ΦId
d,L)(x) = (σ∗)◦L−1(x)− (σ∗)◦L−1(−x) = x,

i.e. Rσ(ΦId
d,L) = IdRd. In addition, Rσ(ΦId

d,1) = IdRd.

As was mentioned in Section 1.2.1, for each function that can be implemented by a ReLU
network, there exist multiple networks that do so. We mentioned two relatively straight-
forward types of network modifications that do not affect the realisation. In the following
example we show a simple but much less trivial example of two networks with the same
realisation.

Example 2.6. In this example we discuss ReLU networks that satisfy Assumption 2.1.
We use Notation 2.2 to denote them.

The standard hat function

g(x) =


2x 0 ≤ x ≤ 1

2 ,

2(1− x) 1
2 < x ≤ 1,

0 x < 0 and x > 1

(2.10)

can be implemented by the depth two network

Φ1 ..=



 1

1

1

 ,

 0

−1
2

−1


 ,
((

2 −4 2
)
, (0)

) , (2.11)

as it computes ∀x ∈ R : Rσ(Φ1)(x) = 2σ(x)− 4σ(x− 1
2) + 2σ(x− 1) = g(x).

Alternatively, the depth three network

Φ2 ..=

(((
1

−1

)
,

(
−1

2
1
2

))
,
((
−2 −2

)
,
(

1
))

,
((

1
)
,
(

0
)))

(2.12)

has realisation ∀x ∈ R : Rσ(Φ2)(x) = σ
(
1− 2σ(x− 1

2)− 2σ(1
2 − x)

)
= g(x).

Note that there is no natural way to find the coefficients of Φ2 from those of Φ1 or vice
versa.

2.1.2 Construction of networks from subnetworks

We will now discuss how multiple subnetworks can be combined into one network. This
includes the concatenation of subnetworks, implementing the composition of realisations,
and the parallelisation of multiple subnetworks. This section mainly contains definitions,
basic properties of the defined networks are given in Appendix A.

In this section we use Assumption 2.1 and Notation 2.2 for all networks.
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Definition 2.7 ([62, Definition 2.2 p. 6]). For i ∈ {1, 2}, let Li ∈ N, N i
0, N

i
1, . . . , N

i
Li
∈ N

and

Φi = ((Ai1, b
i
1), . . . , (AiLi , b

i
Li)) ∈ N

N i
0,N

i
1,...,N

i
Li

Li

be arbitrary, but such that N2
L2 = N1

0 . We define the concatenation Φ1 • Φ2 ∈

N
N2

0 ,N
2
1 ,...,N

2
L2−1

,N1
1 ,...,N

1
L1

L1+L2−1
as

Φ1 • Φ2 ..=
(

(A2
1, b

2
1), . . . , (A2

L2−1, b
2
L2−1), (A1

1A
2
L2 , A

1
1b

2
L2 + b1

1), (A1
2, b

1
2), . . . , (A1

L1 , b
1
L1)
)
.

(2.13)

Lemma 2.8 ([62, p. 6, below Definition 2.2]). For Φ1 and Φ2 as in Definition 2.7, it holds
that

Rσ(Φ1 • Φ2) = Rσ(Φ1) ◦Rσ(Φ2).

Proof. It follows from Equations (2.3)–(2.4) that

∀x ∈ RN
2
L2−1 :

(
Rσ,1(Φ1) ◦Rσ,L2(Φ2)

)
(x) =σ∗

(
A1

1(A2
L2x+ b2

L2) + b1
1

)
=σ∗

(
A1

1A
2
L2x+A1

1b
2
L2 + b1

1

)
=Rσ,L2(Φ1 • Φ2)(x).

The lemma now follows from the fact that

∀l ∈ {1, . . . , L2 − 1} : Rσ,l(Φ
1 • Φ2) =Rσ,l(Φ

2),

∀l ∈ {2, . . . , L1} : Rσ,L2−1+l(Φ
1 • Φ2) =Rσ,l(Φ

1).

More properties of concatenations are given in Remark A.1. In Remark A.2, we discuss
the concatenation of a network with an identity network from Definition 2.4 in order to
increase the depth of that network without changing its realisation. We use such extensions
for the definition of parallelisations, see Definitions 2.10 and 2.11 below.

For Φ1 and Φ2 as in Definition 2.7, Equation (A.4) from Remark A.1 provides an upper
bound onM(Φ1 •Φ2) containing the term ‖A1

1‖`0‖A2
L2‖`0 . In certain situations that term

may be very large. Therefore, we now define a form of concatenation that has an upper
bound on the number of non-zero coefficients that does not contain such products, see
Equation (A.14) from Remark A.3.

Definition 2.9 ([62, Definition 2.5 p. 7], see also [24, Setting 5.2 pp. 17–18]). For i ∈
{1, 2}, let Li ∈ N, N i

0, N
i
1, . . . , N

i
Li
∈ N and

Φi = ((Ai1, b
i
1), . . . , (AiLi , b

i
Li)) ∈ N

N i
0,N

i
1,...,N

i
Li

Li

be arbitrary, but such that N2
L2 = N1

0 . We define the sparse concatenation of Φ1 and Φ2

as

Φ1 � Φ2 ..= Φ1 • ΦId
N2
L2 ,2
• Φ2 ∈ N

N2
0 ,N

2
1 ,...,N

2
L2−1

,2N2
L2 ,N

1
1 ,...,N

1
L1

L1+L2 . (2.14)
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Remark A.3 discusses some properties of sparse concatenations.

We now introduce parallelisations of multiple subnetworks, i.e. networks that in parallel
implement the realisations of those subnetworks. For the parallelisation of subnetworks
that have unequal depth, we use identity networks (Definition 2.4) to extend the sub-
networks of less than maximum depth. Such extensions are discussed in Remark A.2.
As in [62, Remark 2.8 p. 7], we have chosen to extend the inputs of subnetworks of less
than maximum depth. Equivalently, parallelisations can be defined using extensions of
the outputs of those subnetworks, cf. [24, Setting 5.2 pp. 17–18].

In Definition 2.10 below, we define the parallelisation of subnetworks that share the same
inputs. As discussed in Remark A.5, the fact that the same inputs are shared by all
subnetworks can be exploited to reduce the number of ReLUs needed to implement the
extension of the inputs.

Besides that, parallelisations of subnetworks that do not share the same inputs are defined
in Definition 2.11 below.

Definition 2.10 ([62, Definition 2.7 and Remark 2.8 p. 7], cf. [24, Setting 5.2 pp. 17–18]).
Let N,N0 ∈ N. For i ∈ {1, . . . , N}, let Li ∈ N, N i

1, . . . , N
i
Li
∈ N and

Φi = ((Ai1, b
i
1), . . . , (AiLi , b

i
Li)) ∈ N

N0,N i
1,...,N

i
Li

Li

be arbitrary, but such that {Φi}i∈{1,...,N} all share the same input in RN0.

Let Lmax ..= maxi∈{1,...,N} L
i. For i ∈ {1, . . . , N}, let ∀l ∈ {1, . . . , Lmax} : Ñ i

l ∈ N be such
that

Φi • ΦId
N0,Lmax−Li+1 ∈ N

N0,Ñ i
1,...,Ñ

i
Lmax

Lmax

and let {Ãil}i∈{1,...,N},l∈{1,...,Lmax} and {b̃il}i∈{1,...,N},l∈{1,...,Lmax} be such that

Φi • ΦId
N0,Lmax−Li+1 = ((Ãi1, b̃

i
1), . . . , (ÃiLmax , b̃iLmax)). (2.15)

For l ∈ {1, . . . , Lmax}, let Ñ tot
l

..=
∑

i∈{1,...,N} Ñ
i
l .

Then, the parallelisation for shared inputs Shared-Parallel(Φ1, . . . ,ΦN ) ∈
NN0,Ñtot

1 ,...,Ñtot
Lmax

Lmax is defined as

Shared-Parallel(Φ1, . . . ,ΦN ) ..=





Ã1
1

...

ÃN1

 ,


b̃1

1
...

b̃N1


 ,




Ã1
2

. . .

ÃN2

 ,


b̃1

2
...

b̃N2


 , . . . ,




Ã1
Lmax

. . .

ÃNLmax

 ,


b̃1
Lmax

...

b̃NLmax



 .

(2.16)

Properties of parallelisations for shared inputs are given in Remark A.4. In short, if all
subnetworks have equal depth, then the parallelisation for shared inputs also has that
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depth. In addition, in that case, its size and its number of non-zero coefficients equal
the sum of the sizes resp. the number of non-zero coefficients of the subnetworks. If the
subnetworks are not of equal depth, then the depth of the parallelisation for shared inputs
equals the maximum depth, whereas its size and its number of non-zero coefficients are
larger than the sums of those quantities for the subnetworks, as the identity networks add
extra ReLUs.

A potentially smaller network with the same realisation is proposed in Remark A.5.

We now define the parallelisation of subnetworks that do not share the same inputs.

Definition 2.11 ([24, Setting 5.2 pp. 17–18], cf. [62, Definition 2.7 and Remark 2.8 p. 7]).
For N ∈ N and for i ∈ {1, . . . , N}, let Li ∈ N, N i

0, N
i
1, . . . , N

i
Li
∈ N and

Φi = ((Ai1, b
i
1), . . . , (AiLi , b

i
Li)) ∈ N

N i
0,N

i
1,...,N

i
Li

Li

be arbitrary.

Let Lmax ..= maxi∈{1,...,N} L
i. For i ∈ {1, . . . , N}, let ∀l ∈ {0, 1, . . . , Lmax} : Ñ i

l ∈ N be
such that

Φi • ΦId
N i

0,L
max−Li+1 ∈ N

Ñ i
0,Ñ

i
1,...,Ñ

i
Lmax

Lmax

and let {Ãil}i∈{1,...,N},l∈{1,...,Lmax} and {b̃il}i∈{1,...,N},l∈{1,...,Lmax} be such that

Φi • ΦId
N i

0,L
max−Li+1 = ((Ãi1, b̃

i
1), . . . , (ÃiLmax , b̃iLmax)). (2.17)

For l ∈ {0, 1, . . . , Lmax}, let Ñ tot
l

..=
∑

i∈{1,...,N} Ñ
i
l .

Then, the parallelisation Parallel(Φ1, . . . ,ΦN ) ∈ N Ñtot
0 ,Ñtot

1 ,...,Ñtot
Lmax

Lmax is defined as

Parallel(Φ1, . . . ,ΦN ) ..=





Ã1
1

. . .

ÃN1

 ,


b̃1

1
...

b̃N1


 ,




Ã1
2

. . .

ÃN2

 ,


b̃1

2
...

b̃N2


 , . . . ,




Ã1
Lmax

. . .

ÃNLmax

 ,


b̃1
Lmax

...

b̃NLmax



 .

(2.18)

Properties of parallelisations of subnetworks that do not share inputs are given in Remark
A.6. In short, as for parallelisations for shared inputs, the depth of a parallelisation of
subnetworks that do not share inputs equals the maximum of the depths of the subnet-
works. The size and the number of non-zero coefficients equal the sums of the respective
quantities for the subnetworks if all subnetworks are of equal depth. The size and the
number of non-zero coefficients exceed those sums if the subnetworks do not have equal
depth.

21



2.2 ReLU DNN approximation of products

In this section and in the next section we discuss the approximation of products by deep
ReLU networks satisfying Assumption 2.1. We use Notation 2.2 and follow the discussion
in [75, Section 3.2 pp. 9–14], which is based on [89, Section 3.1 pp. 105–106]. The main
result of this section is the following proposition on the approximation of products of two
factors by ReLU networks, adapted from [75, Proposition 3.1 p. 11]. The main difference
with respect to that result is that we show that, under the assumptions made below, the
image of [−M,M ]2 under Rσ(×̃) is contained in [−M2,M2].

Proposition 2.12 ([75, Proposition 3.1 p. 11] and [89, Proposition 3 p. 106]). For M > 0
and 0 < δ < min{M,M2}, there exists a ReLU network ×̃ with two input values whose
realisation satisfies Rσ(×̃)

∣∣
[−M,M ]2

: [−M,M ]2 → [−M2,M2] and

sup
a,b∈[−M,M ]

|a · b−Rσ(×̃)(a, b)| ≤ δ, (2.19)

ess sup
(a,b)∈[−M,M ]2

max

{∣∣∣∣b− d

da
Rσ(×̃)(a, b)

∣∣∣∣ , ∣∣∣∣a− d

db
Rσ(×̃)(a, b)

∣∣∣∣} ≤ δ. (2.20)

Here d
daRσ(×̃)(a, b) and d

dbRσ(×̃)(a, b) denote weak derivatives. For all b ∈ [−M,M ], there
exists a finite set Nb ⊂ (−M,M) such that a 7→ Rσ(×̃)(a, b) is strongly differentiable at
all a ∈ (−M,M)\Nb. In addition, ×̃ has the zero-in-zero-out property, i.e. [a = 0 ∨ b =
0]⇒ Rσ(×̃)(a, b) = 0.

In total, the network comprises O(log(M) + log(1/δ)) layers, ReLUs and non-zero coeffi-
cients.

The main idea behind the proposition is that squares can be approximated efficiently by
deep ReLU networks ([89, Proposition 2 p. 105]), which is exploited by using a polarisation
argument to write the product [−M,M ]2 3 (a, b) 7→ ab ∈ R as a linear combination of
squares. We use that for all a, b ∈ [−M,M ]

ab = 2M2

[(
|a+ b|

2M

)2

−
(
|a|
2M

)2

−
(
|b|

2M

)2
]
. (2.21)

Note that |a+b|
2M , |a|2M ,

|b|
2M ∈ [0, 1]. As in [89, Proposition 2 p. 105], for m ∈ N, we ap-

proximate [0, 1] → [0, 1] : x 7→ x2 by continuous, piecewise linear interpolation on the
equispaced partition T 1

2m of [0, 1] into 2m intervals of size 2−m. The nodes of T 1
2m are

{x1
k

..= k2−m : k ∈ {0, . . . , 2m}}. The continuous, piecewise linear interpolant of x 7→ x2

on T 1
2m is denoted by fm. In Step 3 of the proof of Proposition 2.12, we construct a ReLU

DNN that implements fm.

Note that fm : [0, 1] → [0, 1], 0 7→ 0, 1
2 7→

1
4 , 1 7→ 1, that by convexity of x 7→ x2

∀x ∈ [0, 1] : fm(x) ≥ x2, that fm is strictly increasing on [0, 1] and that

‖x2 − fm(x)‖L∞[0,1] = 2−2m−2, (2.22)
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‖2x− f ′m(x)‖L∞[0,1] = ess sup
x∈[0,1]

|2x− f ′m(x)|

= sup
j∈{1,...,2m}

sup
x∈[x1j−1,x

1
j ]

∣∣2x− f ′m(x)
∣∣

= sup
j∈{1,...,2m}

sup
x∈[x1j−1,x

1
j ]

∣∣∣∣2x− (x1j )
2−(x1j−1)2

x1j−x1j−1

∣∣∣∣
= sup

j∈{1,...,2m}
sup

x∈[x1j−1,x
1
j ]

∣∣2x− (x1
j + x1

j−1)
∣∣

= 2−m. (2.23)

The properties of fm are discussed in more detail in Step 5 of the proof of Proposition 2.12
in Appendix B.2.

The function fm can be constructed efficiently from the standard hat function

g(x) =


2x 0 ≤ x ≤ 1

2 ,

2(1− x) 1
2 < x ≤ 1,

0 x < 0 and x > 1

(2.24)

= 2σ(x)− 4σ(x− 1
2) + 2σ(x− 1), x ∈ R (2.25)

and sawtooth functions that are constructed as powers of g under function composition:

∀m ∈ N : gm ..= g◦m = g ◦ · · · ◦ g (2.26)

(see also [77, Lemma 2.4 p. 4]). Note that for x ∈ [0, 1] we can leave out the last term in
Equation (2.25), because σ(x − 1) ≡ 0 for x ≤ 1. In terms of these sawtooth functions,
the interpolants {fm}m∈N satisfy the following recurrence:

f0(x) = x = σ(x), x ∈ [0, 1],

∀m ∈ N : fm(x) = fm−1(x)− 2−2mgm(x), x ∈ [0, 1]. (2.27)

We now use this recurrence to prove Proposition 2.12.

Proof of Proposition 2.12. The proof follows [75, pp. 10–11], which is based on [89,
Section 3.1 pp. 105–106], and consists of five steps. In the first step, given for all m ∈
N a ReLU network Fm ∈ R implementing fm, an approximation ×̃m of the product
[−M,M ]2 3 (a, b) 7→ ab is constructed. It is shown that Equations (2.19) and (2.20) hold
for appropriately chosen m. We define ×̃ ..= ×̃m for an appropriate value of m. In the
second step, it is discussed that for each b ∈ [−M,M ] we have strong differentiability of
a 7→ Rσ(×̃)(a, b) at all but finitely many a ∈ [−M,M ] and that Rσ(×̃) has the zero-in-
zero-out property.

The last three steps are given in Appendix B.2. In the third step, for each m ∈ N a ReLU
network Fm that implements fm is constructed. In the fourth step, bounds on the depth,
the size and the number of non-zero coefficients of ×̃ are given. In the fifth step, it is
shown that ∀(a, b) ∈ [−M,M ]2 : |Rσ(×̃)(a, b)| ≤M2.

Step 1. Assume that for all m ∈ N a network Fm ∈ R that implements fm is given. For
m ∈ N and M > 0, based on Equation (2.21), we define ×̃m ∈ R such that it implements

[−M,M ]2 3 (a, b) 7→ 2M2fm

(
|a+ b|

2M

)
− 2M2fm

(
|a|
2M

)
− 2M2fm

(
|b|

2M

)
. (2.28)
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The structure of ×̃m is depicted in Figure 2.1.

a b

Fm Fm Fm

fm

(
|a|
2M

)
fm

(
|b|

2M

)
fm

(
|a+b|
2M

)

Rσ(×̃m)(a, b)

Figure 2.1: Structure of ×̃m.

We define

×̃m ..=
((
−2M2 −2M2 2M2

)
,0
)
• Parallel(Fm, Fm, Fm) • Φ×̃in, (2.29)

where

Φ×̃in
..=







1

−1

1

−1

1 1

−1 −1


,0


,

 1
2M

 1 1

1 1

1 1

 ,0




, (2.30)

Rσ(Φ×̃in) : R2 → R3 : (a, b) 7→
(
|a|
2M ,

|b|
2M ,

|a+b|
2M

)
. (2.31)

Equation (2.31) follows directly from Equations (2.3)–(2.4). Equation (2.28) follows from
Equation (2.29), Lemma 2.8 and Equations (2.31) and (A.23).

We now determine a value of m ∈ N for which Equations (2.19)–(2.20) hold for ×̃m.

From Equation (2.21), we see that ×̃m approximates the product ab with absolute error
less than δ, as in Equation (2.19), if the squares are approximated with absolute error less
than δ/(6M2). Using Equation (2.22), we find that Equation (2.19) is satisfied for ×̃m
when 2−2m−2 ≤ δ/(6M2), which is satisfied when

2m ≥ 2 log2M + log2(1/δ) + 1. (2.32)

We next derive a sufficient condition on m such that Equation (2.20) holds for ×̃m. Using
Equation (2.23) twice, we find for all (a, b) ∈ [0,M ]2 satisfying a

2M ,
b

2M ,
a+b
2M /∈ {x1

j : j ∈
{0, . . . , 2m}} that∣∣∣∣b− d

da
Rσ(×̃m)(a, b)

∣∣∣∣ = M

∣∣∣∣2a+2b
2M − 2a

2M −
(
f ′m
(
a+b
2M

)
− f ′m

(
a

2M

)) ∣∣∣∣ ≤ 2M2−m, (2.33)
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which is bounded by δ for
m = dlog2(2M) + log(1/δ)e. (2.34)

For that value of m, using the symmetry in a and b, it follows from Equation (2.33)
that Equation (2.20) is satisfied for ×̃m when the essential supremum is restricted to
(a, b) ∈ [0,M ]2, because a

2M ,
b

2M ,
a+b
2M /∈ {x1

j : j ∈ {0, . . . , 2m}} holds for almost every

(a, b) ∈ [0,M ]2. The analogous result holds when the essential supremum is restricted
to (a, b) ∈ [−M, 0] × [0,M ], (a, b) ∈ [0,M ] × [−M, 0] or (a, b) ∈ [−M, 0]2. This finishes
the proof of Equation (2.20) for ×̃m with m as in Equation (2.34). For that value of
m, Equation (2.32) is also satisfied, i.e. we have shown Equations (2.19)–(2.20) for ×̃m.
Therefore, we define

×̃ ..= ×̃dlog2(2M)+log(1/δ)e. (2.35)

Step 2. For b ∈ [−M,M ], the claimed differentiability of a 7→ Rσ(×̃)(a, b) follows from
Lemma 2.3 using that a 7→ Rσ(×̃)(a, b) can be implemented by

×̃ •

(((
1

0

)
,

(
0

b

)))
.

More explicitly, the piecewise linearity of fm on [x1
k−1, x

1
k] for k ∈ {1, . . . , 2m} shows that

Nb =
{
a ∈ (−M,M) :

{∣∣ a
2M

∣∣ , ∣∣a+b
2M

∣∣} ∩ {x1
j : j ∈ {0, . . . , 2m}} 6= ∅

}
.

The zero-in-zero-out property ([89, Proposition 3(b) p. 106]) directly follows from Equation
(2.28) and the fact that fm has the zero-in-zero-out property, which follows from the fact
that the interpolant fm of x 7→ x2 is exact in the node x1

0 = 0. This finishes Step 2 of the
proof.

Steps 3–5 are given in Appendix B.2.

Remark 2.13 (Cf. [24, Lemma 6.2 p. 20]). Note that for δ ≥ M2 Equation (2.32) holds
for all m ∈ N and that for δ ≥M the right-hand side of Equation (2.34) is bounded from
above by m for all m ∈ N.

In addition, for ×̃ ..=
((

0 0
)
,
(

0
))

, Equation (2.19) holds when δ ≥M2 and Equa-

tion (2.20) holds when δ ≥ M . The other statements of the proposition also hold for this
trivial network.

2.3 ReLU DNN approximation of products of multiple factors

Products of more than two factors can be approximated by a binary tree-structured net-
work of ×̃m-subnetworks defined in Equation (2.29). The following proposition is [75,
Proposition 3.3 p. 11] adjusted to Proposition 2.12.

Proposition 2.14 ([75, Proposition 3.3 p. 11]). For all δ∏̃ ∈ (0, 1) and all n ∈ N≥2, there

exists a ReLU network
∏̃n
∈ R with n input values such that

Rσ

(∏̃n
) ∣∣∣

[−1,1]n
: [−1, 1]n → [−1, 1]
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and such that

sup
(x1,...,xn)∈[−1,1]n

∣∣∣∣∣∣
n∏
j=1

xj −Rσ
(∏̃n

)
(x1, . . . , xn)

∣∣∣∣∣∣ ≤ δ∏̃. (2.36)

The depth of
∏̃n

is of the order O(log(n) log(n/δ∏̃)), whereas its size and the number of
non-zero coefficients are of the order O(n log(n/δ∏̃)).

Proof. This proof mainly follows [75, pp. 12–13]. For convenience, we extend the input
such that the number of input values is a power of 2: let ñ ..= min{2k : k ∈ N, 2k ≥ n}
and define ∀n < j ≤ ñ : xj ..= 1. Note that ñ < 2n.

The rest of this proof is divided into three steps. First, for m ∈ N, we construct the network∏̃n

m as a binary tree-structured network of ×̃m-subnetworks from Proposition 2.12. In Step
2, it will be shown that for each ×̃m-subnetwork absolute accuracy δ = δ∏̃/ñ suffices. In
addition, a corresponding value of m will be given. Finally, Step 3 in Appendix B.3 gives
bounds on the depth, the size and the number of non-zero coefficients of the network in
terms of n and δ∏̃. In addition, Appendix B.3 contains Remark B.2, which describes two
ways to implement the auxiliary input values xj : n < j ≤ ñ.

Step 1. We approximate the product of multiple real numbers of absolute value at most 1
by a binary tree-structured network

∏̃n

m consisting of ×̃m-networks from Proposition 2.12
for m ∈ N to be determined later. The binary tree contains ñ − 1 ×̃m-subnetworks and
log2(ñ) layers of such subnetworks, e.g. for n = ñ = 4 we have

Rσ

(∏̃n

m

)
(x1, x2, x3, x4) = Rσ(×̃m)

(
Rσ(×̃m)(x1, x2), Rσ(×̃m)(x3, x4)

)
, x ∈ [−1, 1]4,

(2.37)
as depicted in Figure 2.2.

x1 x2 x3 x4

×̃m ×̃m

×̃m

Rσ

(∏̃4

m

)
(x1, . . . , x4)

Figure 2.2: Structure of
∏̃4

m: a binary tree-structured network of ×̃m-subnetworks.
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For m ∈ N and k ∈ {1, . . . , log2(ñ)}, we define

L
k
m

..= Parallel
(
×̃m, . . . , ×̃m

)
, (2.38)∏̃n

m
..=L1

m � . . .� L
log2 ñ
m , (2.39)

where Lkm is the parallelisation of 2k−1 ×̃m-subnetworks and has 2k inputs. Because we are
only interested in inputs in [−1, 1], it suffices to take maximum input value M = 1 for each
×̃m-subnetwork: Proposition 2.12 shows that ∀(a, b) ∈ [−1, 1]2 : Rσ(×̃m)(a, b) ∈ [−1, 1],
which inductively shows that for all ×̃m-subnetworks in the binary tree the input and the

output are contained in [−1, 1]. In particular, Rσ

(∏̃n

m

)
([−1, 1]n) ⊂ [−1, 1]. Moreover,

for each ×̃m-subnetwork, we take absolute accuracy δ ..= δ∏̃/ñ in the sense of Equation
(2.19). In Step 2 below, we will show that with this choice Equation (2.36) holds.

It follows from Equations (2.38) and (A.23) that for (b1, . . . , b2k) ∈ [−1, 1]2
k

Rσ(Lkm)(b1, . . . , b2k) =
(
Rσ(×̃m)(b1, b2), . . . , Rσ(×̃m)(b2k−1, b2k)

)
, (2.40)

which together with Equation (2.39) and Remark A.3 determines the realisation of
∏̃n

m.

Step 2. We now show that Equation (2.36) holds if Equation (2.19) is satisfied for each
×̃m-subnetwork with absolute accuracy δ = δ∏̃/ñ. If ñ = 2 this is trivially true, if ñ > 2
we use the following claim.

Claim.

∀k ∈ N, (b1, . . . , b2k) ∈ [−1, 1]2
k

:

∣∣∣∣∣∣
2k∏
j=1

bj −Rσ
(∏̃2k

m

)
(b1, . . . , b2k)

∣∣∣∣∣∣ ≤ (2k − 1)δ.

Using the claim for k = log2(ñ), we find∣∣∣∣∣∣
n∏
j=1

xj −Rσ
(∏̃n

m

)
(x1, . . . , xn)

∣∣∣∣∣∣ def
=

∣∣∣∣∣∣
ñ∏
j=1

xj −Rσ
(∏̃ñ

m

)
(x1, . . . , xñ)

∣∣∣∣∣∣
≤ (ñ− 1)δ ≤ ñ−1

ñ δ∏̃ < δ∏̃,
as desired.

We now prove the claim by induction over k. For k = 1 we have |Rσ(×̃m)(b1, b2)− b1b2| ≤
δ = (21 − 1)δ. For the induction step, we use that

Rσ

(∏̃2k

m

)
(b1, . . . , b2k)

=Rσ(×̃m)

(
Rσ

(∏̃2k−1

m

)(
b1, . . . , b2k−1), Rσ

(∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

)
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and find ∣∣∣∣∣∣
2k∏
j=1

bj −Rσ
(∏̃2k

m

)
(b1, . . . , b2k)

∣∣∣∣∣∣
≤

∣∣∣∣∣∣
2k−1∏
j=1

bj

∣∣∣∣∣∣
∣∣∣∣∣∣

2k∏
j′=2k−1+1

bj′ −Rσ
(∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

∣∣∣∣∣∣
+

∣∣∣∣∣∣
2k−1∏
j=1

bj −Rσ
(∏̃2k−1

m

)
(b1, . . . , b2k−1)

∣∣∣∣∣∣
∣∣∣∣Rσ (∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

∣∣∣∣
+

∣∣∣∣∣Rσ
(∏̃2k−1

m

)
(b1, . . . , b2k−1) ·Rσ

(∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

−Rσ(×̃m)

(
Rσ

(∏̃2k−1

m

)
(b1, . . . , b2k−1), Rσ

(∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

) ∣∣∣∣∣
≤ (2k−1 − 1)δ + (2k−1 − 1)δ + δ = (2k − 1)δ,

where the first and the second of the three terms have been estimated using the induction

hypothesis for k − 1 and using
∣∣∣∏2k−1

j=1 bj

∣∣∣ ≤ 1 resp.∣∣∣∣Rσ (∏̃2k−1

m

)
(b2k−1+1, . . . , b2k)

∣∣∣∣ ≤ 1,

and where the third of the three terms has been estimated using Equation (2.19). This
finishes the proof of the claim and thereby the proof of Equation (2.36).

Because the ×̃m-subnetworks do not need to satisfy Equation (2.20), we may choose a
smaller value for the parameter m than in Equation (2.35). More precisely, for M = 1 and
δ = δ∏̃/ñ, according to Equation (2.32), m = d1

2 log(ñ/δ∏̃) + 1
2e implies Equation (2.19)

with δ = δ∏̃/ñ. As shown in the beginning of Step 2 of this proof, Equation (2.36) holds

for
∏̃n

m if the maximum input value of each ×̃m-subnetwork equals M = 1 and if Equation
(2.19) holds with δ = δ∏̃/ñ for each ×̃m-subnetwork. Therefore,∏̃n

..=
∏̃n⌈

1
2 log(ñ/δ∏̃)+

1
2

⌉ (2.41)

satisfies the properties stated in the proposition. This finishes Step 2 of the proof.

Step 3 is given in Appendix B.3.

Remark 2.15. By Remark 2.13, for δ∏̃ ≥ 1, the statements of the proposition hold for∏̃n
..=
((

0 · · · 0
)
,
(

0
))

, n ∈ N.

Remark 2.16 (Cf. [75, Remarks 3.4 and 3.5 p. 13]). In Proposition 2.14, products
were approximated by ×̃m-subnetworks from Proposition 2.12 organised in a binary tree.
Instead, products of multiple factors could be approximated by the consecutive composition
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of ×̃m-subnetworks, cf. [89, Equation (14) p. 107]. For all n ∈ N≥2 and δ∏̂ ∈ (0, 1), let

m = d1
2 log(n/δ∏̂) + 1

2e. Then, we can recursively define
∏̂2

..= ×̃m and for n > 2

∏̂n
..= ×̃m • Parallel(

∏̂n−1
,ΦId

1,1).

Note that in the parallelisation the subnetwork ΦId
1,1 gets extended. It holds that for all

y1, . . . , yn ∈ [−1, 1]

Rσ

(∏̂n
)

(y1, . . . , yn) = Rσ(×̃m)
(
Rσ

(∏̂n−1
)

(y1, . . . , yn−1), yn

)
.

By inductively applying Equation (2.19), it can be shown that the analogy of Equation

(2.36) holds for
∏̂n

if the ×̃m-networks have pointwise accuracy δ = δ∏̂/n.

This approximation of products is advantageous for the approximation of polynomials in
one variable. If y1 = . . . = yn =.. y ∈ [−1, 1], then the approximation of yn as

∏̂n
(y, . . . , y)

obtains all powers {yj}j∈{1,...,n} as partial results, which allows the approximation of poly-

nomials in one variable y ∈ [−1, 1] by a simple extension of the
∏̂n

-network.

For identical inputs y, the
∏̂n

-networks defined above are not efficient in terms of size. The
stacked parallelisations include extensions of the input. Because all the inputs equal y, there
are multiple parallel identity networks that all compute y. Using a construction similar to

that in Remark A.5, Rσ

(∏̃n
)

(y, . . . , y) can be implemented by smaller networks, having

depth, size and number of non-zero coefficients of the order O(n log(n/δ∏̂)). Extensions of
such networks implementing polynomials in one variable y ∈ [−1, 1] have the same order
of depth, size and number of non-zero coefficients, while their absolute error is bounded
from above by δ∏̂ times the sum of the coefficients of the approximated polynomial.

These ideas can be used more generally for the approximation of polynomials of one variable
y ∈ [−M,M ] and polynomials of multiple such variables, which in turn can be used for the
efficient approximation of smooth functions. This approach is followed in [89, Theorem 1
p. 106] for the ReLU approximation of {f ∈ Wn,∞((0, 1)d) : ‖f‖Wn,∞((0,1)d) ≤ 1} for
n, d ∈ N. Similar results for networks with ReLUs and BSUs are [48, Theorems 4 p. 5
and 9 p. 7 and Corollary 10 p. 7–8].

Let F be as defined in Section 1.4.2. Given for each n ∈ N a finite index set Λn ⊂ F of
size |Λn| = n, the following lemma describes ReLU networks {fν}ν∈Λn that approximate
the monomials yν : y ∈ [−1, 1]N,ν ∈ Λn. The networks are defined such that a weighted
sum of their errors is small.

Lemma 2.17 ([75, Lemma 3.8 p. 14]). Given 0 < pb < 1 and a sequence (bν)ν∈F ⊂ R>0

satisfying (bν)ν∈F ∈ `pb(F), as well as for each n ∈ N a downward closed index set Λn ⊂ F
satisfying |Λn| = n, supν∈Λn |ν|1 = O(log n) and

⋃
ν∈Λn

suppν ⊂ {1, . . . , n}.

Then, with U ..= [−1, 1]N as in Section 1.4.3, for each n ∈ N, there exist ReLU networks
{fν}ν∈Λn having inputs y1, . . . , yn ∈ [−1, 1] such that for all ν ∈ Λn the realisation Rσ(fν)
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is constant in {yj : j ∈ {1, . . . , n}\ suppν} and such that {fν}ν∈Λn satisfy

sup
y∈U

∑
ν∈Λn

bν |yν −Rσ(fν)(y1, . . . , yn)| ≤ n−1/pb+1, (2.42)

sup
ν∈Λn

sup
y∈U
|Rσ(fν)(y1, . . . , yn)| ≤ 1. (2.43)

In addition,

max
ν∈Λn

depth(fν) = O(log(n) log log(n)), (2.44)∑
ν∈Λn

size(fν) = O(n log(n) log log(n)), (2.45)

∑
ν∈Λn

M(fν) = O(n log(n) log log(n)). (2.46)

Proof. This proof follows [75, p. 15] and consists of three steps. In the first step, for all
n ∈ N, we define the networks {fν}ν∈Λn . In Step 2, we prove Equations (2.42)–(2.43),
while Equations (2.44)–(2.46) are proved in Step 3.

Step 1. Let n ∈ N. For all ν ∈ Λn, it holds that yν is the product of |ν|1 numbers. For such
ν, by assumption, it holds that |ν|1 ≤ supν′∈Λn |ν

′|1 = O(log n). We will approximate
{yν}ν∈Λn with networks from Proposition 2.14. Note that in this lemma n = |Λn|, which
differs from n as used in Proposition 2.14. There, n denotes the number of factors. In this
lemma, for ν ∈ Λn, the number of factors in the product yν equals |ν|1.

For ν ∈ Λn satisfying |ν|1 ∈ N≥2 and for i ∈ {1, . . . , |ν|1}, we define ji;ν ∈ {1, . . . , n}
such that for all y ∈ U it holds that yν =

∏|ν|1
i=1 yji;ν . For such ν, we define the matrix

prn;ν ∈ R|ν|1×n and the network fν ∈ R as

(prn;ν)i,j ..=

{
1 i ≤ |ν|1, j = ji;ν ,

0 else,

fν ..=
∏̃|ν|1 • (prn;ν ,0), (2.47)

Rσ(fν)(y1, . . . , yn) =Rσ

(∏̃|ν|1)
(yj1;ν , . . . , yj|ν|1;ν ), (2.48)

with
∏̃|ν|1

as constructed in Proposition 2.14 and where Equation (2.48) follows from
Equation (2.47) and Lemma 2.8. For each ν ∈ Λn, we define δν ..= min{1, b−1

ν n−1/pb}. For

ν ∈ Λn satisfying |ν|1 ≥ 2, we take δ∏̃ = δν as accuracy of
∏̃|ν|1

in the sense of Equation
(2.36). Note that fν hence explicitly depends on n. In addition, for ν = 0, we define

f0 ..=
((

0 · · · 0
)
,1
)
,

which has constant output 1. For j ∈ {1, . . . , n}, we define

fej
..=
((

0 · · · 0 1 0 · · · 0
)
,0
)
,

which implements (y1, . . . , yn) 7→ yj . For ν ∈ Λn satisfying |ν|1 ∈ {0, 1}, it holds that
∀y ∈ U : yν = Rσ(fν)(y1, . . . , yn), hence those fν do not contribute to Equation (2.42)
and they satisfy Equation (2.43).
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It can be seen from Equation (2.48) that for n ∈ N and ν ∈ Λn the realisation Rσ(fν) is
constant in {yj : j ∈ {1, . . . , n}\ suppν}.

Step 2. By Equation (2.36), for all n ∈ N, it holds that

sup
y∈U

∑
ν∈Λn

bν |yν −Rσ(fν)(y1, . . . , yn)|
(2.36)

≤ sup
y∈U

∑
ν∈Λn

bν min{1, b−1
ν n−1/pb}

≤
∑
ν∈Λn

bνb
−1
ν n−1/pb = n−1/pb+1,

which shows Equation (2.42). Equation (2.43) directly follows from Proposition 2.14. This
finishes Step 2 of the proof.

Step 3. Let n ∈ N. We now show Equations (2.44)–(2.46), giving bounds on the maximum
depth and the sum of the sizes of {fν}ν∈Λn , as well as on the total number of non-zero
coefficients.

First of all, depth(f0) = 1, size(f0) = 0 and M(f0) = 1. Similarly, for j ∈ {1, . . . , n}, it
holds that depth(fej ) = 1, size(fej ) = 0 and M(fej ) = 1.

By Equations (2.47), (A.1), (A.2) and (A.3), it follows that for ν ∈ Λn satisfying |ν|1 ≥ 2 it

holds that depth(fν) = depth
(∏̃|ν|1)

, size(fν) = size
(∏̃|ν|1)

and M(fν) =M
(∏̃|ν|1)

.

Using (bν)ν∈F ∈ `pb(F) ↪→ `∞(F), we find maxν∈Λn 1/δν = maxν∈Λn max{1, bνn1/pb} =
O(n1/pb). This fact and the assumption that maxν∈Λn |ν|1 = O(log n) show Equation
(2.44), because Proposition 2.14 implies that depth(fν) = O(log(|ν|1) log(|ν|1/δν)).

By Proposition 2.14, we have ∀ν ∈ Λn : size(fν) ≤ C(1 + |ν|1 log(|ν|1/δν)). Hence, we
find (at (*) using that for x ≥ 1 it holds that log(x) ≤ x− 1)∑
ν∈Λn

size(fν) ≤
∑
ν∈Λn

C(1 + |ν|1 log(|ν|1/δν))

≤ C
∑
ν∈Λn

(1 + log(n) log log(n)) + C
∑
ν∈Λn

(1 + log(n) log(max{1, bνn1/pb}))

≤ C(1 + n log(n) log log(n)) + C log(n)
∑
ν∈Λn

p−1
b log(max{1, bpbν n})

(∗)
≤ C(1 + n log(n) log log(n)) + C log(n)

∑
ν∈Λn

p−1
b bpbν n

≤ C(1 + n log(n) log log(n)) + Cn log(n)p−1
b ‖bν‖

pb
`pb (F)

= O(n log(n) log log(n)),

which shows Equation (2.45). Equation (2.46) follows by the same argument. This finishes
the proof of Lemma 2.17.
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3 ReLU DNN approximation in H2 ∩H1
0((0, 1)2)

In this section, for D = (0, 1)2, we discuss the approximation of functions in H2∩H1
0 (D) by

ReLU networks. This approximation is done in two steps: First, functions in H2 ∩H1
0 (D)

are approximated by continuous, piecewise bilinear interpolants. Then, the interpolants
are approximated by ReLU networks.

We use an approach similar to that in [54]. There, more regular functions were approxi-
mated, namely functions in the Korobov space

X2,p
0 (D) = {v ∈ Lp(D) : v|∂D = 0 and Dαv ∈ Lp, |α|∞ ≤ 2}

for any p ∈ [2,∞] ([54, Equation (2.10) p. 6], we use a subscript 0 to denote the choice of
boundary conditions). In [54], the regularity of functions from Korobov spaces allows to
use of sparse grid approximations as defined in [12, Section 3.2 pp. 162–182, in particular
Equation (3.61) p. 172], using the error estimate from [12, Theorem 3.8 p. 176] for functions
in X2,p

0 (D). Because we want to approximate functions in H2∩H1
0 (D), we cannot use that

error estimate. Therefore, we use a full grid approximation, i.e. we use the approximation

spaces {V (∞)
n }n∈N defined in Equation (3.4) below.

The main result of this section is that for N ∈ N large enough and for any function in
H2 ∩H1

0 (D) there exists a ReLU network with size at most N , having depth of the order
O(logN) and approximating the function with H1-error of the order O(N−1/2(logN)1/2)
(Proposition 3.5).

3.1 Continuous, piecewise bilinear interpolation in H2 ∩H1
0((0, 1)2)

We start by introducing the continuous, piecewise bilinear functions we will use as in-
terpolants and the corresponding notation. A more general introduction to the used
interpolants can be found in [26, Sections 1.2–1.5 pp. 19–67].

In this section, we use the equispaced rectangular partition T 1,2
2n,2n of D into squares of

size 2−n × 2−n. It can be constructed from two equispaced one-dimensional partitions
T 1

2n and T 2
2n , which both divide the interval (0, 1) into 2n disjoint intervals of length

2−n. The grid T 1
2n has grid points {x1

k1
..= k12−n : k1 ∈ {0, . . . , 2n}} and the grid T 2

2n

has grid points {x2
k2

..= k22−n : k2 ∈ {0, . . . , 2n}}. The partition T 1,2
2n,2n has grid points

{x1,2
k

..= (x1
k1
, x2

k2
) : k = (k1, k2) ∈ (N0)2

≤2n} and grid lines {{x ∈ [0, 1]2 : xi = xiki} : i ∈
{1, 2}, ki ∈ {0, . . . , 2n}}.

For the interpolation of functions in H2∩H1
0 (D), we will use continuous, piecewise bilinear

functions defined on T 1,2
2n,2n . Because functions in H2 ∩H1

0 (D) vanish at the boundary, we
restrict ourselves to continuous, piecewise bilinear interpolants that vanish at the bound-

ary. The vector space of such functions will be denoted by V
(∞)
n (D), it will be defined

below.

Basis functions for V
(∞)
n (D) are constructed as tensor products of univariate continuous,

piecewise linear functions, namely so-called hat functions on T 1
2n and T 2

2n . For i ∈ {1, 2}
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and ki ∈ {1, . . . , 2n − 1}, they are defined as

ϕiki(xi)
..=


2n(xi − xiki−1) xiki−1 ≤ xi ≤ xiki ,
2n(xiki+1 − xi) xiki < xi ≤ xiki+1,

0 xi < xiki−1 and xi > xiki+1

(3.1)

= σ
(
1− 2nσ(xiki − xi)− 2nσ(xi − xiki)

)
, xi ∈ R. (3.2)

We note that ∀i ∈ {1, 2}, ki ∈ {1, . . . , 2n−1} : ϕiki ∈ H
1
0 (D) (cf. [11, Section 8.2 Examples

pp. 202–203]).

1

0 x1x1
0 x1

1 x1
2 x1

3 x1
4 x1

5 x1
6 x1

7 x1
8

ϕ1
2 ϕ1

5 ϕ1
6 ϕ1

7

Figure 3.1: Examples of univariate hat functions.

For k ∈ N2
≤2n−1, we define

ϕ1,2
k (x) ..= ϕ1

k1(x1) · ϕ2
k2(x2), x ∈ D, (3.3)

S1,2
k

..= suppϕ1,2
k ,

V (∞)
n (D) ..= span{ϕ1,2

k : k ∈ N2
≤2n−1}. (3.4)

The functions {ϕ1,2
k }k∈N2

≤2n−1
are continuous, piecewise bilinear hat functions. Note that

V
(∞)
n (D) ⊂ H1

0 (D), cf. [12, pp. 157–158 between Equations (3.15) and (3.17)].

Note that for k,k′ ∈ N2
≤2n−1

ϕ1,2
k (x1,2

k′ ) =

{
1 k = k′,

0 else,
(3.5)

hence {ϕ1,2
k }k∈N2

≤2n−1
form a basis of V

(∞)
n (D) and dimV

(∞)
n (D) = (2n − 1)2 = O(22n).

In what follows, we will often omit D in notation and simply write V
(∞)
n .

For u ∈ H2∩H1
0 (D), using H2(D) ↪→ C0(D), we define the following continuous, piecewise

bilinear interpolant of u:

V (∞)
n 3 I2nu : x 7→

∑
k∈N2

≤2n−1

u(x1,2
k )ϕ1,2

k (x), x ∈ D. (3.6)

This interpolant is a nodal interpolant, because the weights of ϕ1,2
k are simply the function

values of u in the nodes x1,2
k . It follows from Equation (3.6) that on each element T of

the partition T 1,2
2n,2n I2nu bilinearly interpolates the function values of u in the vertices of

T , which are nodes of the partition. Hence, it holds that

‖I2nu‖L∞(D) ≤ ‖u‖L∞(D) ≤ C|u|H2(D), (3.7)
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where |u|H2(D)
..= ‖∇2u‖L2(D) denotes the H2-seminorm. In addition, we have the follow-

ing approximation result:

Proposition 3.1 ([26, Corollaries 1.110 pp. 61–62 and 1.109 p. 61]). There exists a
C > 0 such that for all n ∈ N and all u ∈ H2 ∩H1

0 (D)

‖u− I2nu‖Hj(D) ≤ C2−n(2−j)|u|H2(D), j ∈ {0, 1}. (3.8)

3.2 ReLU DNN approximation of continuous, piecewise bilinear func-
tions on (0, 1)2

We fix n ∈ N and w ∈ V (∞)
n for V

(∞)
n as defined in Equation (3.4) and approximate w by

a ReLU network w̃. Throughout this section and the next, we use Assumption 2.1 and
Notation 2.2 for all discussed ReLU networks.

Based on Equation (3.2), for i ∈ {1, 2} and ki ∈ {1, . . . , 2n−1}, we define the network ϕ̃iki
as

ϕ̃iki
..=

(((
−1

1

)
,

(
xiki
−xiki

))
,
((
−2n −2n

)
,1
)
, (IdR,0)

)
, (3.9)

it exactly implements ϕiki . This network is analogous to Φ2 in Equation (2.12) from

Example 2.6. Alternatively, univariate hat functions can be implemented analogous to Φ1

from the same example (Equation (2.11)).

For k ∈ N2
≤2n−1, we use the ReLU network ×̃ of Proposition 2.12 to approximate ϕ1,2

k :

ϕ̃1,2
k

..= ×̃ • Parallel(ϕ̃1
k1 , ϕ̃

2
k2), (3.10)

Rσ(ϕ̃1,2
k )(x) =Rσ(×̃)

(
ϕ1
k1(x1), ϕ2

k2(x2)
)
, x ∈ D. (3.11)

Because ∀i ∈ {1, 2}, ki ∈ {1, . . . , 2n − 1} : ‖ϕiki‖L∞((0,1)) = 1, we can take M = 1 as

maximum input value of ×̃ for all k ∈ N2
≤2n−1. Similarly, we take the same pointwise

accuracy δ ∈ (0, 1) of ×̃ for all k ∈ N2
≤2n−1, in the sense of Equations (2.19)–(2.20). As a

result, all ×̃-subnetworks are identical.

We use the following notation:

Ṽ (∞)
n (D) ..= span{Rσ(ϕ̃1,2

k ) : k ∈ N2
≤2n−1}. (3.12)

Based on Equation (3.5), we now construct a network w̃ such that

Rσ(w̃) =
∑

k∈N2
≤2n−1

w(x1,2
k )Rσ(ϕ̃1,2

k ) ∈ Ṽ (∞)
n . (3.13)

We first construct the parallel implementation of univariate hat functions:

P ..= Parallel(Shared-Parallel(ϕ̃1
1, . . . , ϕ̃

1
2n−1),Shared-Parallel(ϕ̃2

1, . . . , ϕ̃
2
2n−1)), (3.14)

Rσ(P )(x)
(2.16),(2.18)

=
(
ϕ1

1(x1), . . . , ϕ1
2n−1(x1), ϕ2

1(x2), . . . , ϕ2
2n−1(x2)

)
, x ∈ D. (3.15)
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In order to define the parallel ReLU approximation of bivariate hat functions, we now
define the matrix pr ∈ R2(2n−1)2×2(2n−1) to connect the outputs of P to the inputs of the
following ×̃-networks:

(pr)i,j ..=


1 1 ≤ j ≤ 2n − 1, i ∈ 2Z + 1, (j − 1)(2n − 1) < i+1

2 ≤ j(2
n − 1),

1 2n ≤ j ≤ 2(2n − 1), i ∈ 2(2n − 1)Z + 2(j − (2n − 1)),

0 else.

(3.16)

It holds that

Rσ((pr,0) • P ) = (ϕ1
1(x1), ϕ2

1(x2), ϕ1
1(x1), ϕ2

2(x2), . . . ,

ϕ1
2n−1(x1), ϕ2

2n−2(x2), ϕ1
2n−1(x1), ϕ2

2n−1(x2)). (3.17)

Now, we define the matrix W ∈ R1×(2n−1)2 and the network w̃ as

∀k ∈ N2
≤2n−1 : W1,(k1−1)(2n−1)+k2

..= w(x1,2
k ),

w̃ ..= (W,0) • Parallel(×̃, . . . , ×̃) • (pr,0) • P, (3.18)

where Parallel(×̃, . . . , ×̃) is the parallelisation of the (2n − 1)2 ×̃-subnetworks of
{ϕ̃1,2
k }k∈N2

≤2n−1
, which all have maximum input value M = 1 and the same pointwise

accuracy δ ∈ (0, 1). Equation (3.13) follows from Equation (3.18), Lemma 2.8 and Equa-
tions (3.17) and (A.23).

The structure of w̃ is depicted in Figure 3.2 below.

x1 x2

ϕ̃1
1 ϕ̃1

2 ϕ̃1
3 ϕ̃2

1 ϕ̃2
2 ϕ̃2

3

Rσ(w̃)(x1, x2)

×̃ ×̃ ×̃ ×̃ ×̃ ×̃ ×̃ ×̃ ×̃

Figure 3.2: ReLU approximation w̃ of w ∈ V (∞)
2 .

Lemma 3.2. For each δ ∈ (0, 1), each n ∈ N and each w ∈ V (∞)
n , the network w̃ defined in

Equation (3.18) satisfies depth(w̃) = O(log(1/δ)), size(w̃) = O(22n log(1/δ)) andM(w̃) =
O(22n log(1/δ)). Moreover, the constants implied in these bounds are independent of w.

The proof of the lemma is given in Appendix B.4.

The following lemma bounds the L2- and L∞-error of the approximation.
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Lemma 3.3. For each δ ∈ (0, 1), each n ∈ N and each w ∈ V (∞)
n , there exists a ReLU

network w̃ with depth of the order O(log(1/δ)) and size and number of non-zero coefficients
of the order O(22n log(1/δ)), with implied constants independent of w, satisfying

‖w −Rσ(w̃)‖L2(D) ≤ ‖w −Rσ(w̃)‖L∞(D) ≤ 4δ‖w‖L∞(D) (3.19)

and hence
δ ≤ ε/4 ⇒ ‖w −Rσ(w̃)‖L2(D) ≤ ε‖w‖L∞(D). (3.20)

Proof. We take w̃ as defined in Equation (3.18) and we use Lemma 3.2. It remains to
show Equation (3.19), from which Equation (3.20) directly follows.

We note that at each x ∈ D at most four functions of the form ϕ1,2
k do not vanish, because

for at most two values of k1 ∈ {1, . . . , 2n−1} it holds that ϕ1
k1

(x1) 6= 0 and for at most two
values of k2 ∈ {1, . . . , 2n − 1} it holds that ϕ2

k2
(x2) 6= 0. It follows from the zero-in-zero-

out property of ×̃ that at most four functions of the form Rσ(ϕ̃1,2
k ) do not vanish at x.

Combined with Equations (3.13) and (2.19), this shows the second inequality in Equation
(3.19). The first inequality is true for all functions in L∞((0, 1)2).

We next estimate the H1-error of the approximation.

Lemma 3.4. For each δ ∈ (0, 1), each n ∈ N and each w ∈ V (∞)
n , there exists a ReLU

network w̃ with depth of the order O(log(1/δ)) and size and number of non-zero coefficients
of the order O(22n log(1/δ)), with implied constants independent of w, satisfying Equations
(3.19)–(3.20) and

δ ≤ ε2−n−3 ⇒ ‖w −Rσ(w̃)‖H1(D) ≤ ε‖w‖L∞(D). (3.21)

Proof. By Lemma 3.3, it only remains to show Equation (3.21).

At first, we fix k ∈ N2
≤2n−1 and T ∈ T 1,2

2n,2n such that T ⊂ S1,2
k . Using the chain rule and

Equation (2.20), we find∥∥∥∥ d

dx1
ϕ1,2
k −

d

dx1
Rσ(ϕ̃1,2

k )

∥∥∥∥
L∞(T )

=

∥∥∥∥ d

dx1

(
ϕ1
k1(x1)ϕ2

k2(x2)
)
− d

dx1

(
Rσ(×̃)(ϕ1

k1(x1), ϕ2
k2(x2))

)∥∥∥∥
L∞(T )

=

∥∥∥∥∥∥ϕ2
k2(x2)

d

dx1

(
ϕ1
k1(x1)

)
− d

da

∣∣∣∣
a=ϕ1

k1
(x1)

(
Rσ(×̃)(a, ϕ2

k2(x2))
) d

dx1

(
ϕ1
k1(x1)

)∥∥∥∥∥∥
L∞(T )

(2.20)

≤ δ

∥∥∥∥ d

dx1
ϕ1
k1

∥∥∥∥
L∞(T )

= δ2n,

where all derivatives are weak derivatives. Hence,∥∥∥∥ d

dx1
ϕ1,2
k −

d

dx1
Rσ(ϕ̃1,2

k )

∥∥∥∥2

L2(T )

≤ δ222n2−2n = δ2.
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Combined with the analogous statement for d
dx2

, we have∥∥∥∇ϕ1,2
k −∇Rσ(ϕ̃1,2

k )
∥∥∥2

L2(T )
≤ 2δ2.

Using the general fact ∀m ∈ N : ‖
∑m

j=1 fj‖2 ≤ m
∑m

j=1 ‖fj‖2 and the fact that at each

x ∈ D at most four functions of the form Rσ(ϕ̃1,2
k ) do not vanish, we get

‖∇w −∇Rσ(w̃)‖2L2(D) ≤‖w‖
2
L∞(D)

∑
T∈T 1,2

2n,2n

∥∥∥∥∥∥∥
∑

k:S1,2
k ∩T̊ 6=∅

∇ϕ1,2
k −

∑
k:S1,2

k ∩T̊ 6=∅

∇Rσ(ϕ̃1,2
k )

∥∥∥∥∥∥∥
2

L2(T )

≤‖w‖2L∞(D)

∑
T∈T 1,2

2n,2n

4
∑

k:S1,2
k ∩T̊ 6=∅

∥∥∥∇ϕ1,2
k −∇Rσ(ϕ̃1,2

k )
∥∥∥2

L2(T )

≤‖w‖2L∞(D)2
2n422δ2,

where T̊ denotes the interior of T . Combining this with the L2-error estimate in Equation
(3.19), we get

‖w −Rσ(w̃)‖2H1(D) ≤ 42δ2‖w‖2L∞(D)(2
2n+1 + 1) ≤ 22n+6δ2‖w‖2L∞(D)

and hence
δ ≤ ε2−n−3 ⇒ ‖w −Rσ(w̃)‖H1(D) ≤ ε‖w‖L∞(D).

3.3 Convergence rate of a family of ReLU DNN approximations of func-
tions in H2 ∩H1

0((0, 1)2) in terms of the network size

We now combine the results of Sections 3.1 and 3.2. As in the previous section, all
considered ReLU networks satisfy Assumption 2.1 and we use Notation 2.2.

Equation (3.8) from Proposition 3.1 shows that there exists a C > 0 such that for each
n ∈ N and each u ∈ H2 ∩H1

0 (D)

‖u− I2nu‖Hj(D) ≤ C2−n(2−j)|u|H2(D), j ∈ {0, 1}.

For each n ∈ N, we now approximate I2nu by a ReLU network Ĩ2nu as in Lemma 3.4, for
δ ∈ (0, 1) to be determined next. Taking εL2

..= 2−2n in Equation (3.20) and εH1
..= 2−n

in Equation (3.21), together with Equations (3.7) and (3.8), we find that for j ∈ {0, 1} it
holds that

‖u−Rσ
(
Ĩ2nu

)
‖Hj(D) ≤‖u− I2nu‖Hj(D) + ‖I2nu−Rσ

(
Ĩ2nu

)
‖Hj(D)

(3.8),(3.20),(3.21)

≤ C2−n(2−j)|u|H2(D) + 2−n(2−j)‖I2nu‖L∞(D)

(3.7)

≤ C2−n(2−j)|u|H2(D).
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The choices for εL2 and εH1 require δ to satisfy δ ≤ 2−2n/4 and δ ≤ 2−n2−n−3, i.e. δ =

2−2n−3 = O(2−2n) suffices. For that choice of δ, Ĩ2nu has depth of the order O(log(1/δ)) =
O(n) and size and number of non-zero coefficients of the order O(22n log(1/δ)) = O(22nn).

For all n ∈ N, denoting size
(
Ĩ2nu

)
=.. N , we have for j ∈ {0, 1} and C > 0 independent of

u and N
‖u−Rσ

(
Ĩ2nu

)
‖Hj(D) ≤ CN−(1−j/2)(logN)1−j/2|u|H2(D).

In Lemma 3.4, the size of w̃ is bounded in terms of n and δ, but independent of w ∈
V

(∞)
n . As a result, size(Ĩ2nu) is bounded from above by a function of n, independent of
u ∈ H2 ∩H1

0 (D) (however, the error of the approximation does depend on u). Hence, we
can define m0 ∈ N>1 to be that upper bound for n = 1.

For general N ∈ N≥m0 and n = max{n∗ : size(Ĩ2n∗u) ≤ N}, we define ĨNu ..= Ĩ2nu
satisfying Rσ

(
Ĩ2nu

)
∈ Ṽ (∞)

n . For the same N and n, we define INu ..= I2nu ∈ V (∞)
n .

Note that ∀n ∈ N : δ = 2−2n−3 ≤ 1/4. Hence, by Equation (3.19),

‖INu−Rσ(ĨNu)‖L∞(D) ≤ ‖INu‖L∞(D).

The results of this section are summarised by the following proposition:

Proposition 3.5. There exists a C > 0 such that for each N ∈ N≥m0 and each u ∈
H2 ∩H1

0 (D) there exists a ReLU network ĨNu of size at most N satisfying

‖u−Rσ(ĨNu)‖Hj(D) ≤CN−(1−j/2)(logN)1−j/2|u|H2(D), (3.22)

‖INu−Rσ(ĨNu)‖L∞(D) ≤‖INu‖L∞(D). (3.23)

Moreover, depth(ĨNu) = O(logN) and M(ĨNu) = O(N). For these two bounds the
implied constants are independent of u.
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4 Properties of the Taylor gpc approximation of the solution
map of a parametric diffusion equation

In this section, we discuss properties of the solutions of a class of parametric elliptic PDEs.
More precisely, we study the elliptic diffusion equation

− div(a(y)∇u) = f, u|∂D = 0 (4.1)

on the domain D = (0, 1)2 for given f ∈ H−1(D), arbitrary parameters y ∈ U = [−1, 1]N

(see Section 1.4.3), given parameter-dependent scalar diffusion coefficient a(y) ∈ L∞(D)
(see Section 1.4.4) and unknown u. We consider the case in which all functions are real
valued.

We will often use the following weak form of Equation (4.1). For V ..= H1
0 (D) and for

V ′ = H−1(D) denoting the dual of V , it reads

Ay(u, v) = 〈f, v〉V ′,V , ∀v ∈ V, (4.2)

where

Ay(u, v) ..=

∫
D
a(y)∇u · ∇v, u, v ∈ V (4.3)

and where 〈·, ·〉V ′,V is the duality pairing. The boundary conditions are imposed by the

choice V = H1
0 (D).

Section 4.1 discusses Equation (4.2) for fixed y ∈ U . Section 4.2 discusses properties of
the parametric diffusion equation and the corresponding solution map u : U → V . It
introduces the Taylor gpc expansion of the solution map with Taylor gpc coefficients in V .
It proposes n-term truncations of the Taylor gpc expansion as Taylor gpc approximations.
For F as defined in Section 1.4.2, it shows that the weighted `2(F)-summability of the
V -norms of the Taylor gpc coefficients leads to `p(F)-summability of the V -norms for
some 0 < p < 1 and to an upper bound on the approximation error of the Taylor gpc
approximations in V -norm. Section 4.3 gives sufficient conditions for the required weighted
`2(F)-summability of the V -norms of the Taylor gpc coefficients. For more regular data,
which imply u : U → H2 ∩ H1

0 (D), Section 4.4 shows a similar summability result for
the H2-norms of the Taylor gpc coefficients, from which the `p(F)-summability of the
H2-norms of the Taylor gpc coefficients follows for some 0 < p < 1 that is in general larger
than the p for the summability of the V -norms.

4.1 Properties of the non-parametric diffusion equation

In this section, we study Equation (4.2) for fixed y ∈ U . We simply write a for the
diffusion coefficient a(y) and A for the bilinear form Ay.

We recall the following result stating the well-posedness of Equation (4.2). It is a specific
case of the Lax-Milgram lemma.

Lemma 4.1 (Special case of [26, Lemma 2.2 p. 83], cf. [26, Sections A.2.3 and A.2.4
pp. 472–474] and [74, Theorem C.20 p. 450]). Consider∫

D
a∇u · ∇v = 〈f, v〉V ′,V , ∀v ∈ V (4.4)
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for given a ∈ L∞(D) and f ∈ V ′. Assume that there exists a constant amin > 0 such that

0 < amin ≤ ess inf
x∈D

a(x). (4.5)

Then, there exists a unique solution u ∈ V of Equation (4.4) that satisfies

‖u‖V ≤ 1
amin
‖f‖V ′ . (4.6)

Moreover, if in addition ∃amax <∞ such that

ess sup
x∈D

a(x) ≤ amax <∞, (4.7)

then the bounded linear operator A ∈ L(V, V ′) defined by

∀u, v ∈ V : 〈Au, v〉V ′,V = A(u, v) =

∫
D
a∇u · ∇v (4.8)

is boundedly invertible.

In the parametric context, for y ∈ U , we will denote A by Ay.

In applications, the following variational formulation of the PDE in Equation (4.4) is very
useful.

Proposition 4.2 (Special case of [26, Proposition 2.4 p. 84], see also [26, Remark 2.5
p. 84]). Under the assumptions of Lemma 4.1, the solution u ∈ V of Equation (4.4) is
uniquely determined by

u = arg min
v∈V

J(v), J(v) ..= 1
2A(v, v)− 〈f, v〉V ′,V , v ∈ V. (4.9)

4.2 Properties of the parametric diffusion equation

We now consider the parametric problem, i.e. Equation (4.2) with parametric scalar
diffusion coefficient a : U 3 y 7→ a(y) ∈ L∞(D). In order for Lemma 4.1 to hold for all
y ∈ U , we assume a(y) to satisfy the following uniform ellipticity condition: There exist
real numbers 0 < amin ≤ amax <∞ such that

∀y ∈ U : amin ≤ ess inf
x∈D

a(x,y) ≤ ess sup
x∈D

a(x,y) ≤ amax. (4.10)

Under this assumption, for each y ∈ U , there exists a unique solution u ∈ V of Equation
(4.2), which we denote by u(y) ∈ V . Note that it satisfies Equation (4.6) for amin inde-
pendent of y ∈ U . The map u : U → V : y 7→ u(y) is the solution map of the parametric
PDE in Equation (4.2) (see Section 1.1.2).
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In the rest of Section 4, we discuss several results stated in [3], which give properties of the
solution map under the assumption that the diffusion coefficient is affinely parametrised,
i.e.

a : U → L∞(D) : y 7→ ā+
∑
j∈N

yjψj (4.11)

for ā ∈ L∞(D) and ∀j ∈ N : ψj ∈ L∞(D).

For this parametrisation of a, the uniform ellipticity condition is satisfied if∑
j∈N
|ψj(x)| ≤ ā(x)− amin for a.e. x ∈ D (4.12)

or, equivalently, if
0 < ess inf

x∈D
ā(x) =.. āmin (4.13)

and

θ ..=

∥∥∥∥
∑

j∈N |ψj |
ā

∥∥∥∥
L∞(D)

< 1. (4.14)

The fact that Equation (4.12) implies Equation (4.14) can be seen from∥∥∥∥
∑

j∈N |ψj |
ā

∥∥∥∥
L∞(D)

≤
∥∥∥∥ ā− amin

ā

∥∥∥∥
L∞(D)

≤ 1− amin

‖ā‖L∞(D)
< 1

(e.g. [4, Equation (2.1) p. 325]). The other implication is similar to [17, Equations (2.2)–
(2.4) p. 621]:∑

j∈N
|ψj(x)| =

∑
j∈N |ψj(x)|
ā(x)

ā(x) ≤ θā(x)

≤ ā(x)− (1− θ)āmin =.. ā(x)− amin, for a.e. x ∈ D.

For F the index set defined in Section 1.4.2, by [17, Theorem 4.2 p. 625], for all ν ∈ F ,
the partial derivative ∂νu(y) ∈ V exists at all y ∈ U . In general, the assumptions on
{ψj}j∈N made in [17] are stronger than ours. However, those assumptions are not used in
the proof of [17, Theorem 4.2], we may hence use that result.

In order to approximate the solution map, we note that it has the following Taylor gpc
expansion (see Section 1.1.2):

∀y ∈ U : u(y) =
∑
ν∈F

tνy
ν , tν ..= 1

ν!∂
νu|y=0 ∈ V. (4.15)

The functions tν ∈ V are the Taylor gpc coefficients of the solution map. The unconditional
convergence of this sum directly follows from ∀y ∈ U,ν ∈ F : |yν | ≤ 1 and the `1(F)-
summability of (‖tν‖V )ν∈F , implied by the `p(F)-summability of that sequence for some
0 < p < 1, which we will show in Lemma 4.3 below under the assumptions made there.

Given for each n ∈ N an index set Λn ⊂ F satisfying |Λn| = n, we can approximate u by

un : U → V : y 7→
∑
ν∈Λn

yνtν , (4.16)
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which is an n-term truncation of the Taylor gpc expansion, a Taylor gpc approximation (see
[21, especially Section 2 pp. 56–60] for a general introduction to n-term approximations).
The approximation error is bounded from above by

‖u− un‖L∞(U,V )
..= sup

y∈U
‖u(y)− un(y)‖V ≤

∑
ν∈Λcn

‖tν‖V . (4.17)

This bound is minimised, when for each n ∈ N the index set Λn ⊂ F contains n elements
ν ∈ F for which ‖tν‖V are largest. Note that such sets Λn need not be unique. Approxi-
mations of u using this choice of index sets {Λn}n∈N are called best n-term approximations
of u. In general, (‖tν‖V )ν∈F are unknown, hence the best n-term approximation cannot be
implemented directly. Instead, we construct {Λn}n∈N in Lemma 4.3 below, for bν = ‖tν‖V .
The construction in the lemma is based on the weighted `2(F)-summability of (‖tν‖V )ν∈F
and gives an upper bound on

∑
ν∈Λcn

‖tν‖V for {Λn}n∈N as constructed there. Indepen-

dent of the choice of {Λn}n∈N, it is shown that the assumed weighted `2(F)-summability
implies (‖tν‖V )ν∈F ∈ `p(F) for some 0 < p < 1.

Lemma 4.3 (Special case of [75, Lemma 2.8 p. 7], see also [4, Corollary 2.3 p. 328]).
For 0 < p < 1 and a decreasing sequence β = (βj)j∈N ⊂ (0, 1) satisfying β ∈ `q(N) for
q = 2p

2−p , assume that for some non-negative sequence (bν)ν∈F

(β−νbν)ν∈F ∈ `2(F). (4.18)

Then, (bν)ν∈F ∈ `p(F) and for each n ∈ N there exists a downward closed index set
Λn ⊂ F of size |Λn| = n such that ∑

ν∈Λcn

bν ≤ Cn−1/p+1 (4.19)

and
max
ν∈Λn

|ν|1 = O(log n) (4.20)

and such that for each j ∈ N: ej ∈ Λn implies ei ∈ Λn for i ≤ j.

The proof of Lemma 4.3 is given in Appendix B.5.

When its requirements are satisfied for bν = ‖tν‖V , the lemma first of all shows that
(‖tν‖V )ν∈F ∈ `p(F) ↪→ `1(F), i.e. the Taylor gpc expansion in Equation (4.15) converges
unconditionally. In addition, we get the following bound on the V -error of un defined in
Equation (4.16):

‖u− un‖L∞(U,V ) ≤
∑
ν∈Λcn

‖tν‖V ≤ Cn−1/p+1. (4.21)

Hence, for fast convergence of un, it suffices to show `2-summability of (β−ν‖tν‖V )ν∈F
for any β ∈ `q(N) satisfying the requirements of the lemma for small q. The next section
shows sufficient conditions for that summability to hold.
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4.3 Weighted summability of the H1-norms of the Taylor gpc coeffi-
cients of the solution map

The desired summability is shown in [4, Section 2 pp. 325–329], we now recall the results
obtained there and their proofs.

Proposition 4.4 ([4, Theorem 2.2 p. 327]). Let f ∈ V ′ and a : U → L∞(D) be given
such that a satisfies Equation (4.11) with ā ∈ L∞(D) satisfying Equation (4.13) and
with ∀j ∈ N : ψj ∈ L∞(D). Let {tν}ν∈F be as in Equation (4.15). Assume that for
β = (βj)j∈N ⊂ R>0 we have the weighted uniform ellipticity condition

θ ..=

∥∥∥∥∥
∑

j∈N β
−1
j |ψj |
ā

∥∥∥∥∥
L∞(D)

< 1. (4.22)

Then, (β−ν‖tν‖V )ν∈F ∈ `2(F).

Remark 4.5 ([4, Theorem 2.2 p. 327]). For β ⊂ R>0, Equations (4.11), (4.15) and
(4.22) are equivalent to those equations for ỹj ..= βjyj instead of yj, ψ̃j ..= β−1

j ψj instead

of ψj, t̃ν ..= β−νtν instead of tν and β̃j ..= 1 instead of βj. This means that we can assume
β = 1 without loss of generality. The parameter set Ũ = ×j∈N[−βj , βj ] from which ỹ are
taken is compact as well, see Section 1.4.3.

Proof of Proposition 4.4. We follow [4, Section 2 pp. 325–329] and [3, pp. 2163–2164]. By
Remark 4.5, we may without loss of generality assume that β = 1.

For ν ∈ F , we define

dν ..=

∫
D
ā|∇tν |2, dν,j ..=

∫
D
|ψj ||∇tν |2 (4.23)

and note that, by Poincaré’s inequality, for some C > 0 independent of tν

C‖tν‖2V ≤ dν ≤ ‖ā‖L∞(D)‖tν‖2V . (4.24)

Equation (4.22) with β = 1 implies that for all ν ∈ F∑
j∈N

dν,j ≤ θdν . (4.25)

Differentiation of Equation (4.2) for u = u(y) by applying 1
ν!∂

ν |y=0 gives∫
D
ā∇tν · ∇v = −

∑
j∈suppν

∫
D
ψj∇tν−ej · ∇v, ∀v ∈ V. (4.26)

Using v = tν ∈ V as test function and using Young’s inequality, we get

dν =

∫
D
ā|∇tν |2 ≤

∑
j∈suppν

∫
D
|ψj ||∇tν−ej ||∇tν |

≤
∑

j∈suppν

∫
D
|ψj |(1

2 |∇tν−ej |
2 + 1

2 |∇tν |
2)

=
∑

j∈suppν

1
2(dν−ej ,j + dν,j) (4.27)
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and, by using Equation (4.25) twice, for all k ∈ N

(1− θ
2)dν

(4.25) and (4.27)

≤ 1
2

∑
j∈suppν

dν−ej ,j ,

(1− θ
2)
∑
|ν|1=k

dν ≤ 1
2

∑
|ν|1=k

∑
j∈suppν

dν−ej ,j = 1
2

∑
|ν|1=k−1

∑
j∈N

dν,j
(4.25)

≤ 1
2

∑
|ν|1=k−1

θdν ,∑
|ν|1=k

dν ≤ θ
2−θ

∑
|ν|1=k−1

dν . (4.28)

Writing κ ..= θ
2−θ , it follows from Equation (4.28) that∑

ν∈F
dν ≤ 1

1−κd0 <∞. (4.29)

It now follows from Equation (4.24) that∑
ν∈F
‖tν‖2V <∞. (4.30)

This finishes the proof.

4.4 Weighted summability of the H2-norms of the Taylor gpc coeffi-
cients of the solution map

Under the assumption of more regular data, we show that the H2-norms of the Taylor gpc
coefficients of the solution map are weighted `2(F)-summable, from which by Lemma 4.3
`p(F)-summability follows for some 0 < p < 1.

More precisely, let f ∈ L2(D) and assume that a : U → W 1,∞(D) satisfies Equation
(4.11) with ā ∈ W 1,∞(D) satisfying Equation (4.13) and with ∀j ∈ N : ψj ∈ W 1,∞(D).
By [33, Theorem 3.2.1.2 p. 147], the solution of Equation (4.2) is a strong solution of
Equation (4.1), i.e. u ∈ H2(D). In [18, Section 5.1 pp. 39–40] the same is shown, as well
as ∀ν ∈ F : tν ∈ H2(D). For this situation, we have [3, Theorem 4.1 p. 2162], which is
similar to Proposition 4.4. We now recall the theorem and its proof.

Proposition 4.6 ([3, Theorem 4.1 p. 2162]). Let f ∈ L2(D) and a : U → W 1,∞(D) be
given such that a satisfies Equation (4.11) with ā ∈ W 1,∞(D) satisfying Equation (4.13)
and with ∀j ∈ N : ψj ∈W 1,∞(D). Let {tν}ν∈F be as in Equation (4.15). Assume that for
β = (βj)j∈N ⊂ R>0

θ ..=

∥∥∥∥∥
∑

j∈N β
−1
j |ψj |
ā

∥∥∥∥∥
L∞(D)

< 1,

∥∥∥∥∥∥
∑
j∈N

β−1
j |∇ψj |

∥∥∥∥∥∥
L∞(D)

<∞. (4.31)

Then, (β−ν‖tν‖H2)ν∈F ∈ `2(F).

Remark 4.7 ([3, Proof Theorem 4.1 p. 2163], cf. [4, Theorem 2.2 p. 327]). Analogous
to Remark 4.5, for β ⊂ R>0, Equations (4.11), (4.15) and (4.31) are equivalent to those
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equations for ỹj ..= βjyj instead of yj, ψ̃j ..= β−1
j ψj instead of ψj, t̃ν ..= β−νtν instead of

tν and β̃j ..= 1 instead of βj, i.e. we can again assume β = 1 without loss of generality.
As before, the parameter set Ũ = ×j∈N[−βj , βj ] from which ỹ are taken is compact.

Proof of Proposition 4.6. We follow [3, pp. 2163–2165]. By Remark 4.7, we may without
loss of generality assume that β = 1.

For ν ∈ F and n ∈ N0, we define

cν ..=

∫
D
ā|∆tν |2, Cn ..=

∑
|ν|1=n

cν , Dn
..=

∑
|ν|1=n

dν (4.32)

and note that for some C > 0 independent of tν

C‖tν‖2H2 ≤ cν ≤ ‖ā‖L∞(D)‖tν‖2H2 (4.33)

(cf. [33, Theorem 3.1.3.1 p. 142 and the proof of Theorem 3.2.1.2 pp. 147–149]).

Differentiating Equation (4.1) for u = u(y) by applying 1
ν!∂

ν |y=0, we find

− ā∆tν = ∇ā · ∇tν +
∑

j∈suppν

(ψj∆tν−ej +∇ψj · ∇tν−ej ), (4.34)

which again shows that ∀ν ∈ F : ∆tν ∈ L2(D). We can integrate Equation (4.34) against
∆tν and find, using Young’s inequality for arbitrary ε > 0,

cν =

∫
D
ā|∆tν |2 ≤ ε

∫
D
|∇ā||∆tν |2 + 1

4ε

∫
D
|∇ā||∇tν |2

+ 1
2

∑
j∈suppν

∫
D
|ψj ||∆tν |2 + 1

2

∑
j∈suppν

∫
D
|ψj ||∆tν−ej |2

+ ε
∑

j∈suppν

∫
D
|∇ψj ||∆tν |2 + 1

4ε

∑
j∈suppν

∫
D
|∇ψj ||∇tν−ej |2. (4.35)

The sum of the first, the third and the fifth term is bounded by

ε
āmin

∥∥∥∥∥∥|∇ā|+
∑

j∈suppν

|∇ψj |

∥∥∥∥∥∥
L∞(D)

cν + θ
2cν ≤ ( θ2 +Bε)cν ,

where B ..= 1
āmin

∥∥∥|∇ā|+∑j∈N |∇ψj |
∥∥∥
L∞(D)

< ∞. Regarding the second and the sixth

term in Equation (4.35),

∑
|ν|1=n

 1
4ε

∫
D
|∇ā||∇tν |2 + 1

4ε

∑
j∈suppν

∫
D
|∇ψj ||∇tν−ej |2


≤B

4εDn + 1
4ε

∑
|ν|1=n−1

∑
j∈N

∫
D
|∇ψj ||∇tν |2 ≤ B

4ε(Dn +Dn−1).

Regarding the fourth term in Equation (4.35),∑
|ν|1=n

1
2

∑
j∈suppν

∫
D
|ψj ||∆tν−ej |2 ≤ θ

2Cn−1.
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Summing over {ν ∈ F : |ν|1 = n} in Equation (4.35), we get

Cn ≤ ( θ2 + εB)Cn + θ
2Cn−1 + B

4ε(Dn +Dn−1).

For ε > 0 such that θ
2 + εB < 1

2 , we have

τ ..=
θ

2− θ − 2εB
< 1, A ..=

B

2ε(2− θ − 2εB)
, Cn ≤ τCn−1 +A(Dn +Dn−1). (4.36)

We recall from the proof of Proposition 4.4 that ∀n ∈ N : Dn ≤ κDn−1 with κ = θ
2−θ .

Taking δ such that κ ≤ τ < δ < 1, it follows from Equation (4.36) that

Cn
(4.36)

≤ AD0(1 + κ−1)κn + τCn−1

(4.36)

≤ AD0(1 + κ−1)(κn + τκn−1) + τ2Cn−2

(4.36)

≤ AD0(1 + κ−1)

 n∑
j=1

(κ/τ)j

 τn + τnC0

≤
[
AD0(1 + κ−1)(1− κ/δ)−1 + C0

]
δn.

Summing over n ∈ N0, we find∑
ν∈F

cν =
∑
n∈N0

Cn ≤
[
AD0(1 + κ−1)(1− κ/δ)−1 + C0

]
(1− δ)−1 <∞.

Together with Equation (4.33), this finishes the proof.

Remark 4.8. Note that Propositions 4.3 and 4.6 show that (‖tν‖H2(D))ν∈F ∈ `p(F),
independent of any choice of index sets {Λn}n∈N.

Remark 4.9 ([3, Remark 2.2 p. 2156]). We note that in Lemma 4.3 the required summa-
bility (β−νbν)ν∈F ∈ `2(F) poses stronger restrictions on β when bν = ‖tν‖H2 than when
bν ..= ‖tν‖V . Hence, the best possible value of q for the summability of the H2-norms will
be at least as large as the best possible value of q for the summability of the V -norms. This
implies that the same holds for the values of p, i.e. the summability of the V -norms is at
least as good as the summability of the H2-norms, as expected.

Remark 4.10. In the derivation of Equation (4.21), we never explicitly used that the
norms of u − un and tν were calculated with respect to the V -norm. That is, by exactly
the same arguments as used there, we find that under the conditions of Proposition 4.6

‖u− un‖L∞(U,H2(D)) ≤
∑
ν∈Λcn

‖tν‖H2(D) ≤ Cn−1/p+1. (4.37)

By Remark 4.9, p for the summability of the V -norms is at least as small as p for the
summability of the H2-norms, i.e. the convergence rate in Equation (4.21) is at least as
good as the convergence rate in Equation (4.37).

Note that the index sets {Λn}n∈N constructed in Lemma 4.3 for ∀ν ∈ F : bν = ‖tν‖H2

may differ from those constructed in Lemma 4.3 for ∀ν ∈ F : bν = ‖tν‖V . In Section 5,
we will choose {Λn}n∈N based on the weighted `2(F)-summability of (‖tν‖V )ν∈F . Hence,
in Section 5, Equation (4.37) does not necessarily hold.
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5 ReLU DNN approximation of the solution map of a para-
metric diffusion equation

We now use the obtained results to show Theorem 5.1 below concerning the approximation
of the solution map y 7→ u(y) of Equation (4.1) under the assumptions made in Section
4.4. It is a generalisation of [75, Theorem 4.8 p. 22] stated in Section 1.3, for D =
(0, 1)2 instead of D = (0, 1) used in [75]. The main difference is that on D = (0, 1)
the continuous, piecewise linear interpolants of {tν}ν∈F could be implemented exactly
by ReLU networks, cf. [75, Lemma 4.5 p. 20]. For the continuous, piecewise bilinear
interpolants introduced in Section 3.1 that is not possible, as ReLU networks can only
implement continuous, piecewise linear functions, see [55, Proposition 4 p. 6], Lemma
2.3 and Remark B.1. Instead, we use the ReLU approximations of continuous, piecewise
bilinear interpolants discussed in Sections 3.2 and 3.3.

Throughout this section, we will write D = (0, 1)2, V = H1
0 (D) and

X ..= H2 ∩H1
0 (D). (5.1)

Theorem 5.1 (Generalisation of [75, Theorem 4.8 p. 22]). We consider Equation (4.1)
for given f ∈ L2(D) and a : U →W 1,∞(D) satisfying Equation (4.11) with ā ∈W 1,∞(D)
satisfying Equation (4.13) and ∀j ∈ N : ψj ∈W 1,∞(D). We assume that Equation (4.22)
holds with a decreasing sequence βV ∈ (0, 1)N satisfying βV ∈ `qV (N) for qV = ( 1

pV
− 1

2)−1

for some 0 < pV < 1 and that Equation (4.31) holds with a decreasing sequence βX ∈
(0, 1)N satisfying βX ∈ `qX (N) for qX = ( 1

pX
− 1

2)−1 for some 0 < pV ≤ pX < 1.

Then, for each n ∈ N, there exists a ReLU network ũn ∈ R of size N ∗n ≥ n approximating
the solution map u : U → X : y 7→ u(y) of the parametric PDE in Equation (4.1), having
n+ 2 inputs, denoted by x1, x2, y1, . . . , yn, such that ũn satisfies

sup
y∈U
‖u(·, ·,y)−Rσ(ũn)(·, ·, y1, . . . , yn)‖V = O

(
(N ∗n)−r

∗
)

(5.2)

for any r∗ that satisfies, for arbitrary 0 < γ < 1
2 ,

0 < r∗ < r ..= γmin

{
1,

1/pV − 1

γ + 1/pV − 1/pX

}
. (5.3)

In addition,
depth(ũn) = O(log(N ∗n) log log(N ∗n))

and the number of non-zero coefficients is of the order O(N ∗n).

In what follows, we will often suppress the inputs x1 and x2 of ũn in notation and write
Rσ(ũn)(y1, . . . , yn) ∈ V .

Remark 5.2 (Cf. [3, p. 2160]). Note that the convergence rate r∗ holds for parametric
PDEs with countably many parameters, i.e. in that sense {ũn}n∈N do not suffer from the
curse of dimensionality.
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In addition, note that r ≤ γ < 1
2 and that r = γ if 1/pX − γ ≥ 1, which is equivalent

to pX ≤ (1 + γ)−1 and to 1/pX − 1 ≥ γ. As we will see in the proof, in this case, the
rate r = γ is determined by the convergence rate of the spatial ReLU approximations
of (tν)ν∈F . Conversely, we have r < γ if 1/pX − 1 < γ. In addition, in Remark 4.9
it is argued that the assumption pV ≤ pX poses no loss of generality. The assumption
implies that r ≤ 1/pV − 1. The value 1/pV − 1 is the convergence rate of the best n-term
approximation of u, see Equation (4.17) and Remark B.3. That is, r is bounded from
above by γ and 1/pV − 1, which are the convergence rate of the ReLU approximations of
the Taylor gpc coefficients and the best n-term convergence rate of un.

If the requirements of the theorem hold for some pX ∈ (0, 1), we can always take pV
equal to pX (see Remark 4.9). Interestingly, if pV < pX we get a better lower bound on the

convergence rate than if pV = pX : If 1/pX−1 < γ, then it holds that 0 < 1/pV −1
γ+1/pV −1/pX

< 1,

hence 0 < (1/pV − 1/pX) < min{1/pV − 1, γ + 1/pV − 1/pX} implies that

γ
1/pV − 1

γ + 1/pV − 1/pX
> γ

1/pV − 1− (1/pV − 1/pX)

γ + 1/pV − 1/pX − (1/pV − 1/pX)
= 1/pX − 1,

where 1/pX − 1 is the lower bound on the convergence rate if we take pV = pX .

For the proof of the theorem, we recall from Sections 4.2, 4.3 and 4.4 that
(β−νV ‖tν‖V )ν∈F , (β

−ν
X ‖tν‖X)ν∈F ∈ `2(F), that (‖tν‖V )ν∈F ∈ `pV (F) and that

(‖tν‖X)ν∈F ∈ `pX (F). In addition, Equation (4.31) and βX ∈ (0, 1)N imply that
supy∈U ‖a(y)‖W 1,∞(D) <∞.

We need the following lemma, which is adapted from [75, Lemma 4.7 p. 21].

Lemma 5.3 ([75, Lemma 4.7 p. 21]). Let m0 be as defined in Section 3.3, assume the
conditions of Theorem 5.1 and let {Λn}n∈N be as in Lemma 4.3 with ∀ν ∈ F : bν = ‖tν‖V .

Then, there exists a C > 0 such that for all n ∈ N there exists a sequence (mn;ν)ν∈Λn ∈
NΛn
≥m0

such that with Nn ..=
∑
ν∈Λn

mn;ν ≥ n we have∑
ν∈Λn

‖tν‖Xm−γn;ν +
∑
ν∈Λcn

‖tν‖V ≤ Cn−1/pV +1 ≤ CN−rn (5.4)

for r as defined in Equation (5.3) for arbitrary 0 < γ < 1
2 .

The proof of this lemma is given in Appendix B.6. The main difference with respect to
[75, Lemma 4.7 p. 21] is that we explicitly choose mn;ν ≥ m0 for all n ∈ N and ν ∈ Λn.

Proof of Theorem 5.1. We closely follow [75, pp. 22–25]. Let n ∈ N. Throughout this
proof, let the index set Λn be as in Lemma 4.3 with ∀ν ∈ F : bν = ‖tν‖V .

The proof consists of five steps. In the first step, we estimate the errors of ReLU approx-
imations of {tν}ν∈Λn and {y 7→ yν}ν∈Λn . In the second step, we define the network ũn,
which is an approximation of un as defined in Equation (4.16). In the third step, its error
is estimated. In the fourth step, which is stated in Appendix B.7, bounds on the depth,
the size and the number of non-zero coefficients are calculated. In the fifth step, stated in
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this section, a lower bound on the convergence rate of ũn in terms of the network size is
given.

Step 1. Let m0 be as defined in Section 3.3 and let {mn;ν}ν∈Λn be as given by Lemma
5.3. Using that ∀ν ∈ Λn : mn;ν ≥ m0, we get from Proposition 3.5 that for any γ < 1

2 it

holds that ∀ν ∈ Λn : ‖tν −Rσ(Ĩmn;ν tν)‖V ≤ C‖tν‖Xm−γn;ν , where C > 0 is independent of
tν , ν and n. Hence, by Lemma 5.3,∑

ν∈Λn

‖tν −Rσ(Ĩmn;ν tν)‖V
(3.21)

≤ C
∑
ν∈Λn

‖tν‖Xm−γn;ν

(5.4)

≤ Cn−1/pV +1. (5.5)

Moreover, by Lemma 4.3, we have
⋃
ν∈Λn

{yj : j ∈ suppν} ⊂ {y1, . . . , yn}. This allows us
to use Lemma 2.17 with ∀ν ∈ F : bν = ‖tν‖V and pb = pV , which shows that there exist
ReLU networks {fν}ν∈Λn , all having inputs y1, . . . , yn, such that

sup
y∈U

∥∥∥∥∥∑
ν∈Λn

tνy
ν −

∑
ν∈Λn

tνRσ(fν)(y1, . . . , yn)

∥∥∥∥∥
V

≤ sup
y∈U

∑
ν∈Λn

‖tν‖V |yν −Rσ(fν)(y1, . . . , yn)|
(2.42)

≤ n−1/pV +1 (5.6)

and such that Equations (2.43)–(2.46) hold.

Step 2. With X as defined in Equation (5.1), we use boundedness of the embedding
X ↪→ L∞(D) and define

M ..= max

{
1, 2 sup

ν∈F
‖tν‖L∞(D)

}
≤max

{
1, 2 sup

ν∈F
C‖tν‖X

}
(*)

≤ max

1, 2C

(∑
ν∈F

(β−νX ‖tν‖X)2

)1/2
 Proposition 4.6

< ∞,

where at (*) we used ∀ν ∈ F : β−νX ≥ 1. By Equation (2.43), we have
supy∈U,ν∈Λn |Rσ(fν)((yj)j∈suppν)| ≤M . Using Equations (3.7) and (3.23), we find

‖Rσ(Ĩmn;ν tν)‖L∞(D) ≤‖Imn;ν tν‖L∞(D) + ‖Imn;ν tν −Rσ(Ĩmn;ν tν)‖L∞(D)

(3.23)

≤ 2‖Imn;ν tν‖L∞(D)

(3.7)

≤ 2‖tν‖L∞(D)

≤M.

We will now define ũn ∈ R such that

Rσ(ũn)(x1, x2, y1, . . . , yn) =
∑
ν∈Λn

Rσ(×̃)
(
Rσ(Ĩmn;ν tν)(x), Rσ(fν)(y1, . . . , yn)

)
,

x ∈ D,y ∈ U. (5.7)
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We first define the matrix prũn ∈ R2n×2n to connect the output of {Ĩmn;ν tν}ν∈Λn ∪
{fν}ν∈Λn to the input of the ×̃-networks.

(prũn)i,j ..=


1 1 ≤ j ≤ n, i = 2j − 1,

1 n+ 1 ≤ j ≤ 2n, i = 2(j − n),

0 else.

For a bijection π : {1, . . . , n} → Λn and for Simul-Shared-Parallel as constructed in Remark
A.5, we define

Pũn
..= Parallel

(
Simul-Shared-Parallel(Ĩmn;π(1)tπ(1), . . . , Ĩmn;π(n)tπ(n)),

Simul-Shared-Parallel(fπ(1), . . . , fπ(n))
)
,

ũn ..=
((

1 · · · 1
)
,0
)
• Parallel(×̃, . . . , ×̃) • (prũn ,0)� Pũn , (5.8)

where the ×̃-subnetworks are as in Proposition 2.12 with maximum input size M and
accuracy δn ..= n−1/pV in the sense of Equations (2.19)–(2.20), i.e. all those ×̃-subnetworks
are identical. It follows from the estimates in the beginning of Step 2 of this proof that
maximum input size M suffices.

The structure of the network is depicted in Figure 5.1.

Simul-Shared-Parallel Simul-Shared-Parallel

x1 x2

ΦId
2,L

Ĩmn;π(1)tπ(1) Ĩmn;π(2)tπ(2) Ĩmn;π(3)tπ(3)

y1 y2 y3

ΦId
3,L′

fπ(1) fπ(2) fπ(3)

×̃ ×̃ ×̃

Rσ(ũn)(x1, x2, y1, y2, y3)

Figure 5.1: Structure of ũ3; the sizes of the subnetworks {Ĩmn;ν tν}ν∈Λ3 ∪ {fν}ν∈Λ3 ∪
{ΦId

2,L,Φ
Id
3,L′} depend on the approximated function u, this figure depicts a possible situa-

tion. By construction of Simul-Shared-Parallel in Remark A.5, there is only one identity
network per Simul-Shared-Parallel-subnetwork. Moreover, some networks take the output
of a hidden layer of one of the identity networks as input.

Equation (5.7) follows from Equation (5.8), Remark A.3, Lemma 2.8 and Equations (A.23)
and (A.15) (see Remark A.5 for the fact that Simul-Shared-Parallel also satisfies Equation
(A.15)).
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For ν ∈ Λn, according to Lemma 2.17, the realisation Rσ(fν) is constant in {yj : j ∈
{1, . . . , n}\ suppν}. Hence, Rσ(ũn) is constant in {yj : j ∈ {1, . . . , n}\

⋃
ν∈Λn

suppν}, i.e.
those inputs could be left out.

Step 3. We begin the error estimate by estimating the H1-error made by the ×̃-
subnetworks appearing in Equation (5.8).

By Lemma 2.3, the functions Rσ(Ĩmn;ν tν) and Rσ(ũn) are continuous and piecewise linear
on a finite partition of their domain. Combined with Proposition 2.12, it shows that for
all y ∈ U and n ∈ N at almost all x ∈ D those functions are strongly differentiable w.r.t.
x1 and x2, hence so is the expression∑
ν∈Λn

Rσ(Ĩmn;ν tν)(x)Rσ(fν)(y1, . . . , yn)−
∑
ν∈Λn

Rσ(×̃)
(
Rσ(Ĩmn;ν tν)(x), Rσ(fν)(y1, . . . , yn)

)
.

As a result, Equation (2.20) leads to the following estimate. For y ∈ U and ν ∈ F , with
d
dx1

denoting weak derivatives that are strong at almost every x ∈ D, it holds that∣∣∣∣ ddx1

(
Rσ(Ĩmn;ν tν)(x)Rσ(fν)(y1, . . . , yn)

)
− d

dx1

(
Rσ(×̃)

(
Rσ(Ĩmn;ν tν)(x), Rσ(fν)(y1, . . . , yn)

)) ∣∣∣∣
≤
∣∣∣∣Rσ(fν)(y1, . . . , yn)

d

dx1

(
Rσ(Ĩmn;ν tν)(x)

)
− d

da

∣∣∣
a=Rσ(Ĩmn;ν tν)(x)

(
Rσ(×̃)

(
a,Rσ(fν)(y1, . . . , yn)

)) d

dx1

(
Rσ(Ĩmn;ν tν)(x)

)∣∣∣∣
(2.20)

≤ δn

∣∣∣∣ ddx1
Rσ(Ĩmn;ν tν)(x)

∣∣∣∣ , x ∈ D,

∥∥∥∥ d

dx1

(
Rσ(Ĩmn;ν tν)(x)Rσ(fν)(y1, . . . , yn)

)
− d

dx1

(
Rσ(×̃)

(
Rσ(Ĩmn;ν tν)(x), Rσ(fν)(y1, . . . , yn)

)) ∥∥∥∥
L2(D)

≤ δn
∥∥∥∥ d

dx1
Rσ(Ĩmn;ν tν)(x)

∥∥∥∥
L2(D)

.

Using the analogous statement for d
dx2

and Equation (2.19), it follows that∥∥∥Rσ(Ĩmn;ν tν)Rσ(fν)(y1, . . . , yn)−Rσ(×̃)
(
Rσ(Ĩmn;ν tν), Rσ(fν)(y1, . . . , yn)

)∥∥∥
V

(2.19)

≤ δn(1 + ‖Rσ(Ĩmn;ν tν)‖V ),
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sup
y∈U

∥∥∥∥∥∑
ν∈Λn

Rσ(Ĩmn;ν tν)Rσ(fν)(y1, . . . , yn)

−
∑
ν∈Λn

Rσ(×̃)
(
Rσ(Ĩmn;ν tν), Rσ(fν)(y1, . . . , yn)

)∥∥∥∥∥
V

≤ sup
y∈U

∑
ν∈Λn

∥∥∥Rσ(Ĩmn;ν tν)Rσ(fν)(y1, . . . , yn)

−Rσ(×̃)
(
Rσ(Ĩmn;ν tν), Rσ(fν)(y1, . . . , yn)

)∥∥∥
V

≤ sup
y∈U
|Λn|δn(1 + sup

ν∈F
‖Rσ(Ĩmn;ν tν)‖V )

(∗)
≤ Cnδn = Cn−1/pV +1. (5.9)

At (*) we have used that Equation (5.5) implies the following uniform bound for all n ∈ N
and ν ∈ Λn:

‖Rσ(Ĩmn;ν tν)‖V ≤‖tν‖V + ‖tν −Rσ(Ĩmn;ν tν)‖V
(5.5)

≤ ‖(‖tν‖V )ν∈F‖`2(F) + Cn−1/pV +1 ≤ ‖(‖tν‖V )ν∈F‖`2(F) + C <∞.

All together, we have the following bound on the H1-error:

‖u−Rσ(ũn)‖L∞(U,V ) = sup
y∈U
‖u(y)−Rσ(ũn)(y1, . . . , yn)‖V

≤ sup
y∈U

∥∥∥∥∥∑
ν∈F

tνy
ν −

∑
ν∈Λn

tνy
ν

∥∥∥∥∥
V

+ sup
y∈U

∥∥∥∥∥∑
ν∈Λn

tνy
ν −

∑
ν∈Λn

tνRσ(fν)(y1, . . . , yn)

∥∥∥∥∥
V

+ sup
y∈U

∥∥∥∥∥∑
ν∈Λn

tνRσ(fν)(y1, . . . , yn)

−
∑
ν∈Λn

Rσ(Ĩmn;ν tν)Rσ(fν)(y1, . . . , yn)

∥∥∥∥∥
V

+ sup
y∈U

∥∥∥∥∥∑
ν∈Λn

Rσ(Ĩmn;ν tν)Rσ(fν)(y1, . . . , yn)

−
∑
ν∈Λn

Rσ(×̃)
(
Rσ(Ĩmn;ν tν), Rσ(fν)(y1, . . . , yn)

)∥∥∥∥∥
V

≤Cn−1/pV +1 + n−1/pV +1 + Cn−1/pV +1 + Cn−1/pV +1

(5.4)
= O(N−rn ). (5.10)

The first of four terms has been estimated using Equations (4.17) and (5.4), the second
using Equation (5.6), the third using and Equations (2.43) and (5.5) and the fourth using
Equation (5.9). The last step follows from Equation (5.4). This finishes Step 3 of this
proof.
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Step 4 is given in Appendix B.7 and gives bounds on the depth, the size and the number
of non-zero coefficients of the network.

Step 5. In total, the network has depth of the order O(log(Nn) log log(Nn)) and size
and number of non-zero coefficients of the order O(Nn log(Nn) log log(Nn)). Denoting the
network size by N ∗n and comparing N ∗n with Equation (5.10), we find that the proposed
network ũn achieves

sup
y∈U
‖u(y)−Rσ(ũn)(y1, . . . , yn)‖V = O

(
(N ∗n)−r

∗
)

for any r∗ < r.

Remark 5.4. The last of four terms in Equation (5.10) is of the order O(nδn). Tak-
ing δ̂n ..= N−r−1

n instead of δn = n−1/pV , as in [75], the resulting network is slightly
smaller, but we cannot improve the current bound, namely that the size is of the order
O(Nn + n log(n) log log(n)). For δ̂n, the error bound in Equation (5.10) is still of the
order O(N−rn ), hence taking δ̂n instead of δn does not affect the convergence rate in terms
of the network size.

For δ̂n instead of δn, the depth and the number of non-zero coefficients are also of the
same order as before.
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6 Discussion and directions for further research

We first discuss Theorem 5.1 in Section 6.1. We then discuss possible generalisations of the
theorem. Section 6.2 contains two alternatives for the ReLU approximation of gpc coeffi-
cients discussed in Section 3. The first alternative is a more efficient ReLU approximation
of the full grid interpolants introduced in Section 3.1, the second alternative involves the
ReLU approximation of functions with corner singularities. Section 6.3 discusses the gen-
eralisation of the spatial domain to hypercubes and general two-dimensional polygons.
Section 6.4 discusses alternatives for the parametric PDE theory in Section 4, especially
an alternative that allows PDE data with corner singularities.

6.1 Discussion of Theorem 5.1

Theorem 5.1 shows a lower bound on the convergence rate of the family of ReLU networks
{ũn}n∈N defined in Equation (5.8) in terms of the network size. The lower bound has been
discussed in Remark 5.2. As the number of non-zero coefficients is of the same order as
the network size, the same bound holds for the convergence rate in terms of the number
of non-zero coefficients. The bound should be seen as a benchmark for the performance of
training algorithms, i.e. it describes how the upper bound on the error decreases with an
increase in network size. However, it does not bound the amount of computational work
needed to reach a certain accuracy through training or how this amount of work depends
on the required accuracy.

We note that in [75] and in this thesis the H1-error is estimated, whereas most other ReLU
DNN approximation results are w.r.t the L∞-norm (e.g. the results in [89, 48, 54, 24]).
Denoting D = (0, 1)2, we expect that our results also hold w.r.t. the L∞(D)-norm instead
of the H1(D)-norm. Instead of Proposition 4.4 for H1

0 (D) =.. V , we can use Proposition 4.6
for H2 ∩ H1

0 (D) =.. X and use boundedness of the embedding X ↪→ L∞(D). Then, the
summability exponent pL∞ ∈ (0, 1) replacing pV equals pX , which means that, if the
statement analogous to Theorem 5.1 holds, the lower bound on the convergence rate w.r.t.
the L∞(D)-norm equals min{γ, 1/pX − 1} (see Remark 5.2).

In addition, we note that the proof of the convergence rate bound is mostly constructive:
the architecture is constructed explicitly, assuming that the Taylor gpc coefficients {tν}ν∈F
are known. For DNN training, it is not very important that {tν}ν∈F are in general
unknown, as the coefficients resulting from training are not expected to approximate those
of ũn constructed in this thesis.

Even if {tν}ν∈F are unknown, it would be interesting to see whether an architecture
similar to that of the networks {ũn}n∈N performs well. In addition, it remains to be
studied whether the coefficients of {ũn}n∈N that are independent of {tν}ν∈F can used to
improve the results of training, e.g. by using some of them as initial values for the training
process.
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6.2 Alternatives for the ReLU DNN approximation of Taylor gpc coef-
ficients

6.2.1 More efficient ReLU DNN approximation of the full grid continuous,
piecewise bilinear interpolants introduced in Section 3.1

We note that the full grid approximation of functions in H2 ∩H1
0 (D) for D = (0, 1)2 used

in Section 3.1 has a sum-product structure similar to that of the networks studied in [19].
Inspired by the hierarchical network structure used there, we could approximate the full
grid interpolants given by Proposition 3.1 more hierarchically, namely by a network w̃hier

satisfying

Rσ(w̃hier)(x) =
2n−1∑
k1=1

Rσ(×̃)

ϕ1
k1(x1),

2n−1∑
k2=1

w(x1,2
k )ϕ2

k2(x2)

 , x ∈ D.

We can define the matrix prhier ∈ R2(2n−1)×2(2n−1) and the network w̃hier as

(prhier)i,j
..=


1 1 ≤ j ≤ 2n − 1, i = 2j − 1,

w
(
x1,2

(i/2,j−(2n−1))

)
2n ≤ j ≤ 2(2n − 1), i ∈ 2Z,

0 else,

w̃hier ..=
((

1 · · · 1
)
,0
)
• Parallel(×̃, . . . , ×̃) • (prhier,0) • P,

where P is as defined in Equation (3.14) and where Parallel(×̃, . . . , ×̃) is the parallelisation
of 2n − 1 = O(2n) ×̃-subnetworks, instead of (2n − 1)2 = O(22n) subnetworks in Section
3.2. If we take the maximum input value M ≥ 1 and the accuracy 0 < δ < M ≤ M2

equal for all those ×̃-subnetworks, then it can be shown that depth(w̃hier) = O(log(M/δ)),
size(w̃hier) = O(2n log(M/δ)) and M(w̃hier) = O(22n + 2n log(M/δ)).

Note that the network size is much smaller than before. In fact, it is of smaller order than
the the number of degrees of freedom of the full grid approximation it approximates. That
number equals (2n−1)2, because the full grid approximation is determined by the function
values {w(x1,2

k )}k∈N2
≤2n−1

. The network size can be smaller than the number of degrees

of freedom, because there can be many non-zero coefficients associated to a single ReLU.
For that reason, in general, the convergence rate of a family of ReLU approximations in
terms of the network size can be better than the convergence rate of traditional numerical
methods in terms of the number of degrees of freedom, even if the ReLU approximations
simply implement such a traditional numerical method. However, it is unknown whether
training algorithms can profit from this advantage. Moreover, the advantage cannot be
arbitrarily large, as the number of coefficients of a network Φ satisfying Assumption 2.1
(including vanishing coefficients) equals

depth(Φ)∑
l=1

(Nl−1 + 1)Nl ≤ depth(Φ)
(
N0 + size(Φ) +Ndepth(Φ)

)2
.

Because the function values {w(x1,2
k )}k∈N2

≤2n−1
appear as coefficients, the number of non-

zero coefficients of w̃hier is bounded from below by (2n−1)2, hence the number of non-zero
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coefficients is nearly of the same order as in Lemma 3.2. This shows that in this situation
the number of non-zero coefficients is a better measure for the number of degrees of freedom
than the number of ReLUs.

The H1-error of w̃hier is expected to be of the same order as that of w̃, except for an
increase in error if M > 1, which does not affect the asymptotic behaviour for δ ↓ 0. This
implies that the convergence rate with respect to the H1-norm in terms of the network
size is at least γ for any γ < 1, which is considerably better than for w̃. It also follows that
the lower bound on the convergence rate in terms of the number of non-zero coefficients
is γ/2 for any γ < 1.

Moreover, it is expected that the increased convergence rate of the ReLU approximations
of functions in H2 ∩H1

0 ((0, 1)2) directly translates into an increased convergence rate in
Theorem 5.1, i.e. that Equations (5.2) and (5.3) hold for arbitrary γ < 1. In terms of the
number of non-zero coefficients, it is expected that those equations hold with γ replaced
by γ/2 for any γ < 1.

6.2.2 Anisotropic sparse grid-based ReLU DNN approximation

For D = (0, 1)2, one of the drawbacks of using full grid approximations proposed in
Section 3.1 for the approximation of Taylor gpc coefficients is that it requires Taylor gpc
coefficients to be in H2(D) to get the convergence rates of Proposition 3.1.

More generally, the approximation of functions that may have corner singularities, which
functions in H2(D) do not have, is studied in [56]. It studies the approximation of such
functions by tensor products of univariate continuous, piecewise linear wavelets. Such
wavelets can be implemented efficiently by ReLU networks using a construction analogous
to that in Sections 3.2–3.3.

We now shortly discuss how we expect that special cases of results shown in [56] can be
used for the generalisation of the results in Section 3. The results from [56] mentioned
here hold in much more generality, see [56, especially Section 1 pp. 63–65].

For s ∈ N0, ζ ∈ R and rD a smooth, positive, real-valued function on D that close to each
vertex of D equals the distance to that vertex, the Kondratiev space Ksζ(D) is defined by

‖u‖2Ksζ(D)
..=

∑
|α|1≤s

‖r|α|1−ζD ∂αu‖2L2(D),

Ksζ(D) ..= {u : D → C measurable and ‖u‖Ksζ(D) <∞}

([13, Equation (2) p. 2] and [90, Equation (4.4) p. 28]). We expect that for 1 < ζ small
enough it can be shown that functions in K4

ζ(D) can be approximated by an anisotropic
sparse grid of tensor products of univariate continuous, piecewise linear wavelets, namely
using [56, Theorem 1 p. 74], [56, Equation (13) p. 71] and [90, Equation (4.20) p. 33] for
p = 1 and 3

4 < γ < 1. Denoting by Nw the number of such bivariate continuous, piecewise
bilinear wavelets, we expect that the H1-error of the approximation can be shown to be of
the order O(N−1

w (logNw)2). We expect that these continuous, piecewise bilinear wavelets
can be implemented efficiently by ReLU networks, i.e. that the H1-error of the resulting
ReLU approximations of functions in K4

ζ(D) is of the order O(N−1(logN)k) for some
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k ∈ R>0 and where N denotes the network size. Note that this is better than the rate
O(N−1/2(logN)1/2) achieved by the full grid approximation in Proposition 3.5.

In Example 6.1 below, we will use the ReLU approximation of functions in K4
ζ(D) discussed

here to propose a generalisation of Theorem 5.1 that allows the data of the parametric
PDE to have corner singularities.

6.3 Generalisations of the choice of domain

6.3.1 Generalisation of Theorem 5.1 to (0, 1)d for d > 2

We can consider the extension of Theorem 5.1 to a domain (0, 1)d of dimension d > 2.
The results of Section 3.1 directly generalise to piecewise multilinear interpolation on such
domains for any d ∈ N, but the required number of d-variate continuous, piecewise d-linear
hat functions grows exponentially in the dimension d: it is of the order O((2n)d) when
the domain is partitioned according to a tensor product of partitions, one for each spatial
coordinate, each consisting of 2n elements. This is called the curse of dimensionality.

Another issue is that for d ≥ 4 the space H2((0, 1)d) does not embed into L∞((0, 1)d),
hence some of the currently used error bounds do not generalise to d ≥ 4. In addition,
for d ≥ 3, we need error estimates on the derivatives of ReLU approximations of products
of d numbers. They are needed to generalise the results of Section 3.2. All in all, the
extension to (0, 1)3 is expected to hold. For extensions to (0, 1)d more issues arise for
d > 3. Independent of that, the curse of dimensionality means that such extensions are
not of practical importance for d much larger than 3.

6.3.2 Generalisation of Theorem 5.1 to general polygonal domains

Another way to generalise the domain is to consider the elliptic diffusion equation on a
general two-dimensional polygon D. We discuss two approaches.

We first assume that a family of gpc approximations of the solution map is given and that
we have shown a lower bound on its convergence rate. For parameters y ∈ [−1, 1]N = U
we denote the solution map by u : U → H1

0 (D) : y 7→ u(y). We note that D can be
partitioned into a finite number of triangles ([26, Section 7.3.3 pp. 349–354]) and that
each triangle can be divided into three quadrilaterals, e.g. along the line segments that
connect the midpoints of its edges with its barycentre. For each such quadrilateral K, there
exists a bilinear (hence smooth) transformation FK that maps K̂ ..= (0, 1)2 to K. Using
FK , the spatially restricted solution map u|K(y) can be pulled back to K̂. We expect that
the obtained results on ReLU approximations can be applied to the map u|K(y) ◦ FK on
K̂, resulting in ReLU approximations of that map that each take x ∈ K̂ and finitely many
of the parameters y ∈ U as input. We can now pull back by a ReLU approximation of the
map F−1

K , which gives ReLU approximations of the solution map u|K(y) on K. In this
procedure, we exploit the fact that the rational map F−1

K can efficiently be approximated
by ReLU networks ([78, Theorem 1.1 p. 1]) and that the composition of realisations of
ReLU networks can simply be implemented by the concatenation of the networks.

This can be done for each such quadrilateral K. It then needs to be shown that the
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resulting approximations of u are continuous across the edges of the quadrilaterals and
that they can each be implemented globally by one ReLU network. In addition, for each K,
the error bounds on the ReLU approximations of u|K(y)◦FK on K̂ have to be transferred
to error bounds on the ReLU approximations of u|K(y) on K. Finally, the error bounds
achieved for all quadrilaterals K have to be combined into a global error estimate for the
approximations of u(y) on all of D.

Another approach is to show that u|K(y) ◦ FK satisfies a parametric elliptic PDE on
K̂ = (0, 1)2. If we can generalise the results of Section 4 to that PDE on K̂ and if
we can generalise Theorem 5.1 to that setting as well, then for each quadrilateral K
we can pull back the resulting ReLU approximations of the solution map to K by a
ReLU approximation of F−1

K and proceed as in the other approach, i.e. by combining the
ReLU approximations on quadrilaterals into networks that approximate u globally and by
combining the error estimates on the quadrilaterals into a global error estimate.

The advantage of the second approach is that it suffices to show the sparsity of gpc
expansions on (0, 1)2, whereas in the first approach we need to show it on D. On the
other hand, the parametric PDE that the pull-back of u|K(y) ◦ FK satisfies could be of a
different type than that on D: the pull-back of a diffusion equation with a scalar diffusion
coefficient need not be a diffusion equation with a scalar diffusion coefficient.

6.4 Generalisation of the parametric PDE theory in Section 4

The parametric PDE theory discussed in Section 4 can be generalised in several ways. We
could consider more general elliptic PDEs in the current L2-based Hilbert space setting,
but could also, even more generally, use Lq-based theory for 1 < q < 2. For any generali-
sation, it has to be shown that the equation is well-posed uniformly w.r.t. the parameters
and that the solution has a sparse gpc expansion.

For well-posedness, we need to generalise Lemma 4.1. It is a special case of the Lax-
Milgram lemma, which only gives sufficient conditions for well-posedness of the PDE and
which is restricted to Hilbert spaces. Instead, we could use the more general Banach-
Nečas-Babuška theorem (BNB theorem, [26, Theorem 2.6 p. 85]), which gives conditions
that are both necessary and sufficient for well-posedness. Moreover, it is not restricted
to Hilbert spaces. It holds in the more general context of reflexive Banach spaces, which
includes Lq-based settings for 1 < q < 2.

It then remains a point of further investigation whether Propositions 4.4 and 4.6 can be
extended, based on the isomorphism property that holds under the assumptions of the
BNB-theorem, i.e. that the differential operator in the PDE is boundedly invertible. The
reason why the proofs given in Section 4 do not generalise directly is that in Equations
(4.27) and (4.35) tν was used as a test function, which is not possible in the Lq-based
setting with 1 < q < 2.

Examples of more general parametric PDEs that have a sparse gpc expansion were given in
[14]. Sparsity was shown for solution maps of a class of linear elliptic PDEs, a class of linear
parabolic PDEs, a nonlinear elliptic PDE and a PDE with parameter-dependent domain.
These four cases were covered by showing that the solution maps are (b, ε)-holomorphic
(see e.g. [14, Definition 2.1 p. 407] and [75, Definition 2.1 p. 4]), which implies sparsity of
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the gpc expansions. We note that ReLU approximations of (b, ε)-holomorphic maps are
studied in [75, especially Theorem 2.7 p. 6].

The choice for an affine parametrisation of the diffusion coefficient (Equation (4.11)) and
a Taylor gpc expansion (Equation (4.15)) are not restrictive. Results similar to those
discussed in Section 4 for different expansions have been shown in e.g. [3, Sections 5 and
6 pp. 2169–2176].

Based on [13], we now discuss a generalisation of the parametric PDE theory that allows
PDE data with corner singularities of the type discussed in Section 6.2.2. We propose a
generalisation of Theorem 5.1 that combines the ideas discussed in Section 6.2.2 for the
ReLU approximation of gpc coefficients with the parametric PDE theory introduced in
this section.

Example 6.1 (Generalisation of the parametric PDE theory that allows PDE data with
corner singularities). The generalisation of the parametric PDE theory is based on [13,
Theorem 1.1 p. 3], which studies a class of non-parametric elliptic PDEs that includes
Equation (4.1) with non-parametric diffusion coefficient, i.e.

−div(a∇u) = f, u|∂D = 0. (6.1)

The results in [13] hold for general curvilinear polygonal domains, for simplicity we here
take D = (0, 1)2. In addition, the results in [13] hold for more general elliptic PDEs and
more general boundary conditions.

For s ∈ N0 and for rD as in Section 6.2.2, let the space Ws,∞(D) be defined by

‖a‖Ws,∞(D)
..= sup
|α|1≤s

‖r|α|1D Dαu‖L∞(D),

Ws,∞(D) ..= {a : D → C measurable and r
|α|1
D Dαa ∈ L∞(D), |α|1 ≤ s}

([13, Equation (5) p. 3] and [90, Equation (4.5) p. 28]). For ζ > 1 small enough, by [13,
Theorem 1.1 p. 3], a ∈ W3,∞(D) and f ∈ K2

ζ−2(D) imply that the solution u of Equation

(6.1) is contained in K4
ζ(D), where K2

ζ−2(D) and K4
ζ(D) are Kondratiev spaces defined in

Section 6.2.2. In particular, the solution may also have corner singularities. We note that
ζ and ζ − 2 in our notation correspond to a+ 1 and a− 1 in [13].

In [13, Theorem 1.1 p. 3], it is also shown that Equation (6.1) is well posed and that the
solution u depends analytically on the data a and f . Stronger still, for uniformly elliptic
parametric data, these results hold uniformly in the parameters.

For uniformly elliptic affinely parametrised data, the parameter-to-data map is analytic.
We could use that to show analyticity of the solution map of Equation (4.1). In [18],
analyticity of the solution map of Equation (4.1) with respect to the V -norm ([18, Section 2
pp. 20–26]) was used to show sparsity of the Taylor gpc expansion of the solution map ([18,
Theorem 1.2 p. 17]). That theorem shows the `p(F)-summability of the V -norms of the
Taylor gpc coefficients for some 0 < p < 1, which is also shown in Lemma 4.3 and
Proposition 4.4. For ∀ν ∈ F : bν ..= ‖tν‖V , Lemma 4.3 shows more than the result of
[18, Theorem 1.2 p. 17]. We expect that [75, Theorem 2.7 p. 6] can be used to show the
analogy of Lemma 4.3 for that case.
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We expect that similar arguments can be used to show sparsity of the Taylor gpc expansion
with respect to the K4

ζ(D)-norm, which generalises Remark 4.8. That is, we have proposed
generalisations for the main results in Section 4. We expect that they can be used to
generalise Theorem 5.1, using the ReLU approximation of functions in K4

ζ(D) proposed in
Section 6.2.2 for the approximation of the Taylor gpc coefficients.
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A Properties of concatenations and parallelisations

Remark A.1 (Cf. [62, Definition 2.2 p. 6]). For Φ1 and Φ2 as in Definition 2.7, it follows
from Equation (2.13) that

depth(Φ1 • Φ2) = depth(Φ1) + depth(Φ2)− 1, (A.1)

size(Φ1 • Φ2) = size(Φ1) + size(Φ2), (A.2)

M(Φ1 • Φ2) =M(Φ1) +M(Φ2)− ‖A2
L2‖`0 − ‖A1

1‖`0 + ‖A1
1A

2
L2‖`0

− ‖b2
L2‖`0 − ‖b1

1‖`0 + ‖A1
1b

2
L2 + b1

1‖`0 (A.3)

≤
L1∑
l=2

‖A1
l ‖`0 +

L2−1∑
l=1

‖A2
l ‖`0 + ‖A1

1‖`0‖A2
L2‖`0 +N1

1 . (A.4)

Remark A.2 (Extensions, cf. [24, Setting 5.2 pp. 17–18]). For arbitrary L ∈ N,
N0, N1, . . . , NL ∈ N and

Φ = ((A1, b1), . . . , (AL, bL)) ∈ NN0,N1,...,NL
L ,

it follows from Lemma 2.8 and Remarks A.1 and 2.5 that for L′ ∈ N

Rσ(ΦId
NL,L′

• Φ) =Rσ(Φ) = Rσ(Φ • ΦId
N0,L′), (A.5)

depth(ΦId
NL,L′

• Φ) =L+ L′ − 1 = depth(Φ • ΦId
N0,L′), (A.6)

size(ΦId
NL,L′

• Φ) = size(Φ) + 2(L′ − 1)NL, (A.7)

size(Φ • ΦId
N0,L′) = size(Φ) + 2(L′ − 1)N0, (A.8)

M(ΦId
NL,L′

• Φ)
(A.3)
= 2L′NL +M(Φ)− ‖AL‖`0 − 2NL + (1 + 1[L′ > 1])‖AL‖`0
− ‖bL‖`0 − 0 + (1 + 1[L′ > 1])‖bL‖`0

=M(Φ) + 2(L′ − 1)NL + 1[L′ > 1](‖AL‖`0 + ‖bL‖`0), (A.9)

M(Φ • ΦId
N0,L′)

(A.3)
= M(Φ) + 2L′N0 − 2N0 − ‖A1‖`0 + (1 + 1[L′ > 1])‖A1‖`0
− 0− ‖b1‖`0 + ‖b1‖`0

=M(Φ) + 2(L′ − 1)N0 + 1[L′ > 1]‖A1‖`0 . (A.10)

In particular, we note that ΦId
NL,1
• Φ = Φ = Φ • ΦId

N0,1
.

Remark A.3 (Cf. [24, Lemma 5.3 p. 18] and [62, Remark 2.6 p. 7]). For Φ1 and Φ2 as
in Definition 2.9, it follows from Equation (2.14) that

Φ1 � Φ2 =

(
(A2

1, b
2
1), . . . , (A2

L2−1, b
2
L2−1),

((
A2
L2

−A2
L2

)
,

(
b2
L2

−b2
L2

))
,

((
A1

1 −A1
1

)
, b1

1

)
, (A1

2, b
1
2), . . . , (A1

L1 , b
1
L1)

)
, (A.11)

from which it follows that

depth(Φ1 � Φ2) = depth(Φ1) + depth(Φ2), (A.12)

size(Φ1 � Φ2) = size(Φ1) + 2N2
L2 + size(Φ2), (A.13)

M(Φ1 � Φ2) =M(Φ1) +M(Φ2) + ‖A2
L2‖`0 + ‖b2

L2‖`0 + ‖A1
1‖`0 . (A.14)
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It follows from Lemma 2.8 and Remark 2.5 that Rσ(Φ1 � Φ2) = Rσ(Φ1) ◦Rσ(Φ2).

Remark A.4 (Cf. [62, p. 7 below Definition 2.7, including Remark 2.8] and [24, Lemma
5.4 p. 19]). We consider the situation of Definition 2.10. By Equation (A.5), we find

Rσ(Shared-Parallel(Φ1, . . . ,ΦN )) : RN0 → RÑ
tot
Lmax :

x 7→ ((Rσ(Φ1)(x))>, . . . , (Rσ(ΦN )(x))>)>. (A.15)

In addition, using Remark A.2, we find

depth(Shared-Parallel(Φ1, . . . ,ΦN )) =Lmax = max
i∈{1,...,N}

Li, (A.16)

∀i ∈ {1, . . . , N} : Ñ i
l =

{
2N0 l ∈ {1, . . . , Lmax − Li},
N i
−(Lmax−Li)+l l ∈ {Lmax − Li + 1, . . . , Lmax},

(A.17)

size(Shared-Parallel(Φ1, . . . ,ΦN ))
(A.8)
=

N∑
i=1

(
size(Φi) + 2N0(Lmax − Li)

)
=

N∑
i=1

size(Φi) + 2N0

(
NLmax −

N∑
i=1

Li

)
, (A.18)

M(Shared-Parallel(Φ1, . . . ,ΦN ))
(A.10)

=
N∑
i=1

(
M(Φi) + 2N0(Lmax − Li)

+ 1[Lmax > Li]‖Ai1‖`0
)

=

N∑
i=1

M(Φi) + 2N0

(
NLmax −

N∑
i=1

Li

)

+
N∑
i=1

1[Lmax > Li]‖Ai1‖`0 . (A.19)

Remark A.5. Note that for all l ∈ {1, . . . , Lmax} the weight matrices {Ãil}i:Lmax−Li>l−1

coincide and equal IdR2N0 and that the bias vectors {b̃il}i:Lmax−Li>l−1 vanish. This fact
can be used to construct the parallelisation for shared inputs with simultaneous im-
plementation of the identity operator Simul-Shared-Parallel(Φ1, . . . ,ΦN ), which satis-
fies Equation (A.15), but has smaller size and number of non-zero coefficients than
Shared-Parallel(Φ1, . . . ,ΦN ).

Without loss of generality, we may assume that L1 = mini∈{1,...,N} L
i, which allows us to
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define

Pre-Simul-Shared-Parallel(Φ1, . . . ,ΦN ) ..=



Ã1
1

1[Lmax − L2 = 0]Ã2
1

...

1[Lmax − LN = 0]ÃN1

 ,


b̃1

1

1[Lmax − L2 = 0]b̃2
1

...

1[Lmax − LN = 0]b̃N1


 ,




Ã1
2

1[Lmax − L2 = 1]Ã2
2 1[Lmax − L2 < 1]Ã2

2
...

. . .

1[Lmax − LN = 1]ÃN2 1[Lmax − LN < 1]ÃN2

 ,


b̃1

2

1[Lmax − L2 ≤ 1]b̃2
2

...

1[Lmax − LN ≤ 1]b̃N2


 ,




Ã1
3

1[Lmax − L2 = 2]Ã2
3 1[Lmax − L2 < 2]Ã2

3
...

. . .

1[Lmax − LN = 2]ÃN3 1[Lmax − LN < 2]ÃN3

 ,


b̃1

3

1[Lmax − L2 ≤ 2]b̃2
3

...

1[Lmax − LN ≤ 2]b̃N3


 , . . . ,




Ã1
Lmax

Ã2
Lmax

. . .

ÃNLmax

 ,


b̃1
Lmax

b̃2
Lmax

...

b̃NLmax



 ,

(A.20)

which satisfies Equations (A.15)–(A.16) and

M(Pre-Simul-Shared-Parallel(Φ1, . . . ,ΦN )) =
N∑
i=1

M(Φi) +
N∑
i=1

1[Lmax > Li]‖Ai1‖`0

+ 2N0

(
Lmax − min

i∈{1,...,N}
Li
)
. (A.21)

Let {Al}l∈{1,...,Lmax}, {bl}l∈{1,...,Lmax} be such that Pre-Simul-Shared-Parallel(Φ1, . . . ,ΦN ) =
((A1,b1), . . . , (ALmax ,bLmax)). For i ∈ {2, . . . , N} and l ∈ {1, . . . , Lmax} that satisfy
Lmax − Li > l − 1, the i’th “row” of Al, the i’th “row” of bl and the i + 1’st “column”
of Al+1 vanish identically. For such i and l, changing the sizes of Al, bl and Al+1

by removing “row” i from Al and bl and “column” i + 1 from Al+1 gives a network
Simul-Shared-Parallel(Φ1, . . . ,ΦN ) that satisfies Equations (A.15), (A.16), (A.21) and

size(Simul-Shared-Parallel(Φ1, . . . ,ΦN )) =

N∑
i=1

size(Φi) + 2N0

(
Lmax − min

i∈{1,...,N}
Li
)
.

(A.22)
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Remark A.6 (Cf. [24, Lemma 5.4 p. 19] and [62, p. 7 below Definition 2.7, including
Remark 2.8]). Analogous to Remark A.4, assuming the situation of Definition 2.11, it
holds that

Rσ(Parallel(Φ1, . . . ,ΦN )) : RÑ
tot
0 → RÑ

tot
Lmax :

x 7→ ((Rσ(Φ1)((x1, . . . , xÑ1
0
)))>, . . . , (Rσ(ΦN )((xÑtot

0 −ÑN
0 +1, . . . , xÑtot

0
)))>)>. (A.23)

In addition, using Remark A.2, we find

depth(Parallel(Φ1, . . . ,ΦN )) =Lmax = max
i∈{1,...,N}

Li, (A.24)

∀i ∈ {1, . . . , N} : Ñ i
l =

{
2N i

0 l ∈ {1, . . . , Lmax − Li},
N i
−(Lmax−Li)+l l ∈ {Lmax − Li + 1, . . . , Lmax},

(A.25)

size(Parallel(Φ1, . . . ,ΦN ))
(A.8)
=

N∑
i=1

(
size(Φi) + 2N i

0(Lmax − Li)
)
, (A.26)

M(Parallel(Φ1, . . . ,ΦN ))
(A.10)

=
N∑
i=1

(
M(Φi) + 2N i

0(Lmax − Li)

+ 1[Lmax > Li]‖Ai1‖`0
)
. (A.27)

64



B Proofs

B.1 Proof of Lemma 2.3

Proof. The idea of this proof is that of [60, Lemma 1 pp. 3–4]. The lemma follows from
Equation (2.6) and the following two observations:

First observation. Let g : RN0 → R be a linear combination of K ∈ N continuous,
piecewise linear functions {gi}i∈{1,...,K} : RN0 → R that have the property of the lemma
for families of sets {Ti}i∈{1,...,K} satisfying ∀i ∈ {1, . . . ,K} : Ti = {Ti;ji}ji∈{1,...,Ji}. Then,
g has the property of the lemma.

Proof of the first observation. Let

∀(j1, . . . , jK) ∈
K

×
i=1

{1, . . . , Ji} : T(j1,...,jK)
..=

K⋂
i=1

Ti;ji ,

T ..=
{
T(j1,...,jK)

}
(j1,...,jK)∈×Ki=1{1,...,Ji}

and observe that T is a finite family of subsets of RN0 . Let J ∈ N be such that there
exists a bijection B : {1, . . . , J} → ×Ki=1{1, . . . , Ji}. For j ∈ {1, . . . , J}, let Tj ∈ T be
defined by Tj ..= TB(j) ∈ T . T satisfies RN0 =

⋃
j∈{1,...,J} Tj and all elements of T are

finite intersections of open convex sets, hence open and convex. Note that, by construction
of T , the functions {gi}i∈{1,...,K} : RN0 → R are linear on each element T ∈ T , hence g is
linear on each element T ∈ T . In addition, as a finite sum of continuous functions, g is
continuous. This finishes the proof of the first observation.

Second observation. For a continuous, piecewise linear function g : RN0 → R that has
the property of the lemma for a family of sets T , σ ◦ g also has the property of the lemma.

Proof of the second observation. On each element T of T , the function g is linear. If
g does not vanish identically on T , T+

..= {g > 0} ∩ T and T− ..= {g < 0} ∩ T are
open, convex subsets of RN0 satisfying T ⊂ T+ ∪ T−. The function σ ◦ g is linear on
T+ and T−. If g vanishes identically on T , then T+

..= T and T− ..= ∅ are open, convex
subsets of RN0 satisfying T ⊂ T+ ∪ T−, such that σ ◦ g is linear on T+ and T−. We have
RN0 =

⋃
T∈T (T+ ∪ T−). In addition, σ ◦ g is the composition of two continuous functions,

hence continuous. This finishes the proof of the second observation.

The lemma follows from the two observations, Equation (2.6) and the fact that ∀i ∈
{1, . . . , N0} : RN0 3 x 7→ xi trivially has the property of the lemma for T = {RN0}. To
show the lemma, we consider a network Φ that implements f . We use the same notation
as in Notation 2.2. Assuming that for some l ∈ {1, . . . , L − 1} for all k ∈ {1, . . . , Nl−1}
the map RN0 3 x 7→ zl−1

k has the property of the lemma, the first observation shows

that for all j ∈ {1, . . . , Nl} the function RN0 3 x 7→
∑Nl−1

k=1 Al;j,kz
l−1
k + bl;j has the

property as well. The second observation now shows that the same holds for RN0 3 x 7→
σ
(∑Nl−1

k=1 Al;j,kz
l−1
k + bl;j

)
= zlj for all j ∈ {1, . . . , Nl}. For L = 1, for all k ∈ {1, . . . , N0},

the map x 7→ xk = z0
k has the property of the lemma. By induction it follows that for all

k ∈ {1, . . . , NL−1} the map RN0 3 x 7→ zL−1
k also has the property. The first observation
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now shows that the same holds for RN0 3 x 7→
∑NL−1

k=1 AL;1,kz
L−1
k + bL;1 = f(x), which

finishes the proof of the lemma.

Remark B.1 ([55, Proposition 4 p. 6], cf. [60, Lemma 1 pp. 3–4]). Note that the statement
of the lemma also holds for N0, N ∈ N and functions f : RN0 → RN that can be imple-
mented by ReLU networks as described in Assumption 2.1 and Notation 2.2. Each compo-
nent of the output of f can be implemented by a ReLU network of the desired type: Assume
that Φ ∈ R is such that Rσ(Φ) = f . For all i ∈ {1, . . . , N}, we define Φi ..= ((ei)

>,0)),
where we interpret ei as an N × 1-matrix. Then, ∀i ∈ {1, . . . , N} : Rσ(Φi •Φ) : RN0 → R
implements the i’th component of f and satisfies the requirements of the lemma. The
claim now follows from [60, Lemma 1 pp. 3–4], which is based on an argument similar to
that used to prove the first observation in the proof of Lemma 2.3.

B.2 Proof of Proposition 2.12, Steps 3–5

Step 3. For arbitrary m ∈ N, we construct a ReLU network Fm satisfying Rσ(Fm)
∣∣
[0,1]

=

fm by implementing Equations (2.25)–(2.27) for x ∈ [0, 1], a construction that was first
given in [89, Proposition 2 and its proof pp. 105–106]. The network is depicted in Figure
B.1.

x1 ∈ [0, 1]

z1
1 z1

2 z1
3

z2
1 z2

2 z2
3

z3
1 z3

2 z3
3

z4
1 z4

2 z4
3

f4(x1)

Figure B.1: Structure of F4.

66



We define

Al ..=

 2 −4 0

2 −4 0

−2−2(l−1)+1 2−2(l−1)+2 1

 , l ∈ {2, . . . ,m}, b ..=

 0

−1
2

0

 , (B.1)

Am+1
..=
(
−2−2m+1 2−2m+2 1

)
, (B.2)

Fm ..=



 1

1

1

 ,

 0

−1
2

0


 , (A2, b), (A3, b), . . . , (Am, b), (Am+1,0)

 . (B.3)

For l ∈ {1, . . . ,m} and x1 ∈ [0, 1], we define zl ..=
(
Rσ,l(Fm) ◦ · · · ◦Rσ,1(Fm)

)
(x1) ∈ R3. It

holds that

z1 =
(
σ(x1), σ(x1 − 1

2), f0(x1)
)
, (B.4)

zl =
(
σ(gl−1(x1)), σ(gl−1(x1)− 1

2), fl−1(x1)
)
, l ∈ {2, . . . ,m}, (B.5)

Rσ(Fm)(x1) = − 2−2mgm(x1) + fm−1(x1) = fm(x1). (B.6)

Note that z1
1 = z1

3 .

Step 4. We bound the depth, the size and the number of non-zero coefficients of ×̃ in terms
of m = dlog2(2M) + log(1/δ)e (Equation (2.34)). Before we do so, we calculate the second
and the last weight matrix of ×̃. As a result of the concatenations and the parallelisation
in Equation (2.29), they are defined as products of weight matrices of subnetworks. By
Equations (2.29), (2.30), (2.18) and (B.3) we find that the second weight matrix of ×̃
equals

1
2M



1

1

1

1

1

1

1

1

1



 1 1

1 1

1 1

 = 1
2M



1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1

1 1


, (B.7)

the second bias vector of ×̃ equals (0,−1
2 , 0, 0,−

1
2 , 0, 0,−

1
2 , 0)>. By Equations (2.29),

(2.18) and (B.2) we find that the last weight matrix equals

2M2
(
−1 −1 1

) Am+1

Am+1

Am+1

 = 2M2
(
−Am+1 −Am+1 Am+1

)
,

(B.8)

whereas the last bias vector vanishes.

In order to calculate depth(×̃), we note that depth(Fm) = m + 1. Hence, by Equations
(2.29), (A.1), (2.30) and (A.24), we find that depth(×̃) = m+ 2.
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From Equations (B.1)–(B.3), we see that for N0 = Nm+1 = 1 and N1 = . . . = Nm = 3 it
holds that

Fm ∈ NN0,N1,...,Nm+1

m+1 .

Hence, by Equations (2.29), (2.30), (B.7), (A.25) and (B.8), we find

×̃ ∈ NN ′0,N
′
1,...,N

′
m+2

m+2

for N ′0 = 2, N ′1 = 6, N ′2 = . . . = N ′m+1 = 9 and N ′m+2 = 1. It follows that size(×̃) = 9m+6.

It follows from Equations (2.29), (2.30), (B.7), (A.27), (B.1) and (B.8) that M(×̃) =
8 + 21 + (m− 1)24 + 9 = 24m+ 14.

Substituting m as in Equation (2.34), we find that depth(×̃), size(×̃) and M(×̃) are of
the order O(log(M) + log(1/δ)).

Step 5. The aim of this step is to prove the claim that ∀(a, b) ∈ [−M,M ]2 : |Rσ(×̃)(a, b)| ≤
M2. Throughout this step, m is as in Equation (2.34).

All properties of fm used here and in Section 2.2 directly follow the following explicit
expression for fm:

∀k ∈ {1, . . . , 2m}, x ∈ [x1
k−1, x

1
k] : fm(x) = (x1

k−1)2 + (x− x1
k−1)

(x1
k)

2 − (x1
k−1)2

x1
k − x1

k−1

= 2−m(2k − 1)x− k(k − 1)2−2m.

To prove the claim, we study the function Em : [0, 1] → R : x 7→ fm(x) − x2. For
k ∈ {1, . . . , 2m}, on [x1

k−1, x
1
k], Em is given by Em(x) = (x− x1

k−1)(x1
k − x), it vanishes in

x1
k−1 and x1

k, it satisfies Em(
x1k−1+x1k

2 ) = 2−2m−2 and on [x1
k−1, x

1
k] it is symmetric around

x1k−1+x1k
2 . Note that Em is 2−m-periodic, hence also symmetric around {x1

k}k∈{1,...,2m−1}.

We start by showing that ∀(a, b) ∈ [0,M ]2 : Rσ(×̃)(a, b) ≤ ab ≤ M2. To that end, we
use that Em ≥ 0, which implies that it suffices to show ∀(a, b) ∈ [0,M ]2 : Em(a+b

2M ) ≤
Em( a

2M ) + Em( b
2M ). We define x′ ..= a

2M and y′ ..= b
2M . The 2−m-periodicity of Em

implies that it suffices to show the result for x′, y′ ∈ [0, 2−m]. Let us first look at the case
in which x′+ y′ ≤ 2−m and assume by contradiction that Em(x′+ y′) > Em(x′) +Em(y′).
That implies

Em(x′ + y′)− Em(y′)

x′
>
Em(x′)

x′
,

which contradicts the strict concavity of Em|[0,2−m]. For x′ + y′ > 2−m we can use the
symmetry of Em in the point 2−m and apply the same argument, but now for x′′ ..= 2−m−x′
and y′′ ..= 2−m−y′, using Em(x′′) = Em(x′), Em(y′′) = Em(y′), Em(x′′+y′′) = Em(x′+y′)
and 0 ≤ x′′ + y′′ < 2−m. This finishes the proof of ∀(a, b) ∈ [0,M ]2 : Rσ(×̃)(a, b) ≤ ab ≤
M2.

For (a, b) ∈ [0,M ]2, Equation (2.19) together with δ < M2 shows that Rσ(×̃)(a, b) ≥ −M2.

Note that the case (a, b) ∈ [−M, 0]2 is completely analogous to (a, b) ∈ [0,M ]2, as Rσ(×̃)
only depends on a, b through |a|, |b| and |a + b|, see Equation (2.28). This shows that
|Rσ(×̃)(a, b)| ≤M2 for (a, b) ∈ [−M, 0]2 ∪ [0,M ]2.
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The fact that Rσ(×̃)(a, b) ≤ M2 for (a, b) ∈ [−M,M ]2 with ab < 0 follows from
Equation (2.19) and δ < M2. Lastly, for (a, b) ∈ [−M,M ]2 with ab < 0, the fact
that Rσ(×̃)(a, b) ≥ −M2 directly follows from Equation (2.28): the first term is non-

negative and for the two other terms we know that fm( |a|2M ), fm( |b|2M ) ∈ [0, 1
4 ], because

fm is strictly increasing, |a|
2M ,

|b|
2M ≤ 1

2 and fm(1
2) = 1

4 . This finishes the proof that
∀(a, b) ∈ [−M,M ]2 : |Rσ(×̃)(a, b)| ≤M2 and thereby the proof of Proposition 2.12.

B.3 Proof of Proposition 2.14, Step 3

Step 3. We now give bounds on the depth, the size and the number of non-zero coefficients
in the network. As shown in Step 4 of the proof of Proposition 2.12 in Appendix 2.12, for
m = d1

2 log(ñ/δ∏̃) + 1
2e, each ×̃m-subnetwork has depth m+ 2, size 9m+ 6 and not more

than 24m+ 14 non-zero coefficients. By Remarks A.3 and A.6, we have

depth
(∏̃n

) (A.12),(A.24)

≤ log2(ñ)(m+ 2) =O(log(n) log(n/δ∏̃)),

size
(∏̃n

) (A.13),(A.26)

≤ ñ(9m+ 6) + 2ñ =O(n log(n/δ∏̃)),

M
(∏̃n

) (A.14),(A.27),(2.30),(B.8)

≤ ñ(24m+ 14) + (9 + 8)ñ =O(n log(n/δ∏̃)).

This finishes the proof of Proposition 2.14.

Remark B.2 (Cf. [24, Proof Proposition 6.3 pp. 20–23], especially [24, Equation (112)
p. 21]). Note that we can implement the auxiliary input values xj , n < j ≤ ñ by biases in
the first computational layer, keeping the rest of the network as it would be for n = ñ, in
particular not affecting the number of non-zero coefficients.

Note that ∀x ∈ [−M,M ] : Rσ(×̃m)(x, 1) = Rσ(×̃m)(1, x) = x when log2(2M) ∈ (N0)≤m.
As a result, the auxiliary input values do not introduce errors. To show this, we use
properties of the function Em(y) = fm(y)− y2 on [0, 1] that are discussed in Step 5 of the
proof of Proposition 2.12 in Appendix B.2.

For x ∈ [0,M ], it follows from the exactness of fm in the nodes of T 1
2m and the 2−m-

periodicity of Em on [0, 1] that

|x−Rσ(×̃m)(1, x)| = Em( |1+x|
2M )−Em( 1

2M )−Em( |x|2M ) = Em( |x|2M + 1
2M )−0−Em( |x|2M ) = 0.

For x ∈ [−M, 0], there are two cases: when x < −1, we have by the same arguments as
before that

|x−Rσ(×̃m)(1, x)| = Em( |1+x|
2M )−Em( 1

2M )−Em( |x|2M ) = Em( |x|2M −
1

2M )−0−Em( |x|2M ) = 0.

When −1 ≤ x < 0, then the exactness of fm in the nodes of T 1
2m and the symmetry of Em

around x = 1
4M imply

|x−Rσ(×̃m)(1, x)| = Em( |1+x|
2M )−Em( 1

2M )−Em( |x|2M ) = Em( 1
2M −

|x|
2M )−0−Em( |x|2M ) = 0.

Instead, we could leave out all ×̃m-subnetworks that do not depend on the actual input
values xj , 1 ≤ j ≤ n and replace ×̃m-subnetworks that depend on actual input values
through one of their inputs by identity networks as defined in Definition 2.4.
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B.4 Proof of Lemma 3.2

Proof. It follows from Equations (3.14), (A.26), (A.18) and (3.9) that the number of
ReLUs in the first two hidden layers is 2(2n − 1)(2 + 1) = O(2n) and from Equations
(3.14), (A.27), (A.19) and (3.9) that the number of non-zero coefficients in those layers is
2(2n − 1)(4 + 3) = O(2n).

By Equations (3.18), (3.14) and (3.9), the rest of w̃ equals

(W,0) • Parallel(×̃, . . . , ×̃) • (pr,0) • (IdR2(2n−1) ,0), (B.9)

which includes (2n − 1)2 parallel ×̃-subnetworks. It follows from Equations (A.1), (A.24)
and Proposition 2.12 that the depth is of the order O(log(1/δ)). Equations (A.2),
(A.26) and Proposition 2.12 show that the number of ReLUs equals (2n − 1)2 size(×̃) =
O(22n log(1/δ)).

In order to bound the number of non-zero coefficients of these layers, we first compute the
third and the last weight matrix of w̃. For

A ..=



1

−1

1

−1

1 1

−1 −1


, A ..=


A

. . .

A

 ,

by Equations (B.9), (2.13), (2.18) and (2.30), the third weight matrix of w̃ equals
A pr IdR2(2n−1) , which has at most 8(2n−1)2 non-zero components. 8(2n−1)2 also bounds
the number of non-zero coefficients in the first computational layer of Parallel(×̃, . . . , ×̃),
having weight matrix A. For

B ..=


B

. . .

B

 ∈ R1×9(2n−1)2 , B ..= 2M2
(
−Am+1 −Am+1 Am+1

)
,

it follows from Equations (B.9), (2.13), (2.18) and (B.8) that the last weight matrix of
w̃ equals WB, which has at most 9(2n − 1)2 non-zero components. This number also
bounds the number of non-zero coefficients in the last layer of Parallel(×̃, . . . , ×̃), which
has weight matrix B. As a result, we find that the number of non-zero coefficients of the
network in Equation (B.9) is at most (2n − 1)2M(×̃), which by Proposition 2.12 is of the
order O(22n log(1/δ)).

The lemma now follows by adding up the depth, the size and the number of non-zero
coefficients of the first two computational layers and those quantities for the rest of the
network.

The independence of the implied constants of w follows from the fact that all the bounds
are explicit functions of n, δ, depth(×̃), size(×̃) and M(×̃). By Proposition 2.12, the
latter three are bounded in terms of δ.
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B.5 Proof of Lemma 4.3

Proof. This proof follows [75, pp. 7–8], see also [4, p. 328].

Hölder’s inequality with 1 = p
2 + 2−p

2 gives

∑
ν∈F

bpν =
∑
ν∈F

(bνβ
−ν)p(βν)p ≤

(∑
ν∈F

β−2νb2ν

)p/2(∑
ν∈F

βqν

)(2−p)/2

.

In addition, using β ∈ (0, 1)N, we find

∑
ν∈F

βqν =
∏
j∈N

∑
k∈N0

βqkj

 =
∏
j∈N

(1− βqj )
−1,

which converges because β ∈ `q(N), i.e. we have shown (βν)ν∈F ∈ `q(F) and (bν)ν∈F ∈
`p(F).

Next, we fix some 0 < q• < q and define for all ν ∈ F

αν ..=

{
j−1/q• ν = ej ,

0 else,
ζν ..= max{βν , αν}

and note that ζ ∈ `q(F) ↪→ `2(F), because q < 2. In addition, we note that∑
ν∈F

(ζ−1
ν bν)2 ≤

∑
ν∈F

(β−νbν)2 <∞. (B.10)

Because (αν)ν∈F and (βν)ν∈F are decreasing with respect to the ordering on F , (ζν)ν∈F
is decreasing as well, hence we can define a bijection π : N → F such that (ζπ(j))j∈N
is decreasing and such that Λn ..= π(N≤n) is downward closed for all n ∈ N. Because
(αej )j∈N and β are decreasing, so is (βej )j∈N and hence (ζej )j∈N, i.e. ζei ≥ ζej for i ≤ j,
hence π can be chosen such that for all n ∈ N and for each j ∈ N: ej ∈ Λn implies ei ∈ Λn
for all i ≤ j.

We next show Equation (4.19). From Hölder’s inequality, we get∑
ν∈Λcn

bν ≤ ‖(ζν)ν∈Λcn‖`2(Λcn)‖(ζ−1
ν bν)ν∈Λcn‖`2(Λcn) <∞. (B.11)

By [91, Lemma 2.9 p. 10], ζ ∈ `q(F) implies that there exists a C > 0 such that ∀j ∈ N :
ζπ(j) ≤ Cj−1/q. We find

‖(ζν)ν∈Λcn‖`2(Λcn) ≤

C∑
j>n

j−2/q

1/2

≤ C(n1−2/q)1/2 ≤ Cn−1/p+1 (B.12)

(cf. [21, proof of Equation (2.18) pp. 59–60]), which together with Equations (B.10) and
(B.11) shows Equation (4.19).
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It remains to show Equation (4.20). By definition of (ζν)ν∈F , we have

min{ζν : ν ∈ Λn} ≥ ζen ≥ n−1/q• . (B.13)

Using β1 = maxj∈N βj < 1, we have

sup{ζν : ν ∈ F , |ν|1 = d} d>1
= sup{βν : ν ∈ F , |ν|1 = d} = (β1)d. (B.14)

For all n ∈ N, let dn ∈ N≥2 be such that n−1/q• > (β1)dn . We then find

max
ν∈Λn

|ν|1 < dn (B.15)

by Equations (B.13) and (B.14). Hence, using that x 7→ log(x)/ log(β1) is the inverse of
d 7→ (β1)d, it follows from Equation (B.15) that

max
ν∈Λn

|ν|1 ≤ log(n−1/q•)/ log(β1) = O(log n).

This finishes the proof of Lemma 4.3.

Remark B.3. Note that, a fortiori, Equation (4.19) holds if we define {Λn}n∈N based on
(βν)ν∈F instead of (ζν)ν∈F .

The sequence (ζν)ν∈F was used instead of (βν)ν∈F , because it allowed us to construct
{Λn}n∈N such that Equation (4.20) holds and such that for all n ∈ N and for each j ∈ N:
ej ∈ Λn implies ei ∈ Λn for i ≤ j. As Equation (4.18) is the only information we have
about the size of {bν}ν∈F , using (ζν)ν∈F instead of (βν)ν∈F for the definition of {Λn}n∈N
in general increases

∑
ν∈Λcn

bν .

However, by the argument in [21, proof of Equation (2.18) pp. 59–60], it follows that for
a bijection π : N→ F for which (bπ(j))j∈N is decreasing∑

j>n

bπ(j)
def
= ‖(bπ(j))j∈N>n‖`1(N>n) ≤ Cn1−1/p (B.16)

is equivalent to
∀j ∈ N : bπ(j) ≤ Cj−1/p (B.17)

(one of the implications is similar to Equation (B.12), but for `1(Λcn) instead of `2(Λcn)).
Equation (B.17) follows from (bν)ν∈F ∈ `p(F) by [91, Lemma 2.9 p. 10] (conversely,
Equation (B.17) implies (bν)ν∈F ∈ `p

′
(F) for all p′ > p). That is, 1/p − 1 is the best

n-term convergence rate of the sequence (bν)ν∈F ∈ `p(F) (for the discussion of best n-
term approximations in comparison to linear approximations, we refer to [21, especially
Section 2 pp. 56–60]). Note that we achieved the best n-term convergence rate with Λn
constructed in terms of (ζν)ν∈F . Hence, we find that the use of (ζν)ν∈F instead of (βν)ν∈F
does not decrease the bound on the convergence rate.

B.6 Proof of Lemma 5.3

Proof. This proof mainly follows [75, pp. 21–22], which contains results similar to those
derived in [3, Section 3] and [31, Section 2].
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From Lemma 4.3, we know that ∑
ν∈Λcn

‖tν‖V ≤ Cn−1/pV +1. (B.18)

Next, we aim to choose (mn;ν)ν∈Λn such that Nn =
∑
ν∈Λn

mn;ν is minimal, under the
constraint that ∑

ν∈Λn

‖tν‖Xm−γn;ν ≤ n−1/pV +1. (B.19)

We solve this optimisation problem as a continuous optimisation problem, i.e. we cal-
culate (m̃n;ν)ν∈Λn ⊂ R>0 using the Lagrange multiplier λ. For F ((m̃n;ν)ν∈Λn , λ) ..=∑
ν∈Λn

m̃n;ν + λ(
∑
ν∈Λn

‖tν‖Xm̃−γn;ν − n−1/pV +1), setting ∇F = 0 gives

m̃n;ν = n(1/pV −1)/γ‖tν‖1/(1+γ)
X

(∑
ν∈Λn

‖tν‖1/(1+γ)
X

)1/γ

, (B.20)

n−1/pV +1 =
∑
ν∈Λn

‖tν‖Xm̃−γn;ν . (B.21)

Therefore, we define
mn;ν

..= max {dm̃n;νe ,m0} . (B.22)

Note that Equations (B.21) and (B.22) imply Equation (B.19), which together with Equa-
tion (B.18) shows the first inequality in Equation (5.4).

It remains to show the second inequality in Equation (5.4), i.e. that for some C > 0 for
all n ∈ N

n−1/pV +1 ≤ CN−rn .

By Equation (B.22),

Nn =
∑
ν∈Λn

mn;ν ≤ nm0 + n(1/pV −1)/γ

(∑
ν∈Λn

‖tν‖1/(1+γ)
X

)(1+γ)/γ

.

Let us first assume that 1/pX − 1 ≥ γ. Then, we have

Nn ≤ nm0 + n(1/pV −1)/γ‖(‖tν‖X)ν∈F‖1/γ`pX (F)

≤ n(1/pV −1)/γ
(
m0 + ‖(‖tν‖X)ν∈F‖1/γ`pX (F)

)
=.. n(1/pV −1)/γC1/γ ,

⇒ n−1/pV +1 ≤ CN−rn ,

where we have used 1/pV − 1 ≥ 1/pX − 1 ≥ γ in the second step and r = γ in the last
step.
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For 1/pX − 1 < γ, which is equivalent to pX(1 + γ) > 1, we use Hölder’s inequality to get

Nn ≤ nm0 + n(1/pV −1)/γ

(∑
ν∈Λn

‖tν‖pXX

)1/(pX(1+γ))

n1−1/(pX(1+γ))

(1+γ)/γ

≤ nm0 + n(γ+1/pV −1/pX)/γ‖(‖tν‖X)ν∈F‖1/γ`pX (F)

≤ n(γ+1/pV −1/pX)/γ
(
m0 + ‖(‖tν‖X)ν∈F‖1/γ`pX (F)

)
=.. n(γ+1/pV −1/pX)/γC(γ+1/pV −1/pX)/(γ(1/pV −1)),

⇒ n−1/pV +1 ≤ CN−rn ,

where we have used (γ + 1/pV − 1/pX)/γ ≥ 1 in the third step. This finishes the proof of
Equation (5.4).

Finally, note that ∀ν ∈ Λn : mn;ν ≥ m0 implies Nn ≥ m0n ≥ n, which finishes the proof
of Lemma 5.3.

B.7 Proof of Proposition 5.1, Step 4

Step 4. In this step, we bound the depth, the size and the number of non-zero coefficients
of ũn. Before we do so, we note that Equation (5.4) implies that logNn = O(log n).

It holds that
∑
ν∈Λn

size(Ĩmn;ν tν) ≤
∑
ν∈Λn

mn;ν = Nn by definition of {Ĩmn;ν tν}ν∈Λn in

Proposition 3.5. By Proposition 3.5, we also find maxν∈Λn depth(Ĩmn;ν tν) = O(logNn) =

O(log n) and
∑
ν∈Λn

M(Ĩmn;ν tν) = O(Nn).

According to Lemma 2.17, we have

max
ν∈Λn

depth(fν) =O(log(n) log log(n)),∑
ν∈Λn

size(fν) =O(n log(n) log log(n)),

∑
ν∈Λn

M(fν) =O(n log(n) log log(n)).

By Remarks A.6 and A.5, the latter of which in particular showing that Equations (A.16)
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and (A.21) hold for Simul-Shared-Parallel, it holds that

depth(Pũn)
(A.24),(A.16)

= O(log(n) log log(n)),

size(Pũn)
(A.26),(A.22)

≤
∑
ν∈Λn

size(Ĩmn;ν tν) + 2 · 2 depth(Pũn)

+
∑
ν∈Λn

size(fν) + 2n depth(Pũn)

=Nn +O(n log(n) log log(n)),

M(Pũn)
(A.27),(A.21)

≤
∑
ν∈Λn

M(Ĩmn;ν tν) +
∑
ν∈Λn

M(Ĩmn;ν tν)

+ 2 · 2 depth(Pũn) +
∑
ν∈Λn

M(fν)

+
∑
ν∈Λn

M(fν) + 2n depth(Pũn)

=O(Nn + n log(n) log log(n)),

where in the second to last step the second and the fifth term bound the second term in
Equation (A.21) for {Ĩmn;ν tν}ν∈Λn resp. {fν}ν∈Λn .

Equation (A.14) implies that

M(ũn) ≤ 2M
(((

1 · · · 1
)
,0
)
• Parallel(×̃, . . . , ×̃) • (prũn ,0)

)
+ 2M(Pũn) (B.23)

([62, Remark 2.6 p. 7], see also [24, Lemma 5.3.(iii) p. 18]). In addition, for

A ..=



1

−1

1

−1

1 1

−1 −1


, A ..=


A

. . .

A

 ,

by Equations (2.13), (2.18) and (2.30), the first weight matrix of((
1 · · · 1

)
,0
)
• Parallel(×̃, . . . , ×̃) • (prũn ,0) (B.24)

equalsAprũn . Because, by construction, multiplication by prũn only permutes the columns
of A, the number of non-zero components of Aprũn equals that of A. Besides that, by
Equations (2.13), (2.18), (B.8) and (B.2), the last weight matrix of the network in Equation
(B.24) is a 1× 9n matrix, it has at most 9n non-zero components.

By Proposition 2.12, the ×̃-subnetworks appearing in Equation (5.8) all have depth, size
and number of non-zero coefficients of the order O(log(M)+ log(1/δn)) = O(log n). Using
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Equation (5.8) and Remarks A.1 and A.6, we find

depth(ũn)
(A.12),(A.1),(A.24)

= O(log(n) log log(n)) +O(log(1/δn))

=O(log(n) log log(n)) = O(log(Nn) log log(Nn)),

size(ũn)
(A.13),(A.2),(A.26)

≤ Nn +O(n log(n) log log(n)) + 2(2n) +O(n log(1/δn))

=Nn +O(n log(n) log log(n)) = O(Nn log(Nn) log log(Nn)),

M(ũn)
(B.23),(A.27)

≤ 2O(Nn + n log(n) log log(n)) + 2O(n log(1/δn)) + 9n

=O(Nn + n log(n) log log(n)) = O(Nn log(Nn) log log(Nn)).

This finishes Step 4 of the proof of Theorem 5.1. Step 5 in Section 5 gives the convergence
rate of ũn in terms of the network size.

Remark B.4. Note that
∑
ν∈Λn

size(Ĩmn;ν tν) is the only term in the upper bound on
size(ũn) that need not be of the order O(n log(n) log log(n)).

We can reduce the number of ReLUs needed for the implementation of these subnetworks
by simultaneously approximating {tν}ν∈Λn. Hat functions only need to be evaluated once,
namely the hat functions on the finest grid, used to implement Ĩmn;ν′ tν′ for ν ′ that satisfies

mn;ν′ = maxν∈Λnmn;ν . The functions {tν}ν∈Λn can be approximated by {Ĩmn;ν′ tν}ν∈Λn,
which are all linear combinations of the same hat functions. Note that this involves at
most maxν∈Λnmn;ν ReLUs, implying that the corresponding size of ũn is of the order
O(maxν∈Λnmn;ν + n log(n) log log(n)).

The order of the depth is unaffected, while the number of non-zero coefficients is of the
order O(nmaxν∈Λnmn;ν + n log(n) log log(n)), which is larger than for the case without
simultaneous approximation of {tν}ν∈Λn. This increase in the number of non-zero coeffi-
cients can be overcome by using a hierarchical basis of hat functions.
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Seminar for Applied Mathematics, ETH Zürich, Switzerland, 2017. Revised 2018.
To appear in Analysis and Applications (Singapore) (2018). http://www.sam.math.
ethz.ch/sam_reports/reports_final/reports2017/2017-57_rev2.pdf.

[76] J. Sirignano and K. Spiliopoulos. DGM: A deep learning algorithm for solving partial
differential equations. pages 1–31, 2017. Revised 2018. https://arxiv.org/abs/

1708.07469v4.

[77] M. Telgarsky. Representation benefits of deep feedforward networks. pages 1–5, 2015.
https://arxiv.org/abs/1509.08101v2.

[78] M. Telgarsky. Neural networks and rational functions. In 34th International Confer-
ence on Machine Learning, volume 70 of Proceedings of Machine Learning Research,
pages 3387–3393, 2017. http://proceedings.mlr.press/v70/telgarsky17a.html.

[79] R. A. Todor and C. Schwab. Convergence rates for sparse chaos approximations of
elliptic problems with stochastic coefficients. IMA Journal of Numerical Analysis,
27(2):232–261, 2007. https://doi.org/10.1093/imanum/drl025.
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[90] J. Zech, D. Dũng, and C. Schwab. Multilevel approximation of parametric and
stochastic PDEs. Technical Report 2018-05, Seminar for Applied Mathematics, ETH
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