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Abstract

This semester thesis discusses the theoretical and numerical con-
siderations concerning the solution of the variance-optimal hedging
problem in geometric Lévy models. It is based on the PhD thesis of
Vesenmayer [13].
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1 Introduction

The aim of this semester thesis is to present a numerical method for com-
putation of the variance-optimal hedging error of European style option in
geometric (i.e. exponential) Lévy market models. Such models are in general
incomplete and thus we cannot obtain a perfect hedge for every contingent
claim. Therefore we choose as criterium the variance-optimal hedging er-
ror and we try to find a trading strategy which minimizes this error with
respect to an European contingent claim. In [2] a probabilistic expression
in terms of the so-called carré-du-champ operator for the variance-optimal
trading strategy is derived. Moreover, in [13] it is proved that the min-
imized hedging error solves a partial integro-differential equation (PIDE)
involving the generator of the underlying process. We successively apply
standard numerical methods to solve this PIDE - deriving the variational
formulation, localization, discretization in space and time. We also strive
for efficiency and use matrix compression methods as well as discontinuous
Galerkin time-stepping as developed in [8] for dealing with parabolic integro-
differential equations. We provide more detailed probabilistical treatment
and state main results concerning the error analysis of the numerical method.
Implementation issues are also discussed.
We give some remarks on notation. Apart from using f ′ to denote first
derivative and ḟ to denote derivative with respect to time, we use Dj1,...,jn

i1,...,in
f

for denoting the partial derivative of the function f(x1, . . . , xm) with respect
to the variables (xi1 , . . . , xin) of order (j1, . . . , jn). R, C and N denote the
sets of all real, complex and positive integer numbers respectively, N0 de-
notes the set of positive integers including 0 and R≥0 the set of nonnegative
real numbers. Cp denotes the space of p-times continuously differentiable
functions on R and Lp the standard Lebesgue spaces on R for 1 ≤ p ≤ ∞.
With (f, g) we denote the L2 scalar product, i.e. (f, g) :=

∫
R f(x)g(x)dx.

<z and =z denote the real and imaginary parts of the complex number z.
We also occasionally denote the exponential function by exp.
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2 Preliminaries

2.1 Bochner, Sobolev and Hölder spaces

In the realm of parabolic differential equations, Bochner spaces play a
crucial role, because the solutions lie in such spaces. Assume J ⊂ R and X
a Banach space with norm denoted by ‖·‖X .

Definition 2.1. Given a function f : J → X, where we identify all func-
tions which are almost everywhere equal on J , and 1 ≤ p ≤ ∞ the Bochner
spaces are:

Lp(J ;X) := {f : J → X; f is measurable and ‖f‖Lp(J ;X)},

L∞(J ;X) := {f : J → X; f is measurable and ‖f‖L∞(J ;X)},

where

‖f‖Lp(J ;X) :=
(∫

J
‖f(s)‖pXds

)1/p
,

‖f‖L∞(J ;X) := ess sup
J
‖f‖X ,

We can also generalize the notion of Sobolev spaces in this setting. Let
H0(J,X) := L2(J,X) and for k ∈ N we define:

Hk(J,X) := {f ∈ Hk−1(J,X); f(t) = f(s0) +
∫ t

s0
g(s)ds

for some s0 ∈ J and g ∈ Hk−1(J,X)},

with the corresponding norm

‖f‖Hk(J,X) := ‖f‖Hk−1(J,X) + ‖g‖Hk−1(J,X).

We recall also the fractional generalization of the spaces Cr (here r ∈ N0)
of r-times continuously differentiable functions - namely the Hölder spaces.
Define now, for r ∈ R, r ≥ 0 and r = [r] + {r}, where 0 ≤ {r} < 1 and
f : R→ R:

‖f‖C := sup
x∈R
|f(x)|,

‖f‖C[r] :=
[r]∑
k=0
‖Dkf‖C ,

‖f‖Cr := ‖f‖C[r] + sup
y 6=0

|D[r]f(x+ y)−D[r]f(x)|
|y|r

,

Cr := {f ∈ C [r]; ‖f‖Cr <∞}.
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We will need a weaker notion than smoothness, provided by the so called
Sobolev spaces of fractional order. In order to introduce them, recall the
definition of the Fourier and the inverse Fourier transforms on the space L1

of Lebesgue integrable complex-valued functions:

Ff := f̂(z) := 1√
2π

∫
R
e−izxf(x)dx

(F−1f)(x) := 1√
2π

∫
R
eizxf(z)dz,

We have the following properties for f, g ∈ L1 (see [10] Theorem 7.7, Theo-
rem 7.2)

1. The inversion formula f(x) = F−1(Ff)(x) holds almost everywhere
with respect to the Lebesgue measure.

2. Defining the convolution of f and g by

(f ∗ g)(x) :=
∫

R
f(x− y)g(y)dy,

we have that f̂ ∗ g =
√

2πf̂ ĝ and if, additionally, f and g lie in L2,
the space of square integrable complex-valued functions, we have f̂g =√

2πf̂ ∗ ĝ.

The Fourier transform can be extended from L1 ∩ L2 to L2 such that F :
L2 → L2 is linear isometry that preserves the L2 scalar product and is called
the Fourier-Plancherel transform (see [10] Theorem 7.9 ff). Important role
for further extending the fourier transform will play the following space:

Definition 2.2. A function f : R→ C is called rapidly decreasing if:

‖f‖S,N := sup
k≤N

supx ∈ R(1 + x2)N |Dkf(x)| <∞,

for all N ∈ N0. We denote the space of all rapidly decreasing functions by
S. S is also called Schwartz space, and is locally-convex topological space
with respect to the countable collection of semi-norms (‖.‖S,N )N∈N (see [10]
Theorem 1.37). Its dual space is the so called space of tempered distributions:

S ′ := {f ∈ L(S,C); f is continuous},

where L(S,C) is the space of all complex-valued linear functionals on S.
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Now we extend F on S ′ for every f ∈ S ′ as:

F(f)(Φ) := f(F(Φ)) ∀Φ ∈ S,

and it turns out that F : S ′ → S ′ is continuous with continuous inverse and
coincides with the Fourier and Fourier-Plancherel transforms on L1 and L2

respectively (see [10] Definition 7.14 ff). Now, by using the isometry on L2,
we can define the Sobolev spaces and norms for s ∈ R as follows:

Hs := {f ∈ S ′; ‖f‖Hs <∞}

where

‖f‖Hs := ‖F−1
(
(1 + |.|2)s/2Ff(.)

)
‖L2 .

Hs is called Sobolev space of order s. It is a Hilbert space with scalar
product:

(f, g)Hs :=
∫

R
(1 + |z|2)sf̂(z)ĝ(z)dz.

We also have that (Hs)∗ := L(Hs,C), the dual of Hs, is isomorphic to H−s

(see [1] Theorem 7.63). So we can define the so-called duality pairing as
follows:

〈f, g〉(Hs)∗×Hs := (f, g)L2 ∀f ∈ H−s, g ∈ Hs.

To state some of the error estimation and stability results we would also
need a weighted version of the above spaces.

Definition 2.3. Let ω ∈ R and denote by Sω the space of all f ∈ C∞ such
that eω·f(·) ∈ S with corresponding system of semi-norms:

‖f‖Sω ,N := ‖eω·f‖S,N .

The dual space shall be denoted by S ′−ω.

By definition Sω ⊂ S and therefore S ′ ⊂ S ′−ω. Notice that if f ∈ Sω
then f̂(·+ iω) exists. It follows that we can extend the Fourier transform to
S ′−ω by defining for every u ∈ S ′−ω the functional û(· − iω) ∈ S ′ as

û(· − iω)(v̂(·+ iω)) := u(v) ∀v ∈ Sω.
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Now we can define the weighted Sobolev spaces and norms of order s ∈ R
as follows:

Hs
ω := {f ∈ S ′ω; ‖f‖Hs

ω
<∞}

where

‖f‖Hs
ω

:=
(∫

R
(1 + |ξ|2)s|f̂(ξ + iω)|2dξ

)1/2
.

Similarly, Hs
ω is a Hilbert space with scalar product:

(f, g)Hs
ω

:=
∫

R
(1 + |z|2)sf̂(z + iω)ĝ(z + iω)dz.

We will also define for short ‖f‖2Hs
ω1,ω2

:= ‖f‖2Hs
ω1

+ ‖f‖2Hs
ω2
.

Again, (Hs
ω)∗, the dual of Hs

ω, is isomorphic to H−s−ω and the duality pairing
is as follows:

〈f, g〉(Hs
ω)∗×Hs

ω
:=
∫

R
f̂(z − iω)ĝ(z + iω)dz ∀f ∈ H−s−ω, g ∈ Hs

ω.

2.2 Markov processes, semimartingale characteristics and Lévy
processes

Denote first by C0(Rd) the space of all functions f : Rd → R such that
f is continuous and vanishing at infinity and by C∞c (Rd) the space of all
functions f : Rd → R such that f is smooth and with compact support.
Given a probability space (Ω,F , P ), s stochastic process on it is a map-
ping X from R≥0 into the random variables (in this case we take Rd-
valued random variables) and we denote it by (Ω,F , P, (Xt)t≥0). A univer-
sal process is the family (Ω,F , P x, (Xt)t≥0)x∈Rd , such that for every x ∈ Rd,
(Ω,F , P x, (Xt)t≥0) is stochastic process , P x is a Borel measurable mapping
and P x(X0 = x) = 1. Let (Ft)t≥0 be the filtration generated by the process
X.

Definition 2.4. The universal process X is called a Markov process if for
all Borel sets A ∈ B(Rd) and x ∈ Rd:

Ex(1A(Xs+t)|Fs) = EXs(1A(Xt)) P x − a.e.,

where 1A : Rd → {0, 1} is the indicator function of A ⊆ Rd and Ex denotes
the expectation with respect to the probability measure P x.
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Let now X be a Markov process. Define on the space of bounded Borel
functions on Rd, Bb(Rd) the operator family (Tt)t≥0 by:

Tt : Bb(Rd)→ Bb(Rd)

Ttf(x) := Ex(f(Xt))

It is easy to see, by the Markov property, that this family is a semigroup, i.e.
for s, t ≥ 0 we have Ts+t = Ts ◦ Tt. Further, an operator semigroup (Tt)t≥0

on C0(Rd) is called a Feller semigroup if it satisfies the following conditions:

1. Tt : C0(Rd)→ C0(Rd) is linear and ‖Ttf‖C ≤ ‖f‖C

2. limt→0‖Ttf − f‖C = 0, i.e. the semigroup is strongly continuous

3. 0 ≤ f ≤ 1 implies 0 ≤ Ttf ≤ 1.

A Markov process is called a Feller process if the restriction of (Tt)t≥0 on
C0(Rd) is a Feller semigroup.
The generator of a Feller semigroup is the following operator:

A : D(A)→ C0(Rd)

Af := lim
t→0

Ttf − f
t

,

where

D(A) := {f ∈ C0(Rd); lim
t→0

Ttf − f
t

exists with respect to the topology of C0(Rd)},

is its domain. The operator A is densely defined and closed, and uniquely
determines (Tt)t≥0.
An important and tractable class of Feller processes are the Lévy processes.
In our probabilistic framework the underlying stochastic process will be a
Lévy process.

Definition 2.5. A Markov process (Ω,F , P x, (Xt)t≥0)x∈Rd is called a Lévy
process if for every x ∈ Rd, the stochastic process (Ω,F , P x, (Xt)t≥0) satis-
fies:

1. X0 = x a.e.

2. For every n ∈ N and 0 ≤ t0 < t1 < · · · < tn, the random variables
Xt0−X0, Xt1−Xt0 , Xt2−Xt1 , . . . , Xtn−Xtn−1 are independent and have
the same distribution (stationarity) as Xt0−X0, Xt1−t0−X0, Xt2−t1−
X0, . . . , Xtn−tn−1 −X0.
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3. For every t ≥ 0 and ε > 0

lim
s→t

P x(|Xs −Xt| > ε) = 0.

The generator A of a Lévy process, can be represented in a specific
form, namely pseudo differential form. Specifically, for Lévy process (Xt)
the generator restricted to C∞c (Rd) is of the form:

Af(x) = −F−1(ΨX(·)Ff(·))(x),

where ΨX : Rd → C is called the symbol of the pseudo differential operator
(PDO) A and is given by:

ΨX(ξ) = − lim
t→0

P̂ xXt−x(ξ)− 1
t

,

where P xXt−x is the distribution function of Xt − x under P x, and therefore
ΨX is also the characteristic exponent of X. Finally, the Fourier transform
of P xXt−x is actually the characteristic function of Xt − x defined by:

P̂ xXt−x(ξ) := (2π)−1/2Ex(ei(Xt−x)>ξ)

Lévy processes belong to the general class of semimartingales. Semimartin-
gales are stochastic processes with respect to which stochastic integration
can be well-defined. They provide a setting in which we can do stochastic
analysis. The notion of semimartingale characteristics is helpful in studying
the local properties of a semimartingale, i.e. the properties at each time
t ∈ R+.
Assume that X is Rd-valued semimartingale. A well-known fact is that
X can be decomposed as Xt = X0 + Mt + At where M is Rd-valued lo-
cal martingale and A is Rd-valued finite variation process. Informally, the
characteristics of X are the elements of the triplet (B,C, ν) where B is Rd-
valued predictable process corresponding to the finite variation part of X, C
is Rd×d continuous process corresponding to the quadratic variation of the
continuous martingale part of X, and ν is a predictable random measure on
R+×Rd corresponding to the expectation of the number of jumps of X. The
characteristic triplet of a semimartingale depends on a so-called truncation
function. A truncation function is a bounded function h : Rd → Rd, such
that h(x) is asymptotically equal to x as x → 0. The truncation function
enters the expression for B by compensating for the expectation of small
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jumps (i.e. jumps with absolute magnitude less than a fixed constant). For
precise semimartingale characteristics definition we refer to [6]. Now fix a
truncation function h : Rd → Rd defined by h(x) = 1|x|≤1x.

Definition 2.6. Let the semimartingale X has characteristics (B,C, ν). Let
b, c are predictable processes and F a transition kernel from (Ω×R+,P) to
(Rd,Bd), i.e. Ft(G) = P x(∆Xt ∈ G)λ(t) under P x for some positive valued
function λ(t) and ∆Xt = Xt −Xt− is the jump of the process X at time t.
Then (b, c, F ) are called differential characteristics of X if:

Bt =
∫ t

0
bsds,

Ct =
∫ t

0
csds,

ν([0, t]×G) =
∫ t

0
Fs(G)ds, ∀G ∈ Bd.

For a Lévy process it turns out that the differential characteristics are
deterministic and correspond to the so-called Lévy-Khintchine triplet.

Proposition 2.7. Suppose ((Xt)t≥0, P
x)x∈R is a Markov process such that

X − x is also a semimartingale for all x ∈ R. Then ((Xt)t≥0, P
x)x∈R is

a Lévy process if and only if X − x admits a version of its differential
characteristics (b, c, F ) (or equivalently (b, σ2, F ))that is deterministic and
independent of time. In this case (b, c, F ) coincides with the so-called Lévy-
Khintchine triplet, i.e. the characteristic function of Xt − x:

E(eiu(Xt−x)) = exp
[
t

(
iub− 1

2
ucu+

∫
R
(eiuy − 1− iuh(y))F (dy)

)]
.

Proof. See [6], Corollary II.4.19

We need to ensure that our price process is a martingale, since we will be
working in a no-arbitrage framework. The following theorem gives a useful
result for exponentials of one-dimensional Lévy processes.

Proposition 2.8. Let X be a one-dimensional Lévy process with character-
istic triplet (b, c, F ) and assume that

∫
|z|>1 |z|F (dz) <∞ and

∫
|z|>1 ezF (dz) <

∞. Then eX is a martingale if and only if

c

2
+ b+

∫
R
(ez − 1− z)F (dz) = 0.
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Proof. Using independence and stationarity of increments, for 0 ≤ s < t and
expectation with respect to P 0 we get

E[eXt |Fs] =eXsE[eXt−Xs ] = eXsE[eXt−s ]

= eXs exp
[
(t− s)

(
b+ c

2
+
∫

R
(ey − 1− h(y))F (dy)

)]
,

and by using the truncation function h(x) := x we obtain the result.

We give also the following consequence of Ito formula for semimartingales
which we would need for the derivation of the partial integro-differential
equation (PIDE) for the hedging error.

Theorem 2.9. Given a semimartingale X with characteristics (B,C, ν) and
a C2

b (Rd) function (i.e. bounded twice continuously differentiable) f : Rd →
Rd the process

f(X)− f(X0)−
∑
j≤d

Djf(X−)Bj − 1
2
∑
j,k≤d

Djkf(X−)Cjk

−

f(X− + x)− f(X−)−
∑
j≤d

Djf(X−)hj(x)

 • ν
is a local martingale, where • denotes stochastic integration.

Proof. See [6], Theorem II.2.42

Using Theorem 2.9, Proposition 2.7 and the expression for the generator
of a Lévy process via the characteristic exponent we get the following result
which we also use in the derivation of the PIDE for the hedging error.

Corollary 2.10. For a one-dimensional Lévy process X with characteristic
triplet (b, c, F ) the generator A is given by

(Af)(x) = c

2
D2f(x) + bDf(x) +

∫
R
(f(x+ z)− f(x)− zDf(x))F (dz),

where f ∈ C2
b (R). Moreover, the process Mt := f(Xt) −

∫ t
0(Af)(Xs)ds is a

local martingale.
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2.3 Semigroup approach to parabolic differential equations

For deriving the solution of the hedging problem, we would need to make
a connection between the PIDE that we must solve and a certain class of
operators that are semigroup generators. Then we would be able to represent
the solution of a PIDE by Duhamel’s principle as an image of an exponential
of an operator and use functional analysis to derive error bounds.
In this section we follow [7]. Let X and H are two Hilbert spaces such that
we have the so-called Gelfand or Evolution triple, X d

↪→ H ∼= H∗
d
↪→ X∗,

where d
↪→ denotes a dense embedding and we identify H with its dual H∗

by Riesz representation theorem. Let a : X × X → R be a bilinear form
satisfying:

1. Continuity: |a(v, w)| ≤ C1‖v‖X‖w‖X , ∀v, w ∈ X

2. Coercivity: a(v, v) ≥ C2‖v‖2, ∀v ∈ X,

where C1, C2 > 0. Assume also g ∈ L2((0, T );X∗) and u0 ∈ H. We want
to solve the following variational equation:
Find u ∈ H1((0, T );X∗)∩L2((0, T );X) such that for all v ∈ X and t ∈ (0, T )
we have:

d

dt
〈u(t), v〉X∗×X + a(u(t), v) = 〈g(t), v〉X∗×X ,

〈u(0), v〉X∗×X = (u0, v)H .

We would need the following definition:

Definition 2.11. The operator A : D(A) ⊂ X0 → X0 is called sectorial if
and only if

1. A is linear, closed and densely defined in X0,

2. If ρ(A) denotes the resolvent set of A, there exists sectorial constant
θ ∈ (0, π/2), such that

G := {z ∈ C : θ ≤ | arg z| ≤ π} ⊂ ρ(A),

and a positive constant C̃ such that

‖(z −A)−1f‖X0 ≤
C̃

|z|
‖f‖X0 , ∀z ∈ G.

13



Now making a connection between the above definition and our varia-
tional equation, we have:

Lemma 2.12. Define the linear operator A : X → X∗ as

〈Av,w〉X∗×X := a(v, w), ∀v, w ∈ X,

where a is continuous and coercive bilinear form. Then A : X ⊂ X∗ → X∗

is sectorial operator. The operator Ã equal to A on its domain

D(Ã) := {f ∈ X;Af ∈ H} ⊂ H

is also sectorial with the same sectorial constant θ. Moreover, there exists a
positive constant C̃, such that for all z ∈ ρ(A) and v ∈ X we have:

|z|‖v‖2L2 + ‖v‖2X ≤ C̃|z‖v‖2L2 − a(v, v)|.

Proof. See [7], Lemma 1.20

This lemma allows us to define the exponential operator of A and to
derive some properties of the corresponding semigroup.

Lemma 2.13. Let A : X0 → X0 be a sectorial operator with θ ∈ (0, π/2) and
Γ some piecewise smooth simple curve in G running from ∞eiθ to ∞e−iθ.
We can define a strongly continuous semigroup Tt := e−tA on X∗ by e0A := I

and

e−tA := 1
2πi

∫
Γ
e−tz(z −A)−1dz, t > 0,

where t→ e−tA for t ∈ (0,∞) is analytical mapping in the operator topology
of X0 → X0. Further, we have for every f ∈ X0 and k ∈ N0

1. The following equality is well-defined:

Ake−tAf = e−tAAkf.

2. The function t→ e−tAf is in C∞((0,∞), X0) with:

∂k

∂tk
e−tAf = (−1)kAke−tAf.

3. There exist a positive constant C̃ such that

‖Ake−tAf‖X0 ≤ C̃t−k‖f‖X0 .

14



Proof. See [7], Lemma 1.3

We can use the above lemma, with our operators A and Ã from Lemma
2.12, to show that their exponentials are bounded, and have bounded deriva-
tives with respect to the norms in X∗ and H. By Duhamel’s principle we
can write the solution of our variational equation as:

u(t) = e−tAu0 +
∫ t

0
e−(t−τ)Ag(τ)dτ.

3 Hegding problem formulation

We will deal with the variance-optimal hedging problem for a European
option in the case of single underlying stochastic process that is a martingale.
Therefore we must minimize the variance-optimal hedging error

E

(
(H̃(ST )− v −

∫ T

0
ϑsdSs)2

)
,

with payoff function H̃, discounted underlying asset price S, initial invest-
ment v and admissible hedging strategy ϑ. The minimization occurs over
all ϑ and v.

3.1 Assumptions on the underlying

We start with a one-dimensional Lévy process (Ω,F , P x, (Xt)t≥0)x∈R and
set St := eXt . We will assume P := P 0 if not explicitly stated otherwise.
We define now the type of Lévy processes that we will use in the sequel -
they provide a tractable subclass of Lévy processes from analytical point of
view as outlined in [3] Section 1.2.

Definition 3.1. A Lévy process Xt is called a regular Lévy process of expo-
nential type [−η, η] and of order ρ ∈ (0, 2] (RLPE) if there exists a function
Φ : C → C, holomorphic in the strip {z ∈ C;=z ∈ (−η, η)} and continuous
in =z ∈ [−η, η], such that for the characteristic exponent of X is true:

ΨX(z) = −ibz + Φ(z).

Moreover, there exist ν1, ν2 < ρ and positive constants C1, C2 such that for
all z with =z ∈ (−η, η):

Φ(z) = C1|z|ρ +O(|z|ν1) for |z| → ∞

|Φ′(z)| ≤ C2(1 + |z|)ν2 .
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From the above definition, for α ∈ [−η, η] the exponential moment
E[eαXt] exists. The following assumptions on the underlying driving pro-
cess X will ensure that S is square-integrable martingale and also would
alleviate the numerical treatment later:

(A1) X is RLPE of exponential type [−η, η] and of order ρ ∈ (0, 2] with Lévy-
Khintchine triplet (b, σ2, F ) with respect to the truncation function
h(x) := x.

(A2) η ≥ 2, so that S is square-integrable

(A3) b = −1
2σ

2 −
∫
R(ex − 1− x)F (dx), so that S is a martingale by Propo-

sition 2.8.

(A4) To control the behavior of jumps, assume there exists 0 < ν < 2 such
that

– F is absolutely continous with respect to the Lebesgue measure
with kernel function k, i.e. F (dy) = k(y)dy.

– k satisfies a Calderón-Zygmund estimate: For all α ∈ N0 and
some positive δ there exists a positive constant C(α), such that

|k(α)(z)| ≤ C(α)|z|−(1+ν+α), ∀z ∈ R \ {0}

|k(α)(z)| ≤ C(α)e−(η+δ)|z|, ∀z ∈ R \ [−1, 1].

– There exists positive C−, such that

∀z ∈ (0, 1) : 1
2
(k(−z) + k(z)) ≥ C−

|z|1+ν .

It should be noted that the order ρ of the process X is equal to ν if σ2 = 0
and ρ = 2 otherwise. Thus ρ is an indicator of the small jump activity when
there is no diffusion, or alternatively, of the path properties of the process
X.

3.2 Definition of optimal strategy and corresponding hedg-
ing error J

We need to specify which hedging strategies and initial investments are
admissible.
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Definition 3.2. A simple process is a finite linear combination of pro-
cesses of the form h1(τ1,τ2] with τ1 ≤ τ2 stopping times and h bounded
Fτ1 - measurable random variable. The investment-strategy pair (v, ϑ) ∈
L0(Ω,F0, P )× L1(S) is called admissible if:

vn + ϑn • St → v + ϑ • St in probability for any t ∈ [0, T ] and

vn + ϑn • ST → v + ϑ • ST in L2(P ),

for some sequences (vn)n∈N in L2(Ω,F0, P ) and (ϑn)n∈N of simple processes,
where • denotes stochastic integration.

From now on, we would work with the log-price. That means that we
would work with the payoff function H(x) := H̃(ex). In the general case
with driving process x+X for some x ∈ R we set Sx := ex+X . Define now
the following payoff process:

Vt(x) := Ex(H(XT )|Ft).

By using Markov property and stationarity of increments we get

Vt(x) = EXt(H(XT−t)) P x − a.s.

= Ex+Xt(H(XT−t)) P − a.s.

By defining an option price function V (t, x) := E(H(x+Xt)) and noticing
that Vt(x)

d= V (T − t, x+Xt) our hedging problem is solved by finding the
following quantities for fixed x ∈ R:

(v∗(x), ϑ∗(x)) := argmin
admissible pairs(v,ϑ)

E

(V (0, x+XT )− v −
∫ T

0
ϑs−dS

x
s

)2


J0(x) := E

(V (0, x+XT )− v∗(x)−
∫ T

0
ϑ∗s−(x)dSxs

)2


We are interested in European call or put payoff functions. Without loss
of generality our payoff function from now on would be H(x) = (1 − ex)+,
i.e. the payoff of European put option with strike 1. Indeed, the payoff of
European put option with strike K is given by HK(x) = KH(x− logK) and
thus the option price function is just scaled and translated version of the
initial case. By the Call-Put parity it can further be derived a relationship
between the needed quantities in the hedging problem for European call and
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put payoff functions with strike 1(see [13] Chapter 3 for details). Denoting
the corresponding quantities with superscripts c and p respectively for the
call and put case, we have:

Jc0(x) = Jp0 (x), ϑ∗,c(x) = ϑ∗,p(x) + 1 and v∗,c(x) = v∗,p(x)− 1 + ex.

3.3 Probabilistic solution of the hedging problem - formulas
for the optimal strategy and hedging error via the carré-
du-champ operator Γ and Ψ

For the analysis later, it would turn out that H is not sufficiently smooth
and we will introduce a smooth approximation Hε depending on some pa-
rameter ε. We denote the corresponding approximate option price, trading
strategy, initial investment and hedging error functions by V ε, ϑε,∗, vε,∗ and
J ε0.
Certain operator enters the expression for the solution of the hedging prob-
lem - the carré-du-champ operator. In [2] the authors represented the so-
lution of the hedging problem via operator expressions involving the carré-
du-champ under specific assumptions. Essentially, the carré-du-champ oper-
ator represents the density of the quadratic variation of the square-integrable
martingales depending on a given Markov process with respect to the Lebesgue
measure.
Let B(R) denote the set of all Borel measurable functions f : R → R and
let

D(Γ) :={(f1, f2) ∈ C0(R)× C0(R); f1, f2 have left-sided derivatives and

∀x ∈ R :
∫

R
|f1(x+ y)− f1(x)||f2(x+ y)− f2(x)|F (dy) <∞}.

Denote by exp : R → R the function exp(x) := ex and define the bilinear
operators Γ : D(Γ)→ B(R) and ψ : D(Γ)→ B(R) as follows:

Γ(f1, f2)(x) := σ2f ′1(x)f ′2(x) +
∫

R
(f1(x+ y)− f1(x))(f2(x+ y)− f2(x))F (dy)

ψ(f1, f2)(x) :=
(

Γ(f1, f2)(x)−
Γ(exp, f1)Γ(exp, f2)

Γ(exp, exp)

)
(x).

Important is the fact, that the operator Γ coincides with the carré-du-champ
operator for X, on the intersection of the respective domains, because the
following expression is true (see [2] Proposition 4):

Γ(f, g) = A(fg)− fAg − gAf,
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where A is the generator of X and f, g and fg lie in D(A). The following
theorem, in which we use results of [2] Section 2.2, is crucial:

Theorem 3.3. The solution of the hedging problem with respect to the ap-
proximate payoff Hε is given by

vε,∗(x) = V ε(T, x)

ϑε,∗t (x) = ϑε(T − t, x+Xt−)

J ε0(x) = J ε(T, x),

where

ϑε(t, x) :=
(Γ(V ε(t, ·), exp)

Γ(exp, exp)

)
(x),

J ε(t, x) := E

(∫ t

0
ψ (V ε(t− s, ·), V ε(t− s, ·)) (x+Xs−)ds

)
.

Proof. We essentially have to check Assumption 5, Assumption 6 and As-
sumption 7 in [2].
First, since X is RLPE, it has stationary independent increments and using
[2] Proposition 12, we have that it admits a carré-du-champs operator, and
thus Assumption 5 is satisfied.
Second, the stock price S is martingale. Moreover, S is of the form S =
exp(x+X) and exp lies in the domain of the generator of X and possesses
a locally square-integrable martingale part due to (A2) and the Calderón-
Zygmund estimate (A4). Thus Assumption 6 is satisfied.
Finally, since H = (1 − ex)+, and S is square integrable we also have that
H is in L2(Ω,FT ). The same is trivially true also for Hε since it would be
constructed as to be always bounded by H outside a neighborhood of 0.
With this Assumption 7 is also satisfied.
The result now follows directly from [2], Theorem 8.

4 Derivation of the PIDE

We mentioned in the previous section, that we will use approximate
payoff function, due to the non-smoothness in the original one. Indeed, we
would see that for the original payoff function, the norm bounds for the
original option price function V tend to infinity as t tends to zero, which
is undesirable as the expression for the hedging error involves integral with
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0 lower limit in time. This is not the case for V ε, whose norm estimates
depend on the regularization parameter ε but not on t. In the sequel, the
results are given without proof and taken from [13], unless stated otherwise.

4.1 Regularized (approximate) payoff function. Continuity
of the option price and approximate option price func-
tions. Error of the approximation of the hedging error
J ε

Fix some sufficiently large Mp ∈ N and let q be the unique polynomial
of degree 2Mp + 1 such that q(−1) = 1, q′(−1) = −1 and ∀k ∈ N0 :
q(k+2)(−1) = q(k)(1) = 0. Now given a regularization parameter ε > 0
define

qε(x) = εq

(
ex − 1
ε

)
.

The regularized approximate payoff function Hε is defined as:

Hε(x) =

q
ε(x) , if log(1− ε) ≤ x ≤ log(1 + ε)

H(x) , otherwise.

By definition Hε is smooth. The corresponding functions would be denoted
like V ε, ϑε, ψε and J ε. Fix some positive constant ε0 which we will use from
now on as regularization parameter, with respect to which we will estimate
norms and give stability estimates. Define for short

vε(r) := 1 + ε3/2−r

vt(r) := 1 + t
3/2−r
ρ .

We now state the properties of the option price function V (t, x) which can
be derived just from the distribution of Xt.

Lemma 4.1. Assume that Xt satisfies (A1). Then we have that V ∈
C∞((0, T ]× R), and for s, t > 0, ω ∈ [0, η] and k ∈ N0 we have:

‖Dk
1(V (t, ·)− V ε0(t, ·))‖Hs

ω
≤ Cvt(s+ k(ρ ∨ 1) + δ).

Proof. See [13] Lemma 4.1.3.

Now the norm and error estimates for V ε follow. They do not depend
on time, but on the regularization parameters.
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Lemma 4.2. Let ω ∈ [−η, η] and Xt satisfies (A1). Then for s ∈ [0, 1] and
t ∈ [0, T ] we have the following error bound:

‖V (t, ·)− V ε(t, ·)‖Hs
ω
≤ Cε3/2−s.

Further, take ω1 ∈ (0, η],ω2 ∈ (−1, η], non-negative s and non-negative in-
teger k such that 0 ≤ s+ k(ρ ∨ 1) + 1/2 ≤ Mp. Then V ε ∈ Hk((0, T );Hωs1

)
and

‖Dk
1(V ε(t, ·)− V ε0(t, ·))‖Hs

ω
≤ Cvε(s+ k(ρ ∨ 1)),

‖Dk
1V

ε(t, ·)‖Hs
ω1
≤ Cvε(s+ k(ρ ∨ 1)),

‖Dk
1D2V

ε(t, ·)‖Hs
ω2
≤ Cvε(s+ 1 + k(ρ ∨ 1)).

Proof. See [13] Lemma 4.1.4.

Corollary 4.3. We have that V ∈ C∞b ((0, T ]×R) and V ε ∈ CM̃1,M̃2
b ([0, T ]×

R), where M̃1, M̃2 are arbitrary integers such that M̃2+M̃1(ρ∨1)+1/2+δ ≤
Mp.

Proof. See [13] Corollary 4.1.5.

Notice in the above that V ε is M̃1-times continuously differentiable in
time at 0. Finally we can obtain an error bound for the approximate hedging
error.

Lemma 4.4. For the error of the regularization of the hedging error J ε we
have the following bound:

‖J(T,X)− J ε(T, x)‖L2 ≤ Cε3/2.

Proof. See [13] Lemma 4.1.6.

4.2 Properties of Γ and ψ

For the numerical treatment we also need some properties of the opera-
tors Γ and ψ. First, by the definition of Γ in Section 3 we have:

Γ(exp, exp)(x) = (σ2 +
∫

R
(ey − 1)2k(y)dy)e2x.

A Fourier approach can be applied to compute norm estimates of the other
terms involving Γ, as long as the arguments are integrable in space. This

21



is not the case for V ε which is needed for estimating Γ(V ε, V ε). However,
V ε − V ε0 ∈ L1 and we can split Γ in terms involving only V ε0 whose norm
we can estimate independently of ε, and the others which we can compute
with Fourier methods.
Now define the following weighted function space:

Dw
s,ω := {(f, f̃) ∈ C1 × C1; ‖f − f̃‖L1

ω
+ ‖f − f̃‖

H
s+ρ/2
ω

+ ‖f̃ ′‖Hs
ω
<∞}

and the following norm estimator:

‖f, f̃‖ωs,ω := ‖f − f̃‖
H
s+ρ/2
ω

+ ‖f̃ ′‖Hs
ω
.

This is the kind of space in which the pair (V ε, V ε0) will lie. Building on
that, we further define:

DΓ1
ωf ,ω

:= Dω
0,ωf ×D

ω
0,ω−ωf ,

DΓ2
s,ωf ,ω

:= (Dω
s,ωf
∩Dω

1/2+δ,ωf )× (Dω
s,ω−ωf ∩D

ω
1/2+δ,ω−ωf ),

with corresponding norm estimators:

‖f, f̃ , g, g̃‖Γ1
(ωf ,ω) := ‖f, f̃‖ω(0,ωf )‖g, g̃‖

ω
(0,ω−ωf ),

‖f, f̃ , g, g̃‖Γ2
(s,ωf ,ω) := ‖f, f̃‖ω(s,ωf )‖g, g̃‖

ω
(1/2+δ,ω−ωf ) + ‖f, f̃‖ω(1/2+δ,ωf )‖g, g̃‖

ω
(s,ω−ωf ).

The above spaces take into account that we subtract from each of the original
arguments f, g of the operator expression Γ(f, g) the functions f̃ and g̃ which
lie in the same weighted spaces as f and g. Moreover, the norms estimators
in DΓ1

ωf ,ω
will yield L1 bound whereas those involved in DΓ2

s,ωf ,ω
will yield L2

bound. The following lemma gives the properties of Γ.

Lemma 4.5. Let ωf ∈ [−η/2, η/2], ω ∈ [−η, η], ω − ωf ∈ [−η/2, η/2], s is
nonnegative and (f, f̃ , g, g̃) ∈ DΓ2

s,ωf ,ω
. Then we have:

‖Γ(f, g)‖Hs
ω
≤ C‖f, f̃ , g, g̃‖Γ2

(s,ωf ,ω),

‖e−xΓ(f, exp)‖Hs
ω
≤ C‖f, f̃‖ω(s,ωf ).

If (f, f̃ , g, g̃) ∈ DΓ1
ωf ,ω

we have:

‖Γ(f, g)‖L1
ω
≤ C‖f, f̃ , g, g̃‖Γ1

(ωf ,ω).

Proof. See [13] Lemma 4.2.2.
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A consequence of the upper lemma is the following, giving the norm
estimates for ψ:

Lemma 4.6. Let ωf ∈ [−η/2, η/2], ω ∈ [−η, η], ω − ωf ∈ [−η/2, η/2], s is
nonnegative and (f, f̃ , g, g̃) ∈ DΓ2

s,ωf ,ω
. Then we have:

‖ψ(f, g)‖Hs
ω
≤ C‖f, f̃ , g, g̃‖Γ2

(s,ωf ,ω).

If (f, f̃ , g, g̃) ∈ DΓ1
ωf ,ω

we have:

‖ψ(f, g)‖L1
ω
≤ C‖f, f̃ , g, g̃‖Γ1

(ωf ,ω).

Proof. See [13] Lemma 4.2.3.

4.3 Continuity of Ψ and the hedging error

From the previous lemmas the following result can be derived:

Corollary 4.7. For M̃ ∈ N such that 3/2 + M̃ + M̃(ρ ∨ 1) + ρ/2 ≤Mp we
have:

ψ(V ε, V ε) ∈ CM̃b ([0, T ]× R) ∩HM̃ ([0, T ];HM̃ ),

J ε ∈ CM̃b ([0, T ]× R) ∩HM̃ ((0, T );HM̃ ),

and for m ∈ N0 we have:

ψ(V, V ) ∈ C∞b ((0, T ]× R) ∩Hm([δ, T ];Hm),

J ε ∈ C0,1+ρ/2−δ
b ([0, T ]× R) ∩ L2([0, T ];H3/2+ρ/2−δ).

Proof. See [13] Lemma 4.3.3.

The above result allows us to apply Proposition 2.9 for the approximate
hedging error J ε in order to derive the PIDE that it satisfies, since the Ito
semimartingale formula requires twice continuously differentiable function
in all arguments. As can be seen, J is not sufficiently differentiable in time
for our purposes.

4.4 PIDE for the J ε

Armed with the previous results, we are now able to derive the PIDE for
the regularized hedging error J ε. Define first the operator AX : D(A)→ L1
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as:

AXf(x) :=
∫

R
(f(x+ y)− f(x)− (ey − 1)Df(x))k(y)dy+

+ 1
2
σ2(D2f(x)−Df(x))),

with domain:

D(A) := {f ∈ C2;
∫

R
|f(·+ y)− f(·)− (ey − 1)Df(·)|k(y)dy ∈ L1

and (D2f(·)−Df(·)) ∈ L1}.

Define also the following auxiliary set which we use later in order to extend
AX to Sobolev space of fractional order so that we can derive the variational
formulation of the PIDE:

DL1(A) := {f ∈ D(A); f,Df,D2f ∈ L1}.

From Corollary 2.10 we have that AX coincides with the generator of Xt

on the intersection of their domains. From the properties of V ε and J ε in
Lemma 4.2 and Lemma 4.4 it turns out that J ε(t, ·) ∈ DL1(A) and V ε(t, ·)−
V ε0(t, ·) ∈ DL1(A). We also have Hε ∈ DL1(A) (see [13] Lemma 5.7.1).
Thus, the PIDE will be well-defined for the extended operator.

Theorem 4.8 (PIDE for J ε). If Xt satisfies (A1)− (A4) then we have the
following PIDE for the regularized hedging error function J ε

D1J
ε(t, x)−AXJ ε(t, x) = ψ(V ε, V ε)(t, x) ∀(t, x) ∈ (0, T ]× R

J ε(0, x) = 0 ∀x ∈ R (1)

Proof. We follow [13] Theorem 4.4.1. For x ∈ R define the process

M1
t := E

(∫ T

0
ψ(V ε, V ε)(T − s, x+Xs−)ds

∣∣Ft
)
− J ε(T, x),

and notice that it is local martingale and by Theorem 3.3 it is with initial
value 0. It is also bounded by Corollary 4.7 and therefore a martingale.
Since X is Markov process we have

M1
t + J ε(T, x) = EXt

(∫ T−t

0
ψ(V ε, V ε)(T − t− s, x+Xs−)ds

)

+
∫ t

0
ψ(V ε, V ε)(T − s, x+Xs−)ds

= J ε(T − t, x+Xt) +
∫ t

0
ψ(V ε, V ε)(T − s, x+Xs−)ds.
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Note that, by Corollary 4.7, J ε ∈ C2([0, T ]×R) and we can apply Theorem
2.9 for the function J ε and the process

( T−·
x+X.

)
T∧t. Thus, we have that

M2
t :=J ε(T − t, x+Xt)− J ε(T, x+X0)

−
∫ t

0

(
−D1J

ε(T − s, x+Xs−) +D2J
ε(T − s, x+Xs−)b

+ 1
2
D22J

ε(T − s, x+Xs−)σ2

−
∫

R

(
J ε(T − s, x+ y +Xs−)− J ε(T − s, x+Xs−)

− yD2J
ε(T − s, x+Xs−)

)
k(y)dy

)
ds

= J ε(T − t, x+Xt)− J ε(T, x+X0)

−
∫ t

0

(
−D1J

ε(T − s, x+Xs−) +AXJ ε(T − s, x+Xs−)
)
ds

is a local martingale. Again by Corollary 4.7 we have that J ε, D2J
ε, D22J

ε

and D1J
ε are bounded. For the part AXJ ε we have by triangle inequality

and Taylor expansion:∥∥∥ ∫
R
(J ε(t, x+ y)− J ε(t, x)− (ey − 1)D2J

ε(t, x))k(y)dy
∥∥∥
C([0,T ]×R)

≤
∥∥∥ ∫

R

∫ 1

0

∫ θ1

0
D22J

ε(t, x+ θ2y)dθ2dθ1y2k(y)dy
∥∥∥
C([0,T ]×R)

+
∫

R
|ey − 1− y|k(y)dy‖D2J

ε‖C([0,T ]×R)

≤ ‖D22J
ε‖C([0,T ]×R)

∫
R
y2k(y)dy + C‖D2J

ε‖C([0,T ]×R)

≤ C(‖D2J
ε‖C([0,T ]×R) + ‖D22J

ε‖C([0,T ]×R)),

and again by the same argument M2
t is martingale. Setting

Ys :=−D1J
ε(T − s, x+Xs−) +AXJ ε(T − s, x+Xs−)

+ ψ(V ε, V ε)(T − s, x+Xs−)

Zt :=
∫ t

0
Ysds,

we notice that M1
t −M2

t = Zt, and therefore Z is also a martingale. By
Corollary 4.7 and the previous argument, Y is bounded and thus we can
write a finite upper bound for the variation of Z for all ω ∈ Ω

V ar(Z)t(ω) ≤
∫ t

0
|Ys(ω)|ds.

25



Thus, Z is finite variation continuous martingale, and therefore pathwise
0 a.e. On the other hand, Y is cadlag by continuity of D1J

ε, AXJ ε and
ψ(V ε, V ε), meaning that for almost all ω ∈ Ω and all t ∈ (0, T ] we have

0 = lim
h→0+

Zt−h(ω)− Zt(ω)
h

= Yt(ω),

and Y is also pathwise 0 a.e. Now, for the range of X we can apply Theorem
24.10(i) from Sato and get that for t ∈ (0, T ] and almost all x ∈ R there
exists ω ∈ Ω such that Xt(ω) = x. Thus we have that for t ∈ (0, T ] and
almost all x ∈ R

−D1J
ε(t, x) +AXJ ε(t, x) + ψ(V ε, V ε)(t, x) = 0,

but from continuity of the functions involved, this holds true for every
(t, x) ∈ [0, T ]× R.

5 Numerical solution of the PIDE

In this chapter we will develop the numerical method for solution of
both the option price and hedging error functions PIDEs. To this end we
would follow closely [8], and apply the numerical techniques there. More
specifically, we would use matrix compression and approximate assembly, as
well as some other standard methods when dealing numerically with PDEs.
In the end we would make our numerical implementation dependent on only
one parameter, namely the mesh width h. Thus the convergence rates and
errors will be expressed only in terms of h. Stated results will again be taken
directly from [13].

5.1 System of PIDEs for the approximate option price and
hedging error

In order to end up in the setting of [8] we define:

c1 :=


∫
R(ey − 1)k(y)dy , if 0 < ρ < 1

0 , otherwise.
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Now for q > 0 sufficiently large define:

H
ε0(t, x) := e−qtHε0(x+ (σ2/2 + c1)t)

V
ε(t, x) := e−qtV ε(t, x+ (σ2/2 + c1)t)

ϑ
ε(t, x) := e−qtϑε(t, x+ (σ2/2 + c1)t)

J
ε(t, x) := e−qtJ ε(t, x+ (σ2/2 + c1)t).

The above transformations remove the drift in the case when small jumps
have finite first moment, or equivalently when 0 < ρ < 1. The removal of
drift ensures the continuity of the bilinear form in the variational formulation
of the PIDE (see [8] Remark 6). The exponential factor e−qt ensures that
the bilinear form is coercive (see [8] Equation (6a)). Define also the operator
A : D(A)→ L1 as:

Af(x) := qf(x)−
(∫

R
(f(x+ y)− f(x)− (ey − 1)Df(x))k(y)dy+

+ 1
2
σ2D2f(x)

)
, for ρ ≥ 1

Af(x) := qf(x)−
∫

R
(f(x+ y)− f(x))k(y)dy, for ρ < 1.

The operator A resembles AX but corresponds to the transformations that
we have applied and takes into consideration the fact that if ρ < 1 then
σ2 = 0 and we have removed the drift. Thus we end up with the following
system of two PIDEs for all (t, x) ∈ (0, T ] × R, where the first one is the
familiar forward Kolmogorov equation for the option price subtracted by the
regularized payoff (i.e. in excess to payoff form) for the fixed parameter ε0:

D1(V
ε(t, ·)−Hε0(t, ·))(x) +A(V ε(t, ·)−Hε0(t, ·))(x) = −AXHε0(t, ·)(x),

(V ε(0, ·)−Hε0(·))(x) = (Hε(·)−Hε0(·))(x),

D1J
ε(t, x) +AJ

ε(t, ·)(x) = eqtψ(V ε
, V

ε)(t, x),

J
ε(0, x) = 0, (2)

where for the trading strategy function we have

ϑ
ε(t, x) = e−2x Γ(V ε

, exp)
Γ(exp, exp)

(t, x).

In order to unify the treatment of (2) we assume there exist functions g and
u0 such that

27



(G1) ∃λ ∈ [0, η] such that ∀ω ∈ [−λ, λ] we have u ∈ Hp+1
ω and g ∈

L2([0, T ];Hp+1
ω ) for some p ∈ N0.

(G2) Assume there exist positive constant C̃ and d > 1 such that

‖Dk
t g‖Hρ/2 ≤ C̃dk(k!), ∀t ∈ [0, T ], ∀k ∈ N0.

Then it suffices to study the following generic PIDE:
Find u ∈ C1,2([0, T ]; R) with u(t, ·) ∈ DL1(A) such that

d

dt
u(t, x) +Au(t, ·)(x) = g(t, x) ∀(t, x) ∈ (0, T ]× R

u(0, x) = u0(x) ∀x ∈ R. (3)

5.2 Variational formulation and unique solution for the J ε

PIDE

Now we want to extend the operator A, to a pseudo differential operator
A in order to state the variational formulation of (3).
First we define the function Ψ̂ : {z ∈ C; |=(z)| ≤ η} → {z ∈ C;<(z) > 0},
which we would use later as a symbol of A as

Ψ̂(z) := q −
(∫

R
(eizy − 1− iz(ey − 1))k(y)dy − 1

2
σ2z2

)
, ρ ≥ 1,

Ψ̂(z) := q −
∫

R
(eizy − 1)k(y)dy, ρ < 1.

It turns out that this function is well-defined and satisfies certain bounds,
which allow us to define A and even some weighted versions of it and to
obtain continuity and coercivity of the resulting sesquilinear form.

Lemma 5.1. There exist two constants C1, C2 > 0 such that for all z ∈
{y ∈ C; |=(y)| ≤ η} we have

|Ψ̂(z)| ≤ C1(1 + |z|2)ρ/2,

<Ψ̂(z) ≥ C2(1 + |z|2)ρ/2.

Moreover, for all α ∈ N0 there exists constant C(α) such that for all z ∈
{y ∈ C; |=(y)| ≤ η} we have:

|DαΨ̂(z)| ≤ C(α)(1 + |z|)ρ−α

Proof. See [13] Lemma 5.1.1
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Since <Ψ̂(z) > 0 we can define by using the main branch of the complex
logarithm

Ψ̃r(z) := er log(Ψ̃(z)).

Define also the so-called weighting operator Eω as follows

Eω :S ′ω∗ → S ′ω∗−ω
f → eω·f

No we can finally proceed with the general definition of the weighted and
taken to some power version of the PDO A.

Definition 5.2. Take ω1, ω2 ∈ [−η, η] such that ω1+ω2 ∈ [−η, η] and define:

Hr,Ψ̃
ω1,ω2 :=

{
f ∈ S ′ω2 ;

(
Ψ̃r(·+ i(ω1 + ω2))Ff(·+ iω2)

)
∈ L2

}
.

For r, s ∈ R define:

Aω1,s :Hr,Ψ̃
ω1,ω2 → Hr−s,Ψ̃

ω1,ω2

f → E−ω2F−1
(
Ψ̃s(·+ i(ω1 + ω2))Ff(·+ iω2)

)
.

We denote Aω := Aω,1 and A := A0,1.

By the stated properties of Ψ̃ the above definition is correct, i.e. the
expressions in it are well-defined. The weighted generalization of the gen-
erator will be used later in the error estimates for the sparse assembly,
while the fractional power generalization gives us an operator energy norm,
which is equivalent to a particular Sobolev norm. Denote additionally
Aω1 := Eω1AE−ω1 . It turns out that Aω1 = Aω1 on DL1(A). Formally
we have:

Lemma 5.3. Let ω1, ω2 ∈ [−η, η] and |ω1 + ω2| ≤ η. Then Aω1 coincides
with Aω1 on DL1(A). Furthermore, for r ∈ R and every f1 ∈ D(A) ∩
Hρ+r
ω2 , f2 ∈ Hsρ+r

ω2 we have

‖AXf1‖Hr
ω2
≤ C̃‖f1‖Hρ+r

ω2

‖Aω1,sf2‖Hr
ω2
∼ ‖f2‖Hsρ+r

ω2
,

with some constant C̃.

Proof. See [13] Lemma 5.1.3.
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Now take |ω2| ≤ λ, |ω1| ≤ η and |ω1 + ω2| ≤ η, where λ is the constant
from assumption (G1). The above lemma implies that Hr,Ψ̃

ω1,ω2 = Hrρ
ω2 and

this, in turn, means that Aω1 maps Hρ/2
ω2 to (Hρ/2

ω2 )∗. Therefore our Gelfand
triple would be:

Hρ/2
ω2

d
↪→ L2

ω2

d
↪→ (Hρ/2

ω2 )∗.

Define also the corresponding sesquilinear (not bilinear because functions in
the domain can have complex values) form

aω1
ω2(v, w) := 〈Aω1v, w〉(Hρ/2

ω2 )∗×Hρ/2
ω2
, ∀v, w ∈ Hρ/2

ω2 ,

and denote aω := aω0 . Our weighted variational formulation now reads:
Find u ∈ L2([0, T ];Hρ/2

ω2 ) ∩H1([0, T ]; (Hρ/2
ω2 )∗) such that

d

dt
(u(t), v)L2

ω2
+ aω1

ω2(u(t), v) = 〈g(t), v〉(Hρ/2
ω2 )∗×Hρ/2

ω2
, ∀v ∈ Hρ/2

ω2

u(0) = u0. (4)

Every solution of (3) is also a solution of (4) for ω1 = 0 by extension. It
can be proven that in the above formulation, the sesquilinear form aω1

ω2 is
continuous and coercive (see [13] Lemma 5.1.4). Thus we have the standard
a priori estimate of the solution u of (4) (see [13] Lemma 5.1.5 for details)

‖u‖
L2([0,T ];Hρ/2

ω2 ) + ‖u̇‖
L2([0,T ];(Hρ/2

ω2 )∗) + ‖u‖C([0,T ];L2
ω2 )

≤ C(‖u0‖L2
ω2

+ ‖g‖
L2([0,T ];(Hρ/2

ω2 )∗)).

By using the properties of the approximate hedging error function J ε from
Corollary 4.7 we have that J ε ∈ L2([0, T ];Hρ/2). The same is true for the
approximate option price function V ε by Lemma 4.2. Finally, we can obtain
the uniqueness of the solution of hedging error PIDE (1) by using the a
priori estimate above:

Theorem 5.4. The approximate hedging error function J ε is the unique
solution of the PIDE (1) in:

L :=
{
f ∈ C1,2([0, T ]× R) ∩ L2([0, T ];Hρ/2);∀t ∈ (0, T ] : f(t, ·) ∈ DL1(A)

}
.

Proof. See [13] Corollary 5.1.6.
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5.3 Localization – localized formulation

For the numerical implementation we truncate R to a finite interval
Ω = (−R,R) for some truncation parameter R > 0. We would introduce
some notation for s ≥ 0, k ∈ N0 and B ⊂ R:

H̃s :={u ∈ Hs;u|R\Ω = 0},

C̃k(B) :={f : R→ R; f |B ∈ Ck(B) and f |R\B = 0},

Y :=H̃ρ/2, with ‖·‖Y := ‖·‖Hρ/2 .

Define a truncation function Φr ∈ C∞ for some r > 0 with Φr|(−r,r) =
1, supp Φr ⊂ (−r − δ, r + δ) and ‖Φr‖Cp+3 ≤ ∞. Denote by Y |Ω the
restriction of Y to functions with domain Ω and take the Gelfand triple
Y |Ω

d
↪→ L2(Ω) d

↪→ (Y |Ω)∗. Consider the localized variational formulation
Find uR ∈ L2([0, T ];Y ) ∩H1([0, T ];Y ∗) such that

d

dt
(uR(t), v)L2 + a(uR(t), v) = 〈g(t), v〉Y ∗×Y , ∀v ∈ Y

uR(0) = ΦR−δu0,

where a := a0
0. It is an extended version of the variational formulation

corresponding to the chosen Gelfand triple, but we still have existence and
uniqueness of the solution since a is continuous and coercive by Section 5.2,
and the extended version is trivially solved outside Ω.
The additional error introduced by localization decays exponentially as R→
∞.

Theorem 5.5. For |ω| < λ and C independent of R we have the following
localization error bounds:

‖u(T, ·)− uR(T, ·)‖L2
ω(R) ≤ Ce−(λ−|ω|)R

(
‖u0‖L2

−λ,λ
+ ‖g‖

L2([0,T ];(Hρ/2
−λ,λ)∗)

)
‖u− uR‖L2([0,T ];Yω) ≤ Ce−(λ−|ω|)R

(
‖u0‖L2

−λ,λ
+ ‖g‖

L2([0,T ];(Hρ/2
−λ,λ)∗)

)
,

where Yω is the localized version of Hρ/2
ω .

Proof. See [13] Theorem 5.2.1.

In order to have estimates depending on h, we usually choose R =
cR| log h| for some positive constant cR.
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5.4 Spatial semi-discretization – semi-discrete formulation.
Properties of orthogonal and piecewise polynomial inter-
polation projections. Matrix compression and perturbed
formulation. Error of the semi-discretization

In order to be consistent with the framework in [8] we define for ω ∈
[−η, η] the so-called Schwartz kernel KAω : R× R→ C as

KAω(x, y) :=
∫

R
eiξ(x−y)Ψ̂(ξ + iω)dξ,

and from the properties of Ψ̂ it follows (see [11] Lemma 3.0.2) that the
following Calderón-Zygmund property for the Schwartz kernel holds

|Dα
xD

β
yKAω(x, y)| ≤ C(α, β)|x− y|−1−ρ−α−β, α, β ∈ N0, x 6= y.

Then by setting Kω(x, x− y) := KAω(x, y) we have for u, v ∈ Y

〈Aωu, v〉(Hρ/2)∗×(Hρ/2 =
∫
Ω×Ω

Kω(x, x− y)u(y)v(x)dydx,

and we are in the setting of [8].We need the Calderón-Zygmund property for
the matrix compression analysis. It basically means that for functions with
increasing distance between their support, the duality pairing is decaying
polynomially.
For the spatial semi-discretization we use linear Finite Element Method. To
this end denote for l ∈ N and some C > 0

I l :=
{

[xk, xk+1]; k = 0, . . . , C2l − 1, xk = −R+ kR

C2l−1

}
,

a partition of Ω. Let Y l denote the space of all piecewise linear functions on
I l that are continuous and vanishing on the boundary of Ω. We have that
Y l ⊂ H3/2−δ.
Fix L ∈ N and define Yh := (Y L, ‖·‖Y ), where h = R

C2L−1 is the mesh width
of the partition IL. Denote the orthogonal projection of Y ∗h onto Yh by
PL, and N = C2L the number of elements in the partition IL. Then our
semi-discrete variational formulation reads:
Find uR,h ∈ H1([0, T ];Yh) such that

d

dt
(uR,h(t), vh)L2 + a(uR,h(t), vh) = 〈g(t), vh〉Y ∗×Y , ∀vh ∈ Yh

uR,h(0) = PL(ΦR−δu0).
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Define now the projection PI : C(Ω)→ Yh to be the unique piecewise linear
interpolation on Ω. In order to write this projection in explicit form we
define for i = 1, . . . , N, j = 0, 1 :

li := −R+ ih,

Ti := [−R+ (i− 1)h,−R+ ih],

ti := sup |Ti|,

xji := −R+ (i+ j)h,

Lj(x) :=
1∏

k=0,k 6=j

(k − x)
(k − j)

,

qji (x) := 1Ti(x)Lj
(1
h

(x− x0
i )
)
,

ϕi(x) := q1i (x) + q0i+1(x), for i < N. (local hat basis)

Then we have the expression:

PIf(x) =
N−1∑
i=1

f(x1
i )ϕi(x).

Both operators PL and PI play an important role in the semidiscrete for-
mulation, and we want to study their properties in order to obtain error
estimates on the sparse assembly later.
Let Ω∗ := Ω \ li denote any of the resulting domains when i = 1, . . . , N and
ΩI := (−R + 1, R − 1). For s ∈ [0, 3/2) and ω ∈ R we also define a certain
norm on Yh:

‖u‖H−sω,ϕ := max
i

(|eωxu, ϕi)|
‖ϕi‖Hs

,

and set ‖·‖H0
ω,ϕ

:= ‖·‖L2
ω
. Now we are ready to give the properties of PI .

Lemma 5.6. For f, g1, g2 ∈ C̃(Ω) and g2 non-vanishing in Ω

PI(fg1) = (PIf). ∗ (PIg1)

PI(
f

g2
) = (PIf). : (PIg2),

where .∗ and . : denote pointwise multiplication resp. division of the com-
ponents with respect to the local hat basis. Let ω ∈ R and f ∈ H̃2. Assume
also f ∈ C̃3(Ω∗).For s ∈ [0, 1], t ∈ [1, 2]

‖(Id− PI)f‖Hs
ω
≤ Cht−s‖f‖Ht

ω
.
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For r ∈ (0, 1], r1 ∈ (1/2, 2]

‖(Id− PI)f‖H−rω,ϕ ≤ Ch
r+r1‖f‖Hr1

ω
.

For g ∈ C2
b ∩ L2 and m = 1, 2

‖(Id− PI)g‖L∞ ≤ C(hm‖g‖Cm + ‖g‖L∞(R\ΩI)),

‖(Id− PI)g‖L2 ≤ C(ht‖g‖Ht + ‖g‖L2(R\ΩI)).

Proof. See [13] Lemma 5.3.2.

For investigating the properties of the orthogonal projection PL we define
for s ∈ [0, 3/2), ω ∈ R the (N − 1)× (N − 1) matrices

(Mω
s )(i,i′) := (ϕi, ϕi′)Hs

ω

(Dω)(i,i′) := eωtiδii′ ,

where δii′ ∈ {0, 1} and δii′ = 1 only when i = i′. Denote M := M0
0 the

so-called mass matrix.
We can now formally define PL : (Yh)∗ → Yh by

(PLf, ϕi) = (f, ϕi) i = 1, . . . , N − 1,

or equivalently by

PLf = (ϕi)>i M−1(f, ϕi)i,

where (ϕi)i denotes the vector (ϕ1, . . . , ϕN−1)>. The properties of PL are
as follows

Lemma 5.7. Fix some non-arbitrary constant α > 0 and take ω such that
ωh− logα < −δ < 0. For s1, t1 ∈ [0, 3/2) and f ∈ H̃0:

‖PLf‖Hs1
ω
≤ Ch−t1−s1‖f‖

H
−t1
ω,ϕ

.

The following approximation property holds for s1 ∈ [0, 1], t2 ∈ [1, 2] and
f ∈ H̃t2 ∩ C3(Ω∗)

‖(Id− PL)f‖Hs2
ω
≤ Cht2−s2‖f‖

H
t2
ω
.

For s4 ∈ [0, 3/2), t4 ∈ (1/2, 2] and f ∈ H̃t4 ∩ C3(Ω∗)

‖PLf‖Hs4
ω
≤ Ch−s4(ht4‖f‖

H
t4
ω

+ ‖f‖L2
ω
).

34



Finally, for g ∈ C2
b and m = 1, 2

‖(Id− PL)g‖L∞ ≤ C(hm‖g‖Cm + ‖g‖L∞(R\ΩI)),

‖PLg‖L∞ ≤ C‖g‖L∞ .

Proof. See [13] Lemma 5.3.4.

By using the local hat basis, our semi-discrete formulation can now be
solved as a system of linear equations. However, the resulting matrix from
the sesquilinear form a is densely populated due to the integral jump part
in the generator of a Lévy process. Thus we will apply matrix compression
techniques. We will choose another basis, so that the resulting matrix for a
in this basis is sparse, and the loss of accuracy is acceptable. Note that we
will also use the local hat basis for operations which involve the projection
PI as will be explained later.
Define the hierarchical biorthogonal wavelet basis (see also [15] 3.4.2),

{ψlj}j,l, l ∈ N0, j = 1, . . . ,M l,

where M l = dim(Y l)− dim(Y l−1) as satisfying the following properties:

(W1) Yh = span{ψlj ; l = 0, . . . , L, j = 1, . . . ,M l}

(W2) The diameter of the support Slj of ψlj is bounded by C2−l

(W3) If ψlj is zero on ∂Ω and q is polynomial of degree less than 2 than
(ψlj , q) = 0

(W4) ψlj can be obtained by scaling and translation from ψl0j for l ≥ l0

(W5) For v ∈ Y

v =
∞∑
l=0

M l∑
j=1

vljψ
l
j ,

where vlj = (v, ψ̃lj) with ψlj the corresponding dual wavelets. The series
converges in H̃s for s ∈ [0, ρ/2]

(W6) For s ∈ [0, 3/2):

∞∑
l=0

M l∑
j=1
|vlj |222ls ∼ ‖v‖2Hs ,
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and for s ∈ (ρ/2, 2]:

∞∑
l=0

M l∑
j=1
|vlj |222ls ≤ CLκ‖v‖2Hs ,

where κ = 0 if s < 2 and κ = 1 otherwise.

(W7) For f ∈ H̃t with t ∈ [ρ/2, 2] and s ∈ [0, ρ/2], the projection Qh : Y →
Yh defined by

Qhv :=
L∑
l=0

M l∑
j=1

vljψ
l
j

satisfies

‖(Id−Qh)f‖Hs ≤ Cht−s‖f‖Ht

For our purposes we define the so-called inner mother wavelet function ψ(x)
as the piecewise linear function vanishing outside (0, 1) and taking values
of (0,−1/2, 1,−1/2, 0) at the points (0, 1/4, 1/2, 3/4, 1). Then we define
ψlj(x) := ψ(2l−1x− (2j− 1)2−2) for 1 ≤ j ≤ 2l− 2 and l ≥ 2. The boundary
wavelets can be obtained by using the mother wavelet ψ∗(x) taking values
(0, 1,−1/2, 0) at (0, 1/4, 1/2, 3/4) and setting ψl0(x) = ψ∗(2l−1x), and the
mother wavelet ψ∗(x) taking values (0,−1/2, 1, 0) at (1/4, 1/2, 3/4, 1) and
setting ψl2l−1(x) = ψ∗(2l−1x − 2l−1 + 1). By rescaling the wavelets to our
domain Ω we can use them as a basis, since they satisfy all of the above
properties - for (W6) we refer to [4] Theorem 2.1, Remark 4.1 and [14]
Proposition 4.2, while for (W7) we can use (W6) and apply the approxima-
tion in Lemma 5.6.
Now, for the weighted sesquilinear form in the semi-discrete setting aω0 :
Yh × Yh → C denote its corresponding stiffness matrix by Aω, defined by
Aω

(l,j),(l′,j′) = aω0 (ψl′j′ , ψlj). As in the local hat basis case, this matrix is densely
populated. Therefore, we now substitute Aω with the matrix Ãω defined as

Ãω
(l,j),(l′,j′) :=

Aω
(l,j),(l′,j′) , if dist(Slj , Sl

′
j′) ≤ δl,l′ or Slj ∩ ∂Ω 6= ∅

0 otherwise,

where δl,l′ := c0 max{2−L+α̂(2L−l−l′), 2−l, 2−l′} for some compression factor
c0 > 0 and α̂ ∈ ( 4

4+ρ , 1]. It is clear that the larger the compression factor
c0, the denser the matrix Ãω is. The corresponding sesquilinear form is
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denoted by ãω and for convenience we set ã := ã0,A := A0, Ã := Ã0. We
define the equivalent norm ‖u‖aω :=

√
aω(u, u) ∼ ‖u‖Y , by using that aω

is continuous and coercive. We want coercivity and continuity also for ãω.

Lemma 5.8. For large enough compression factor c0 and ω ∈ [−η, η] there
exist α̃, β̃ > 0 such that for all vh, uh ∈ Yh:

|ãω(uh, vh)| ≤ α̃‖uh‖aω‖vh‖aω

Re ãω(uh, uh) ≥ β̃‖uh‖2aω .

Proof. See [15], Proposition 3.2

Thus, we again have continuity and coercivity of the perturbed form
ã. Further we can quantify the compression effectiveness by the following
lemma (see [8], Proposition 3)

Lemma 5.9. The number of non-zero elements of Ãω is of order O(N logN)
if α̂ < 1 and O(N(logN)2) if α̂ = 1 as N →∞.

The perturbed variational formulation now reads:
Find ũR,h ∈ H1([0, T ];Yh) such that

d

dt
(ũR,h(t), vh)L2 + ã(ũR,h(t), vh) = 〈g(t), vh〉Y ∗×Y , ∀vh ∈ Yh

ũR,h(0) = PL(ΦR−δu0),

and we still have unique solution due to Lemma 5.8.
Due to the expression for the hedging error in Theorem 3.3 and the defini-
tion of the operators Γ and ψ, we need a square integrable norm estimates
in time. The following theorem makes use of the representation of the solu-
tions of the variational and perturbed variational formulations by Duhamel’s
principle from Section 2.3 and shows that the error of semi-discretization is
independent of time, but the price is that we must have higher order norms
in the initial data and the right hand side (compare with [8] Theorem 1).

Theorem 5.10 (Error of the semi-discretization). If ρ < 3/2 and λR ≥
(2 + ρ)| log h| then for θ ∈ [0, 1] we have

‖uR(T )− ũR,h(T )‖Hθρ/2 ≤Ch2−θρ/2(‖u0‖H2∩Hρ
−λ,λ

+ ‖g‖L∞([0,T ];H2∩Hρ
−λ,λ)).
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For θ ∈ (0, 1] we have

‖uR − ũR,h‖L2([0,T ];H(1−δ)θρ/2) ≤Ch
2−θρ/2(‖u0‖H2∩Hρ

−λ,λ

+ ‖g‖L∞([0,T ];H2∩Hρ
−λ,λ)).

If u0 = 0 then for θ ∈ [0, 1] we have

‖uR − ũR,h‖L2([0,T ];Hθρ/2) ≤ Ch
2−θρ/2‖g‖L∞([0,T ];H2∩Hρ

−λ,λ).

Finally, if ρ ≥ 3/2 and λR ≥ 2| log h| the above estimates hold for θ = 1
and Hρ/2

−λ,λ instead of Hρ
−λ,λ.

Proof. See [13] Theorem 5.3.10.

5.5 Time discretization – discontinuous Galerkin (dG) for-
mulation. Error of the dG formulation

We need to discretize in time the perturbed variational formulation and
we use the discontinuous Galerkin (dG) scheme. The dG scheme takes into
consideration the fact that the solution of the variational formulation is
increasingly smooth as time to maturity increases and uses geometric mesh
with increasing mesh width and local polynomial degree in time to maturity.
More specifically, let a time mesh 0 = t0 < t1 < · · · < tMt = T and vector
of polynomial degrees r := (rm)Mt

m=0 be given, and denote Im = (tm−1, tm),
km = tm − tm−1 and M = (Im)Mt

m=1. For function u in the following space

H1(M , Yh) = {v ∈ L2([0, T ];Yh) : v|Im ∈ H1(Im, Yh),m = 1, 2, . . . ,Mt},

define the one-sided limits and jump term

u+
m := lim

s→0+
u(tm + s), m = 0, 1, . . . ,Mt − 1,

u−m := lim
s→0+

u(tm − s), m = 1, 2, . . . ,Mt,

JuKm := u+
m − u−m, m = 1, 2, . . . ,Mt − 1.

Let Prm(Im, S) denote the space of all polynomials on Im of degree rm with
values in some function space S and define our discrete space as:

S r(M , Yh) :=
{
u ∈ L2([0, T ];Yh) : u|Im ∈Prm(Im, Yh),m = 1, 2, . . . ,Mt

}
.
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Note that S r(M , Yh) ⊂ H1(M , Yh). Then our dG formulation reads:
Find ũdGR,h ∈ S r(M , Yh) such that for all w ∈ S r(M , Yh) we have

B̃dG(ũdGR,h, w) = FdG(w), (5)

where

B̃dG(u,w) :=
Mt∑
m=1

∫
Im

((u̇, w) + ã(u,w)) dt

Mt∑
m=1

(JuKm, w+
m) + (u+

0 , w
+
0 ),

and

FdG(w) :=
Mt∑
m=1

∫
Im
〈g(t), w(t)〉Y ∗×Y dt+ (PL(ΦR−δu0), w+

0 ).

We have the following existence and uniqueness result (see [12], Proposition
2.6).

Lemma 5.11. There exists a unique solution ũdGR,h ∈ S r(M , Yh) of (5).
The semi-discrete solution ũR,h also solves the dG formulation and satisfies
the following Galerkin orthogonality

B̃dG(ũR,h − ũdGR,h, w) = 0

for all w ∈ S r(M , Yh).

We also need stability estimates, because later we use sparse assembly
of the right hand side. For vh ∈ Yh and u ∈ S r(M , Yh) define

‖vh‖ã :=
√
|ã(vh, vh)| ∼ ‖vh‖Y

‖u‖2dG :=
∑
m=1

Mt

∫
Im
‖u‖2ãdt+ 1

2

(
‖u+

0 ‖
2
L2 +

Mt−1∑
m=1
‖JuKm‖2L2 + ‖u−Mt

‖2L2

)
.

The following lemma states the stability result.

Lemma 5.12. The solution ũdGR,h ∈ S r(M , Yh) of (5) satisfies:

‖ũdGR,h‖dG ≤ C(‖u0‖L2 + ‖g‖L2([0,T ];(Yh)∗)).
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Finally, we must take care of the error of the dG discretization. It turns
out that we can derive exponential bounds with respect to the number of
time mesh nodes Mt. For this purpose fix some σ ∈ (0, 1) and set µ :=
c3d| log σ| where d is the constant from assumption (G2) and c3 is positive
constant. The time mesh and the degree vector for some positive µ would
then be

t0 := 0, tm := TσMt−m, m = 1, . . . ,Mt,

r1 := 0, rm := bµmc, m = 2, . . . ,Mt.

Slight adaptation from [12], Theorem 5.4 leads to the following error bound.

Lemma 5.13. Take σ ∈ (0, 1) and Mt = 2 | log h|
| log σ| . Then ∃c3 > 0 such that:

‖ũR,h − ũdGR,h‖L2([0,T ];Y ) + ‖ũR,h(T )− ũdGR,h(T )‖L2 ≤ Cdh2.

The number of spatial equations to be solved is bounded by O(d| log h|2).

Proof. See [13] Theorem 5.4.3.

5.6 Solution algorithm – system diagonalization and precon-
ditioning, GMRES method and its error

This section is almost identical to [8], Section 4. Let Lj be the j-th
Legendre polynomial on (−1, 1) normalized such that Lj(1) = 1 and define
for m = 1, . . . ,Mt(

Φj :=
√
j + 1/2Lj

)
j=0,...,rm

, with ‖Φj‖L2(−1,1) = 1.

This is a basis of the polynomial space Prm(−1, 1) which after rescaling of
the domain will be used as basis at the m-th time step. For this purpose
define the following interval mapping:

Fm : (−1, 1)→ Im; Fm(t̂) := 1
2
(tm−1 + tm) + 1

2
kmt̂.

Now set ũdGR,h,m := ũdGR,h|Im and wm = w|Im for w ∈ S r(M , Yh). Then we
have the following basis representation on the time interval Im of the dG
solution and any other function in the solution space:

ũdGR,h,m(t, x) =
rm∑
j=0

ũdGR,h,m,j(x)(Φj ◦ F−1
m )(t)

wm(t, x) =
rm∑
j=0

wm,j(x)(Φj ◦ F−1
m )(t),
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where ũdGR,h,m,j , wm,j ∈ Yh. Having fully discretized the perturbed variational
formulation and fixed a basis with respect to time, we get the discrete for-
mulation as:
For every m = 1, . . . ,Mt, find (ũdGR,h,m,j)

rm
j=0 ∈ (Yh)rm+1 such that for all

(wm,i)rmi=0 ∈ (Yh)rm+1 we have,
rm∑
i,j=0

Cij(ũdGR,h,m,j , wm,i) + km
2

rm∑
i=0

ã(ũdGR,h,m,j , wm,i) =
rm∑
i=0

fm,i(wm,i),

where for i, j = 0, . . . , rm we have

Cij = σij

√
(i+ 1/2)(j + 1/2), σij =

(−1)i+j , if j > i

1 otherwise,

and

fm,i(v) =
∫
Im
〈g(t), wm,i〉Y ∗×Y (Φi ◦ F−1

m )(t)dt+ Φi(−1)(ũdG−R,h,m−1(tm−1), v),

where we set ũdG−R,h,0(0) = PL(ΦR−δu0).
We fix now some m = 1, . . . ,Mt and drop the subscript for short when
needed. Let Cij form the matrix C and M the mass matrix of the wavelet
basis. Then at time step m, with ⊗ denoting the Kronecker product, we
must solve the following linear system:(

C⊗M + k

2
I⊗ Ã

)
u = f, (6)

where u denotes the coefficient vector of ũdGR,h,m ∈ Prm(Im, Yh) and the
vector f is the right hand side evaluated at the wavelet basis of (Yh)rm+1

obtained by taking all (rm+1)-component vectors with rm zero components
and one element of the wavelet basis of Yh.
If we set Ñ := dimYh, the above is a linear system of size (r+1)Ñ and we can
decouple it into (r+1) linear systems of size Ñ . Indeed, let C = QTQH be
the Schur decomposition with unitary Q and upper triangular T, containing
on the main diagonal the eigenvalues λ1, . . . , λr+1 of C. Multiply (6) from
the left by QH ⊗ I to get:(

T⊗M + k

2
I⊗ Ã

)
w = g, with w = (QH ⊗ I)u, g = (QH ⊗ I)f. (7)

By denoting w = (w0, . . . , wr), j ∈ CÑ we can solve (7) by iteratively solving(
λj+1M + k

2
Ã
)
wj = sj ,
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for j = r, . . . , 0 where sj = g
j
−
∑r
l=j+1 Tj+1,l+1Mwj .

We can also precondition the system at each step with the matrix:

S =
(
Re(λj)I + k

2
D
)1/2

,

where D(i,l),(i,l) = 2lρ/2 is a diagonal matrix. Thus we must iteratively solve
for j = r, . . . , 0

S−1
(
λj+1M + k

2
Ã
)

S−1(Swj) = S−1sj ,

with unknown Swj via nG incomplete GMRES(m0) iterations (restarted
every m0 iterations). We end up with an approximate solution ũdG,GMRes

R,h

for which the following error bound holds true (see [9], Section 5.5.4).

Theorem 5.14. Take sufficiently large constants c0, c2 and c3 and set nG =
c0d

4+δ| log h|5, Mt = c2| log h|, µ = c3d. Then we have

‖ũdGR,h(T )− ũdG,GMRes
R,h (T )‖L2 + ‖ũdGR,h − ũ

dG,GMRes
R,h ‖L2([0,T ];Y ) ≤

≤ Chp+1(‖u0‖L2 + ‖g‖L2([0,T ];Y ∗
h

)).

The overall number of computation steps is bounded by O(d6+δN(logN)8).

5.7 Assembly of the right hand side. Sparse assembly of
Ψ, representation of Γ via the infinitesimal generator.
Wavelet transform, approximative operators and error
of the sparse assembly

In the previous section we were finally able to describe a procedure for
the assembly of the left hand side of the variational formulation of the PIDE
for both the approximate option price and hedging error functions V ε and
J ε. In this section, we would concentrate on the problem of computing the
corresponding right hand sides of the equations. Moreover we assume σ2 = 0
because the theoretical error estimates are valid only in this case.
First, notice that, up to basis transformations, the right hand side of the
equation for V ε is reconstructed from the components (AHε0 , ϕi)i. If we are
working in the wavelet basis, then we need the inverse wavelet transform
which results in O(N) additional computation steps and does not have im-
pact on the overall computation as can be seen from Theorem 5.14.
In the equation for the approximate hedging error J ε, however, the right
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hand side is given again up to basis transform by (ψ(V ε
, V

ε), ϕi)i where, in-
stead of V ε we use Ṽ

ε,dG,GMRes

R,h , which is given as a coordinate vector with
respect to the chosen basis. A naive approach, would be to compute the
right hand side with respect to all basis components, but this would result
in O(N3) computational steps. Therefore we use the special properties of Γ
in order to come up with reasonable approximation of the right hand side.
In [2] it was shown, that Γ can be represented in terms of the generator on
a suitable restricted domain. Specifically, define:

D2(Γ) := {(f, g) ∈ D(Γ); f, g, fg ∈ D(A)} , .

We have the following representation for (f, g) ∈ D2(Γ):

Γ(f, g) = AX(fg)− fAXg − gAXf. (8)

Indeed, from the definitions of AX and Γ we have:

(AX(fg))(x) :=
∫

R
(f(x+ y)g(x+ y)− f(x)g(x)− (ey − 1)g(x)Df(x)

− (ey − 1)f(x)Dg(x))k(y)dy + 1
2
σ2(g(x)D2f(x)

+ f(x)D2g(x) + 2Df(x)Dg(x)− g(x)Df(x)− f(x)Dg(x))

(f(AXg))(x) :=
∫

R
(f(x)g(x+ y)− f(x)g(x)− (ey − 1)f(x)Dg(x))k(y)dy

+ 1
2
σ2(f(x)D2g(x)− f(x)Dg(x))

(g(AXf))(x) :=
∫

R
(g(x)f(x+ y)− g(x)f(x)− (ey − 1)g(x)Df(x))k(y)dy

+ 1
2
σ2(g(x)D2f(x)− g(x)Df(x))

(AX(fg))(x)− (f(AXg))(x)− (g(AXf))(x) = σ2Df(x)Dg(x)

+
∫

R
(f(x+ y)− f(x))(g(x+ y)− g(x))F (dy)

= Γ(f, g)(x).

Note that the operators AX and A have dense corresponding matrices due to
the same reason - the integral part which corresponds to the jump part of the
Lévy process X. The same line of reasoning used for introducing the sparse
approximation matrix Ã of A in the perturbed variational formulation can
be used to introduce sparse approximation of AX . It can also be used to
derive sparse approximation matrix Ãω for the operator Aω corresponding
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to the sesquilinear form aω0 . Thus we implicitly change the notation for
short and identify AX to be A for the rest of this section, since we are inter-
ested only in the jump part of the generator. It seems natural to substitute
directly into the expression for Γ the already introduced sparse approxima-
tion for the generator. However, for the ensuing analysis we will further
introduce the approximative operator Aωd . This operator is defined through
the interpolation operator PI , the approximate orthogonal projection P̃L in-
troduced below and the already introduced sparse approximation operator
Ãω corresponding to the matrix Ãω. It has good analytical properties and
results in right hand side assembly done in O(N(logN)) computation steps.
Define first the approximate orthogonal projection operator P̃L as follows:

P̃L := (ϕi)>i B(M−1, γδ)(f, ϕi)i,

where

γδ =
⌈

2| log(1− e−δ)|
δ

⌉
,

and B(M−1, γδ) is the matrix consisting of the main diagonal, γδ lower and
γδ upper diagonals of M−1. This is a sparse approximation of the orthogo-
nal projection PL because, in general, even if M is sparse, M−1 is not.
In order to exploit the multiplicative property of PI we need to work in the
local hat basis (ϕlj). Thus we need not only the inverse wavelet transform,
but also an efficient wavelet transform. For both coordinate transform di-
rections we apply the multiscale wavelet transform described below.
Denote ϕl and ψl the local hat and wavelet bases column vectors respectively,
for the partition I l. Then there exists a matrix T ∈ Rdim(Y l+1)×dim(Y l+1)

such that:

Tϕl+1 = P

(
ϕl

ψl

)
,

where P sorts the elements of a vector increasingly according to the infimum
of the support of the its component functions. Specifically, P sorts both
bases as in the vector (ψl0, ϕl1, ψl1, . . . , ϕl2l−1, ψ

l
2l−1) and the matrix T is given
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by

T =



1 −1/2
1/2 1 1/2

−1/2 1 −1/2
. . . . . . . . .

1/2 1 1/2
−1/2 1


.

Take now f ∈ Yh and denote the coordinate vectors of f with respect to
local hat and wavelet bases ϕl and ψl respectively by cl and dl and notice
the trivial c0 := d0 since wavelet and hat bases coincide on partition of 1
interval. Then we have:

TP
(
cl

dl

)
= cl+1. (9)

Then the inverse wavelet transform is just finding cl+1 with given d0, d1, . . . , dl

which results in matrix vector multiplication with the tridiagonal matrix T
and results in O(N) steps. For the wavelet transform given cl+1 we must
solve (9) for ck and dk for k = 0, . . . , l which can be done using band matrix
solvers (see [5] Section 4.3) and results also in O(N) steps.
We will need integrability in space for the argument functions of the sparse
approximation of Γ so that we are able to derive error estimates. There-
fore we again use the idea of subtracting a smooth approximation functions
from its arguments. The terms which involve only the smooth approxima-
tion functions can be precomputed once using the operator Γ. To this end
define the following spaces for ω ∈ R and r ≥ 0:

DRω :=
{
eωxf ∈ Cp+3

b ∩D(A)
}
,

Dr
Ω :=

{
f ∈ Hr ∩H1/2+δ ∩ C̃p+2(Ω∗); f |R\(−R/2−δ,R/2+δ) = 0

}
,

and set DΩ := D0
Ω. The smooth functions that we subtract from the original

arguments will lie in DRω while the resulting differences will be in Dr
Ω.

Finally, the approximative operator Aωd : DΩ → Yh is defined as:

Aωd f := E−ωP̃LÃ
ωPI(Eωf),

where Ãω is the operator with corresponding matrix Ãω in the wavelet basis,
and all other operators on the right hand side are taken with respect to the
local hat basis. From the definition, it can be seen that computing the right
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hand side needs basis transformations (O(N)), pointwise vector multiplica-
tion (O(N)) and multiplication of sparse matrices Ãω and B(M−1, γδ) with
vectors and assembly (O(N(logN))). Our ultimate goal is deriving error
bounds for the sparse assembly of the right hand side. For shorter notation,
define for r, s ≥ 0:

‖f‖Ad(r,s,ω) := h−1/2−ν(‖f‖Hr
ω

+ hs‖f‖Hr+s
ω

).

Assume also that ω, ωf , ω − ωf ∈ (−η, η) and for ω∗ = |ω| ∨ |ωf | ∨ |ω − ωf |
we set cR ≥ 23/2−ν

η−ω∗ . On the space

D(Γ̂d) := {(f, g) ∈ DΩ ×DΩ; fg ∈ DΩ},

define the approximative carré-du-champ operator Γ̂ωf ,ωd : D(Γ̂d)→ Yh as:

Γ̂ωf ,ωd (f, g) := Aωd (fg)− fAω−ωfd g − gAωfd f.

Notice that the above definition is similar to the representation (8). In
order to compare Γ and Γ̂ωf ,ωd , we define an intersection of their domains
depending on r ≥ 0:

DΓ̂d
r := {(f, g) ∈ D2(Γ) ∩ (Dr

Ω ×Dr
Ω); fg ∈ Dr

Ω},

and for notational convenience introduce the norm estimate for r, s ≥ 0

‖f, g‖Γ̂d(r,s,ωf ,ω) := ‖f‖Ad(r,s,ωf )‖g‖H1/2+δ
ω−ωf

+ ‖g‖Ad(r,s,ω−ωf )‖f‖H1/2+δ
ωf

.

Now we can define the approximation of Γ that we would use in the numerical
implementation and that represents the idea of subtracting smooth functions
from the argument functions. To this end for

D(Γd) :=
{

(f, f̃ , g, g̃) ∈
⋃

ω1,ω2∈[−η,η]
(C(R)×Dω1

R × C(R)×Dω2−ω1
R ;

f − f̃ , g − g̃ ∈ DΩ)
}
,

define Γωf ,ωd : D(Γd)→ Cb as

Γωf ,ωd (f, f̃ , g, g̃) :=Γ̂ωf ,ωd (f − f̃ , g − g̃)

+
(
Aωd (f̃(g − g̃))− f̃Aω−ωfd (g − g̃)− (g − g̃)Af̃

)
+
(
Aωd (g̃(f − f̃))− g̃Aωfd (f − f̃)− (f − f̃)Ag̃

)
+ Γ(f̃ , g̃).
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We again define the respective intersection of domains of Γ and Γωf ,ωd for
r ≥ 0 as:

DΓd
r,ωf ,ω

:=
{

(f, f̃ , g, g̃) ∈ C(R)×Dωf
R × C(R)×Dω−ωf

R ; (f − f̃ , g − g̃) ∈ Dr
Ω

and (f, g), (f̃ , g), (f, g̃), (f̃ , g̃) ∈ D2(Γ)
}
,

and for shorter notation the norm estimate for r, s ≥ 0

‖f, f̃ , g, g̃‖Γd(r,s,ωf ,ω) :=‖f − f̃ , g − g̃‖Γ̂d(r,s,ωf ,ω) + h−δ‖g − g̃‖Ad(r,s,ω−ωf )‖f̃‖C1+p
ωf

+ h−δ‖f − f̃‖Ad(r,s,ωf )‖g̃‖C1+p
ω−ωf

.

The arguments of Γωf ,ωd are both original arguments of Γ as well as the
smooth approximations that we subtract from them. As mentioned, and as
can be seen from the definition, we use the operator Γ and the generator A
for computing the terms involving only the smooth approximation functions.
Finally we can define the approximative operator ψωf ,ωd : D(Γd)→ Cb as

ψ
ωf ,ω
d (f, f̃ , g, g̃) :=Γωf ,ωd (f, f̃ , g, g̃)− 1

ce2x
Γωf ,ωf−1
d (f, f̃ , exp, exp)×

× Γω−ωf ,ω−ωf−1
d (g, g̃, exp, exp),

and the corresponding notation of the norm estimate for r, s ≥ 0

‖f, f̃ , g, g̃‖ψd(r,s,ωf ,ω) :=‖f, f̃ , g, g̃‖Γd(r,s,ωf ,ω) + ‖f − f̃‖Ad(r,s,ωf )‖g, g̃‖
ω
(1/2+δ,ω−ωf )

+ ‖g − g̃‖Ad(r,s,ω−ωf )(h
1/2+ν‖f − f̃‖Ad(1/2+ν+δ,ν+1/2,ωf )

+ ‖f, f̃‖ω(1/2+δ,ωf )).

Notice that in the expression for ψωf ,ωd the terms Γωf ,ωf−1
d (f, f̃ , exp, exp)

and Γω−ωf ,ω−ωf−1
d (g, g̃, exp, exp) are well-defined because exp ∈ D−1

R and
therefore (f, f̃ , exp, exp), (g, g̃, exp, exp) ∈ D(Γd). In our actual implemen-
tation we substitute ψ(f, g) with PIψ

0,0
d (f, f̃ , g, g̃) - we use weighting only

for theoretical purposes. The main result for the error and stability of the
sparse assembly follows.

Theorem 5.15. For m,m1 = 1, 2,(f, f̃ , g, g̃) ∈ DΓd
(m+ν+1/2,0,0) and ψ(f, g) ∈

L∞ we have

‖ψ(f, g)− PIψ0,0
d (f, f̃ , g, g̃)‖Y ∗

h

≤ Chm‖f, f̃ , g, g̃‖ψd(m,ν+1/2,0,0) + hm1‖ψ(f, g)‖Cm1 + ‖ψ(f, g)‖L∞(R\ΩI).
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Moreover, for (f, f̃ , g, g̃) ∈ D(Γd) we have

‖PIψ0,0
d (f, f̃ , g, g̃)‖Y ∗

h

≤ Ch−δ
(
‖f, f̃ , g, g̃‖Γd(m,δ+1/2,0,0) + ‖g − g̃‖H1/2+δ‖Af̃‖L2

+ ‖f − f̃‖H1/2+δ‖Ag̃‖L2 + ‖Γ(f̃ , g̃)‖H1/2+δ

+ (‖f − f̃‖Ad(0,1/2+δ,0) + ‖f, f̃‖ω(1/2+δ,0))(‖g − g̃‖
Ad
(0,1/2+δ,0) + ‖g, g̃‖ω(1/2+δ,0))

)
Proof. See [13] Theorem 5.6.8.

5.8 Final variational formulation. Overall error of the option
price, optimal strategy and hedging error

Taking into consideration the right hand side we now have the following
variational formulation for the option price:
Find ũε,dGR,h ∈ S r(M , Yh) such that for all w ∈ S r(M , Yh) we have

B̃dG(ũε,dGR,h , w) =
∫ T

0
〈AHε0(t), w(t)〉Y ∗×Y dt+ (PL(ΦR−δ(Hε −Hε0)), w+

0 ),

(10)

with the respective solution computed by the GMRES method denoted by
ũε,dG,GMRes
R,h . Thus, the approximation of the option price function is given

by:

Ṽ := ũε,dG,GMRes
R,h +H

ε0 .

For the application of ψ0,0
d we need its arguments to be functions in DΩ

but Ṽ − Hε0 /∈ DΩ because it has larger support. Therefore for r > 0 we
introduce

Ṽ r := Φrũ
ε,dG,GMRes
R,h +H

ε0 ,

and we note that Ṽ R = Ṽ . The approximate trading strategy is now given
by

ϑ̃ = PI

( 1
ce2x

Γ0,−1
d (Ṽ R/2 −H

ε0 , 0, exp, exp)
)

+ 1
ce2x

Γ(Hε0 , exp).

The hedging error variational formulation is:
Find J̃

ε,dG,∆
R,h ∈ S r(M , Yh) such that for all w ∈ S r(M , Yh) we have

B̃dG(J̃
ε,dG,∆
R,h , w) =

∫ T

0
〈PIψ0,0

d (Ṽ R/2, H
ε0 , Ṽ R/2, H

ε0)(t), w(t)〉Y ∗×Y dt, (11)
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and is well-defined due to (Ṽ R/2, H
ε0 , Ṽ R/2, H

ε0) ∈ D(Γd). Denote the
approximate solution of (11) via the GMRES method by J̃ and introduce
the following indicator function:

κ :=

1 , ρ ≥ 3/2

0 otherwise.

We have the following result on the approximate solutions of the variance-
optimal hedging problem where we have error bounds depending only on h,
or equivalently on the number of computation steps.

Theorem 5.16. Undoing the transformations that we have previously ap-
plied, the approximate solutions are given by

Ṽ (T, x) := KeqT Ṽ (T, x− (σ2/2 + c1)T + logK),

ϑ̃(t, x) := Keqtϑ̃(t, x− (σ2/2 + c1)t+ logK)

J̃(T, x) := KeqT J̃(T, x− (σ2/2 + c1)T + logK).

Letting ε := Chs, denoting M the number of computation steps and defining
the following constants

sV := 1,

sϑ := 3/2− (1 + 1/2κ)ν − cR/2− 2δ
2

,

sJ := 1− (1 + 1/2κ)ν − δ
2

,

we have the error bounds:

‖V (T )− Ṽ (T )‖L2 ≤ CM (−1+δ)3/2sV ,

‖ϑ− ϑ̃‖L2([0,T ];L2) ≤ CM (−1+δ)3/2sϑ ,

‖J(T )− J̃(T )‖L2 ≤ CM−
3/2sJ

1+(6+δ)νs+δ

Proof. See [13] Corollary 5.7.7.

5.9 Implementation issues – computation of certain Γ ex-
pressions and assembly of the approximative operators
through functions of the kernel. Implementation for the
CGMY kernel

We still have to deal with the terms that we have subtracted from the
right hand side of both PIDE equations in order to have numerical tractabil-
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ity, i.e. terms involving Hε0 , or equivalently just Hε0 , because the opera-
tors of interest do not act on the time variable. Indeed, we must compute
Γ(Hε0 , Hε0),Γ(Hε0 , exp) and assemble the sparse stiffness matrix Ãω of the
wavelet basis, where the weighted version at ω = −1 is needed for the
approximative operator ψ0,0

d . Notice that the terms which are not straight-
forward to compute correspond to the jump part of these operators and ma-
trices, so we are interested only in them. For that purpose assume σ2 = 0
and ignore the part of A corresponding to coercivity ensuring parameter q.
The implementation would be devised, so that it is easy to implement anew
when we change the distributional assumptions.
We introduce now the functions that will contain the dependance on the
distributional assumptions (i.e. the kernel) and with the help of which, we
will compute the right hand side expressions. They are the so-called an-
tiderivatives of the kernel function k(x) corresponding to the Lévy measure
F (x) of the underlying process X. For k(0)(x) := k(x) and i ∈ N

k(−i)(x) :=

−
∫∞
x k(−i+1)(y)dy , x > 0∫ x

−∞ k
(−i+1)(y)dy , x < 0

By assumption (A4) we get the same exponential bound as z → + − ∞
for the antiderivatives as well as the derivatives. Denote also the weighted
function k(−2)

ω (x) := eωxk(−2)(x).
In the computations, we consider a regularized payoff function of the form

Hε0(x) := (1− ex)1(−∞,−ε0)(x) + q̃(x)1[−ε0,ε0](x),

where ε0 > 0 and q̃ is polynomial such that Hε0 is at least in C2(R). We
need to compute

Γ(f, g) = A(fg)− fAg − gAf.

We assume now that we have applied the removal of drift even in the case
ρ ≥ 1. This does not change our results up until now, since we never
assumed ρ ≥ 1. However this simplifies case study because in this case the
jump part of the operator A can be written in the following general form,
by subtracting from AX the expression for the drift:

Af(x) =
∫

R
(f(x+ y)− f(x)− yf ′(x))k(y)dy.
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Therefore, it is sufficient to compute Ag where

g(x) = emx1(−∞,−ε0)(x) or g(x) = emxp(x)1[−ε0,ε0](x),

for m ∈ N,m ≤ η (so that Ag is finite) and p some polynomial. Hε0 is
sufficiently smooth, so that we can compute the integrals involved in Ag

only on the respective domains, without worrying about jumps at −ε0 due
to taking derivatives of indicator function. Notice that for any function
f ∈ H̃2 we have by twice integrating by parts

Af(x) =
∫ ∞
0

(f(x+ y)− f(x)− yf ′(x))k(y)dy =
∫ ∞
0

f ′′(x+ y)k(−2)(y)dy

Af(x) =
∫ 0

−∞
(f(x+ y)− f(x)− yf ′(x))k(y)dy =

∫ 0

−∞
f ′′(x+ y)k(−2)(y)dy,

and thus

Af(x) =
∫

R
(f(x+ y)− f(x)− yf ′(x))k(y)dy =

∫
R
f ′′(x+ y)k(−2)(y)dy.

(12)

Ignoring derivative jump terms as explained above, for g(x) = emx1(−∞,−ε0)(x)
we obtain

Ag(x) =
∫ −ε0
−∞

(em(x+y) − emx −myemx)k(y)dy, (13)

and if g(x) = emxp(x)1[−ε0,ε0](x)

Ag(x) = emx
∫ ε0

−ε0
k(−2)
m (y)(m2p(x+ y) + 2mp′(x+ y) + p′′(x+ y))dy. (14)

We can work out an explicit formula for the integral (13) as explained at
the end of this section, while for (14) we choose a gaussian quadrature rule
for simplicity and because the integral is on a finite interval.
Now, we are interested in assembling the sparse stiffness matrix Ãω or equiv-
alently the computation of the terms aω(ψli, ψl

′
i′) for the wavelet basis. Our

approach is to compute aω(ϕi, ϕi′) and then we can use the wavelet trans-
form and the bilinearity of aω to obtain aω(ψli, ψl

′
i′). After that we can set

to 0 the entries corresponding to basis wavelet functions with large distance
between their supports. To this end, since ϕi ∈ H̃2 we get by integrating by
parts (12) the unweighted version

a(ϕi, ϕj) := (−Aϕi, ϕj)L2 = −
∫
Ω

∫
Ω
ϕ′′i (x+ y)k(−2)(y)dyϕj(x)dx

=
∫ xj+1

xj−1

∫ xi+1

xi−1
ϕ′i(y)ϕ′j(x)k(−2)(y − x)dydx,
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where i, j = 1, . . . , N − 1 and x0 = −R. We want to obtain more explicit
expression. Denote for j ∈ N0

k+
j :=

∫ h

0

∫ (j+1)h

jh
k(−2)(y − x)dydx

k−j :=
∫ (j+1)h

jh

∫ h

0
k(−2)(y − x)dydx.

Now for j ≥ i,i, j = 1, . . . , N − 1 by using that the first derivatives of the
local hat basis functions are piecewise constants we obtain

a(ϕj , ϕi) =
∫ xi+1

xi−1

∫ xj+1

xj−1
ϕ′j(y)ϕ′i(x)k(−2)(y − x)dydx

= 1
h2

(
2
∫ h

0

∫ (j−i+1)h

(j−i)h
k(−2)(y − x)dydx−

∫ h

0

∫ (j−i+2)h

(j−i+1)h
k(−2)(y − x)dydx

−
∫ h

0

∫ (j−i)h

(j−i−1)h
k(−2)(y − x)dydx

)
.

Analogous result can be obtained when j < i. Write the above in compact
form for the hat basis stiffness matrix A and i = 1, . . . , N − 1

Ai,i := a(ϕi, ϕi) = 1
h2 (2k+

0 − k
+
1 − k

−
1 ),

Ai,i+j := a(ϕi+j , ϕi) = 1
h2 (2k+

j − k
+
j+1 − k

+
j−1), j = 1, . . . , N − i− 1

Ai,i−j := a(ϕi−j , ϕi) = 1
h2 (2k−j − k

−
j+1 − k

−
j−1), j = 1, . . . , i− 1.

We can compute k+
j and k−j exactly by using antiderivatives of order −3

and −4 like

k+
0 = k−0 :=

∫ h

0

∫ h

0
k(−2)(y − x)dydx

=
∫ h

0
(k(−3)(0−)− k(−3)(−x) + k(−3)(h− x)− k(−3)(0+))dx

= h(k(−3)(0−)− k(−3)(0+)) + k(−4)(−h)− k(−4)(0−)− k(−4)(0+) + k(−4)(h),

where k(−i)(0−), k(−i)(0+) are respectively the left and right limits at 0. By
analogy we obtain

k+
j = −2k(−4)(jh) + k(−4)((j − 1)h) + k(−4)((j + 1)h), j = 1, . . . , N − 1

k−j = −2k(−4)(−jh) + k(−4)(−(j − 1)h) + k(−4)(−(j + 1)h), j = 1, . . . , N − 1,

where if j = 1 we have k(−4)(−(j − 1)h) = k(−4)(0−) and k(−4)((j − 1)h) =
k(−4)(0+).
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For the assembly of the weighted hat basis stiffness matrix Aω we use nu-
merical quadrature after noting that E−ωϕi ∈ H̃2 and we have

aω(ϕi, ϕj) := (Eω(−A)E−ωϕi, ϕj)L2

=−
∫

R

∫
R
(E−ωϕi)′′(x+ y)k(−2)(y)dyϕj(x)eωxdx

= −ω2
∫

R

∫
R
ϕi(x+ y)e−ωyk(−2)(y)dyϕj(x)dx

+ 2ω
∫

R

∫
R
ϕ′i(x+ y)e−ωyk(−2)(y)dyϕj(x)dx

−
∫

R

∫
R
ϕ′′i (x+ y)e−ωyk(−2)(y)dyϕj(x)dx

= −ω2
∫ xj+1

xj−1

∫ xi+1

xi−1
ϕi(y)k(−2)

−ω (y − x)dyϕj(x)dx

+ 2ω
∫ xj+1

xj−1

∫ xi+1

xi−1
ϕ′i(y)k

(−2)
−ω (y − x)dyϕj(x)dx

+
∫ xj+1

xj−1

∫ xi+1

xi−1
ϕ′i(y)k

(−2)
−ω (y − x)dyϕ′j(x)dx.

The operator Aωd f := E−ωP̃LÃ
ωPI(Eωf) which is used in ψ0,0

d can now be
computed, because Ãω acts on element in the basis space (i.e. PI(Eωf)) and
thus for computing P̃LÃωPI(Eωf) we only need the corresponding sparse
stiffness matrix Ãω.
To give a practical example we mention the case when X is CGMY process.
This means X is pure jump (i.e. σ2 = 0) Lévy process with kernel function
k(x) corresponding to the jump measure F (x) given by

k(x) := C


e−Mx

x1+Y , if x > 0,
eGx

(−x)1+Y , if x < 0,

where C,G > 0,M > 1 and Y < 2. If G > 2,M > 2 and Y > 0, then X
satisfies assumptions (A1)−(A4). It turns out that this form of kernel allows
exact integration and expression for its antiderivatives - for this purpose
symbolic integration software can be used.

6 Numerical results

In the numerical experiments we use CGMY underlying process with
parameters

C = 1, G = 9,M = 15, Y = 0.2.
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We consider European put option with strike K = 1 and maturity 1. We
further set the coercivity ensuring parameter q = 0 and the slope of the
dG scheme µ = 2. We do not subtract Hε0 before solving the option price
equation, i.e. we do not solve for the excess to payoff. As reference solution
we use the finer mesh level that we were able to compute in reasonable time,
that is L = 5. The errors at strike price at time to maturity for levels L = 3
and L = 4 are 0.0109 and 0.0067 respectively so we obtain convergence.
For the trading strategy we do not get reasonable results. Below are graphs
depicting the strategy.
The hedging error is expensive to compute because of the right hand side
function and the necessity to do numerical integration and scalar product
in each time interval of the dG scheme, resulting in evaluations of the ap-
proximative operator ψ0,0

d .
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Figure 1: Put option price Ṽ (t, x) at time t = 1 and L = 3
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Figure 2: Put option price Ṽ (t, x) at time t = 1 and L = 4
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Figure 3: Put option price Ṽ (t, x) at time t = 1 and L = 5
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Figure 4: Trading strategy ϑ̃(t, x) at time t = 1 and L = 3
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Figure 5: Trading strategy ϑ̃(t, x) at time t = 1 and L = 4
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Figure 6: Trading strategy ϑ̃(t, x) at time t = 1 and L = 5
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