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## Original motivation: The Last Arrival Problem

$X_{1}, X_{2}, \cdots, X_{N}$ i.i.d. $U[0,1]$ 's ; sequentially observed.


Objective: Stop online on the last arrival!
Interesting versions of the l.a.p:
(a) Prior distribution or partial information about $N$
(b) Game version (Wästlund (2011))
(c) No information except $N<\infty$ a.s. (The l.a.p.)
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Central question: Can we prove that the I.a.p. is an ill-posed problem?
$\ldots . .$.
$\ldots . .$.

Conclusion: As we understand no-information, it is not possible to prove that the l.a.p. is ill-posed.
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(v) Sequential observation $\Longrightarrow$ relevant process is $\left(N_{t}\right)_{0<t \leq 1}$

$$
\begin{array}{r}
N_{t}=\sum_{k=1}^{N} \mathbf{1}\left\{X_{k} \leq t\right\} \\
\mathcal{F}_{t}=\sigma\left\{N_{u}: 0 \leq u \leq t\right\}
\end{array}
$$
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Indeed:
Using "no-formation" , i.e. at time $t$ no other information than that contained in $\mathcal{F}_{t}$, and

$$
\begin{gathered}
\mathrm{E}\left(N_{t}\right)=t N \\
\mathrm{E}\left(\mathrm{E}\left(N_{t+s} \mid \mathcal{F}_{t}\right)\right)=(t+s) N=(t+s) \mathrm{E}\left(\frac{N_{t}}{t}\right)
\end{gathered}
$$
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But .... is there anything deeper to all this?
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Carr, Geman, Madan and Yor (2011):
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$$
P\left(\Pi_{T}=n \mid \mathcal{F}_{t}\right)=\binom{n}{\Pi_{t}} p(t, T)^{\Pi_{t}+1}(1-p(t, T))^{n-\Pi_{t}}
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where $\Pi_{0}=0$ and $\left(\mathcal{F}_{t}\right)=\sigma\left(\left\{\Pi_{u}: u \leq t\right\}\right)$. Then $\left(\Pi_{t}\right)$ is called a Pascal process with parameter function $p(t, T)$.

Q: How to see whether p.i.-property?
A: Think in terms of odds "future/past"!!!

## Theorem

Every Pascal process $\left(\Pi_{t}\right)$ augmented by 1 has odds-proportional increments with odds $r(t, T):=(1-p(t, T)) / p(t, T)$, where $p(t, T)$ is the corresponding parameter function, that is

$$
E\left(\Pi_{T}-\Pi_{t} \mid \mathcal{F}_{t}\right)=r(t, T)\left(\Pi_{t}+1\right) \text { a.s. }
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## Theorem

If $\left(\Pi_{t}\right)_{t \geq 0}$ is a Pascal process with parameter function $p(t, T)$ and filtration $\mathcal{F}_{t}=\sigma\left(\left\{\Pi_{u}: 0 \leq u \leq t\right\}\right)$, then the process $\left(R_{t}\right)_{t \geq 0}$ defined by
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\begin{equation*}
R_{t}=\frac{\Pi_{t}+1}{p(t, T)} \tag{3}
\end{equation*}
$$

is a $\mathcal{F}_{t}$-martingale on $\left.] 0, T\right]$.

Further generalizations: "f-increment processes"
Conclusion: Quite some room for discovering p.i.-processes!
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- 1/e-law of best choice (B., Ann of Probab.1984) P.i.-property based proof more elegant, but the open question remains....
- Success: Solution of the I.a.p.!

Main steps to the solution:
$\left(N_{t}\right)$ only relevant "learning" process
$\left(N_{t}\right) / t$ has the same jump times
$\left(N_{t} / t\right)$ is a $\mathcal{F}_{t}$-martingale
Confine search optimal stopp. time $\tau<1$ !
Poisson proc. compatibility in final step
Odds-Theorem of optimal stopping

## Solution of the I.a.p.

## Theorem

Let $T_{k}=X_{<k, N>}, k=1,2, \cdots, N$ be the (a.s) strictly increasing jump times of $\left(N_{t}\right)$. Further let

$$
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with $\tau$ defined to be 1 if empty. Then $\tau$ is optimal for the I.a.p.
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Let $T_{k}=X_{<k, N>}, k=1,2, \cdots, N$ be the (a.s) strictly increasing jump times of $\left(N_{t}\right)$. Further let

$$
\left.\left.\tau=\inf \left\{T_{k} \in\right] 0,1\right]: k \leq \frac{T_{k}}{1-T_{k}}\right\}
$$

with $\tau$ defined to be 1 if empty. Then $\tau$ is optimal for the I.a.p.
(i) Odds theorem of opt. stop. ( B., Ann. of Probab. (2000))

## Theorem

Let $I_{1}, I_{2}, \cdots, I_{n}$ be independent indicators on some $(\Omega, \mathcal{A}, P)$ with known $p_{k}=\mathrm{E}\left(I_{k}\right)$. We want to stop (online) with maximum probability on the last "success". An optimal strategy $\tau$ exists and is as follows:
$r_{k}:=p_{k} /\left(1-p_{k}\right)$
$s:=$ largest $k$ with $r_{n}+r_{n-1}+\cdots+r_{k} \geq 1$
( $s:=1$ if no such $1 \leq k \leq n$ exists)

$$
\tau=\min \left\{s \leq k \leq n: I_{k}=1\right\} \text { is optimal }
$$
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(ii) Addendum to the Odds theorem ( B., Ann. of Probab. (2003))

If all odds sum up to at least one, then $\tau$ always succeeds with probability $\geq 1 / e$.
(iii) How to pass from discrete time and fixed $n$ to continuous time and unknown $N$ ?

This is easy for any counting process with independent increments; Specifically in Poisson process case:

Take Riemann sum limit for limiting odds

$$
\lim _{d t \rightarrow 0} \frac{1}{d t}\left(\lambda_{t} d t+o(d t)\right) /\left(1-\lambda_{t} d t-o(d t)\right)=\lambda_{t}
$$

( $\Longrightarrow$ integral version of odds-algorithm (B. (2000)))
(iv) Confine interest to stopping times $\tau<1$.
(iv) Confine interest to stopping times $\tau<1$.
(iv) Slightly more general integral version of the odds algorithm (adapted to the I.a.p.):

Let $\left(Y_{t}\right)$ be a counting process on $\left(\Omega, \mathcal{G},\left(\mathcal{G}_{t}\right)_{t \geq 0}, P\right)$. Suppose there exists $s>0$ such that $\left(Y_{t}\right)_{t \geq s}$ is a PP with rate $\Lambda_{t}$ possibly depending on $\mathcal{G}_{s}$, then ......
(v) Recall martingale property of $\left(N_{t} / t\right)$.
(v) Recall martingale property of $\left(N_{t} / t\right)$.
(a) Let $\tau$ be any $\mathcal{F}_{t}$-stopping time and define

$$
M_{t}^{\tau}:=\mathbf{1}_{\{t \leq \tau\}} N_{t}+\mathbf{1}_{\{t>\tau\}}\left(N_{\tau}+\mu_{t-\tau}\left(\Lambda_{\tau}\right)\right),
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where $\mu$ denotes a homogeneous Poisson Process of rate (.).
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$$

where $\mu$ denotes a homogeneous Poisson Process of rate (.).
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(v) Recall martingale property of $\left(N_{t} / t\right)$.
(a) Let $\tau$ be any $\mathcal{F}_{t}$-stopping time and define

$$
M_{t}^{\tau}:=\mathbf{1}_{\{t \leq \tau\}} N_{t}+\mathbf{1}_{\{t>\tau\}}\left(N_{\tau}+\mu_{t-\tau}\left(\Lambda_{\tau}\right)\right),
$$

where $\mu$ denotes a homogeneous Poisson Process of rate (.).
(b) We want $\left(M_{t}^{\tau}\right) / t$ to satisfy the martingale property of $\left(N_{t} / t\right)$.
(c) A necessary condition for $M_{t}^{\tau}$ to be a martingale is to impose $\Lambda_{\tau}=N_{\tau} / \tau$ ("Poisson shadow" of $\left(N_{t}\right)$ in $\tau$ )

## Theorem

If $N$ turns out to be $n$ then the win probability equals

$$
w_{n}=\frac{n!}{n+1} \int_{0}^{1 / 2} \int_{x_{1}}^{2 / 3} \int_{x_{2}}^{3 / 4} \cdots \int_{x_{n-2}}^{(n-1) / n} d x_{n-1} \cdots d x_{2} d x_{1}
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## Theorem

If $N$ turns out to be $n$ then the win probability equals

$$
w_{n}=\frac{n!}{n+1} \int_{0}^{1 / 2} \int_{x_{1}}^{2 / 3} \int_{x_{2}}^{3 / 4} \cdots \int_{x_{n-2}}^{(n-1) / n} d x_{n-1} \cdots d x_{2} d x_{1} .
$$

(i) $w_{1}=1 / 2 ; w_{2}=1 / 3 ; \forall n: \frac{5}{16} \leq w_{n} \leq \frac{1}{2}$
(ii) $w_{n}<1 / e, \forall n \geq 2$.
(iii) $\lim _{n \rightarrow \infty} w_{n}=1 / e$
$\left(w_{n}\right)_{n \geq 3} \uparrow 1 / e$. (Conjecture solved on MathOverview!)

## Conclusion

P.i.-processes seem somewhat special ....

## Conclusion

P.i.-processes seem somewhat special ....
but they are tractable and possibly broader than one might think

## Conclusion

P.i.-processes seem somewhat special ....
but they are tractable and possibly broader than one might think and interesting as a modelling tool giving easily acces to martingales.
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