Performance of greedy algorithm for Kolmogorov widths

P. Wojtaszczyk

University of Warsaw
Perspectives in Analysis and Probability

Conference in Honor of Freddy Delbaen
Zurich, September 24, 2012

P. Wojtaszczyk (ICM, Warsaw) Greedy 24.1X.2012 1/21



Outline of the talk

© Motivation

© Greedy selection
© Direct estimates
@ Technical setup
© Rates of decay
@ Banach space

@ Greedy selection is unrealistic

P. Wojtaszczyk (ICM, Warsaw) Greedy

24.1X.2012

2/ 21



Reduced basis

Let F C RY be a compact set e.g. F = [0,1]¢ with d = 50 and let

Df=g peckE (1)

be a family of uniformly elliptic PDE’s.
For a given p € F solving (1) is time consuming.

P. Wojtaszczyk (ICM, Warsaw) Greedy 24.1X.2012 3/21



Reduced basis

Let F C RY be a compact set e.g. F = [0,1]¢ with d = 50 and let

Df=g peckE (1)

be a family of uniformly elliptic PDE’s.

For a given € F solving (1) is time consuming. We want to prepare
ourselves to do it fast — on line.

P. Wojtaszczyk (ICM, Warsaw) Greedy 24.1X.2012 3/21



Reduced basis

Let F C RY be a compact set e.g. F = [0,1]¢ with d = 50 and let
Df=g nek 1

be a family of uniformly elliptic PDE’s.

For a given € F solving (1) is time consuming. We want to prepare
ourselves to do it fast — on line. Idea of reduced basis method: (end of
XX-century)

We solve (1) for pu1, ..., pun to get f,,,..., 1, and for given p we

approximate the solution
n
fu~ Y ajfy,.
j=1
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Reduced basis

Let F C RY be a compact set e.g. F = [0,1]¢ with d = 50 and let
Duf=g npeE (1)

be a family of uniformly elliptic PDE’s.

For a given € F solving (1) is time consuming. We want to prepare
ourselves to do it fast — on line. Idea of reduced basis method: (end of
XX-century)

We solve (1) for pu1, ..., pun to get f,,,..., 1, and for given p we

approximate the solution
n
fu~ Y ajfy,.
j=1

How to find basis elements?
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Greedy selection of reduced basis, Maday-Patera-Turinici,
2002

This is a very theoretical version of the scheme.

Let L =: {f, : p € F} beacompact subset of certain Banach space X
or a Hilbert space H.

We define 11, ... pp as follows (f; = fuj)
Q fi = argmax{||f|| : f €K}
@ Given fi,...,f, we define E, = span {f,

..., fp} and put
foy1 = argmax{dist (f, E,) : f € K}
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We want to estimate the performance of this procedure.
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Greedy selection of reduced basis, Maday-Patera-Turinici,
2002

This is a very theoretical version of the scheme.

Let L =: {f, : p € F} beacompact subset of certain Banach space X
or a Hilbert space H.

We define fi1, . .. un as follows (f; = 1)
Q fi = argmax{||f| : f €K}
@ Given fi,...,f, we define E, = span{f,...,f,} and put
foy1 = argmax{dist (f, E,) : f € K}
We want to estimate the performance of this procedure.

We define 0,(K) = supscic dist (£, E,).
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Greedy selection of reduced basis, Maday-Patera-Turinici,
2002

This is a very theoretical version of the scheme.

Let L =: {f, : p € F} beacompact subset of certain Banach space X
or a Hilbert space H.

We define fi1, . .. un as follows (f; = 1)
Q fi = argmax{||f|| : f € K}
@ Given fi,...,f, we define E, = span{f,...,f,} and put
for1 = argmax{dist (f, E,) : f € K}

We want to estimate the performance of this procedure.

We define 0,(K) = supscic dist (£, E,).
Recall the Kolmogorov width
dn(K) = inf sup dist(f, F)
F rex
where F is a subspace of dimension < n.

Clearly always dp(K) < 0,(K).
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This talk reports

Results from two papers

BCDDPW Peter Binev, Albert Cohen, Wolfgang Dahmen, Ronald
DeVore, Guergana Petrova, P.W., Convergence Rates for
Greedy Algorithms in Reduced Basis Methods SIAM J. Math.
Anal. vol.43 N.3 pp. 1457-1472 (2011)

DPW Ronald DeVore, Guergana Petrova, P.W., Greedy Algorithms
for Reduced Basis in Banach Spaces submitted
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Let us digress

Note that £, € K. We define

dn(K) = inf sup dist(f, F)
F fex

where F is a subspace of dimension < n spanned by elements from K.
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Let us digress

Note that £, € K. We define

dn(K) = inf sup dist(f, F)
F fex

where F is a subspace of dimension < n spanned by elements from K.

Theorem (BCDDPW)

The following holds:

(i) For any compact set F C H and any n > 0, we have
dn(F) < (n+1)dp(F).

(ii) Given any n > 0 and € > 0, there is a set F C ‘H such that
do(F) > (n—1—€)dp(F).
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Direct comparison

A.Buffa, Y.Maday, A.T.Patera, C.Prud’homme, G.Turinici, 2012, have
shown that for X C H

on(K) < Cn2"d,(K).
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Direct comparison

A.Buffa, Y.Maday, A.T.Patera, C.Prud’homme, G.Turinici, 2012, have
shown that for X C H

on(K) < Cn2"d,(K).

We have
Theorem (BCDDPW)

Let F be an arbitrary compact set in a Hilbert space H. For each
n=1,2,... we have

2n+1
on(K) <

RVE]

For any n > 0, € > 0 there exists a set K = ICp, . such that

dn(KC). (2)

on(KC) > (1 —€)2"dn(K)

This looks rather bad.
Greedy 24.1X.2012 7 /21



Matrix representation in H

Algorithm produces fi,f,.... Let f",n=1,2,..., be its Gram-Schmidt
orthogonalization, so P,f = Y7, (f, f*)f*, and in particular

fi=Pifi= aif’, ay=(fif), j<i. (3)
j=1

The lower triangular matrix A := A(F) := (ai )75, aij=0,/>1i.
contains all the information about the output of algorithm on F. It satisfies
P1: The diagonal elements of A satisfy |ap n| = 05 := 0a(F).

P2: For every m > n one has Zj'ln a%w- <ol
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Matrix representation in H

Algorithm produces fi,f,.... Let f",n=1,2,..., be its Gram-Schmidt
orthogonalization, so P,f = Y7, (f, f*)f*, and in particular

fi=Pifi= aif’, ay=(fif), j<i. (3)
j=1

The lower triangular matrix A := A(F) := (ai )75, aij=0,/>1i.
contains all the information about the output of algorithm on F. It satisfies
P1: The diagonal elements of A satisfy |ap n| = 05 := 0a(F).

P2: For every m > n one has Zj'ln a%w- <ol

Each matrix with P1 and P2 is an output of a greedy algorithm on some
Feg {(f)n}
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Main Estimate

Let d = dm(F) and let N > m. Let Ay = [a;J]}\’le. We have
det Ay = HJN:1 oj. Assume that there exists m dimensional space X such
that each row of the matrix Ay is closer then d = d,,, to X in {5 norm.

flr< {0 (o)™

Proof of (4): Fix an orthonormal basis for RV which first spans X. Let C

denotes the matrix G written in this basis. We denote by c;, the j-th
column of C. We have

N m N
2 2
[[07 = (detAn)? =(det O <[Jllejll7, - T leillZ,
i=1 j=1 Jj=m+1
m N—m
13 1 U )
S 1~ I e S 11
j=1 j=m+1
Greedy

24.1X.2012 9/21



General estimate

Theorem (DPW)

For the greedy algorithm in a Hilbert space H and for any compact set F,
we have the following inequalities between o, := o,(F)y and
dn = dn(F)y, forany N >0, K >1,and1 < m< K,

K m K—m
K K
2 2m  _2K—2m
| | O < — ont1d . 5
J N+l—{m K —m N+1Y%m ()
i=1
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Rates of decay |

(DPW)
For the greedy algorithm in a Hilbert space H and for any compact set F
and n > 1, we have

oa(F) < V2 min dm? (F). (6)

1<m<n

In particular o2p(F) < V/2+/dp(F), n=1,2....
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Rates of decay |

(DPW)
For the greedy algorithm in a Hilbert space H and for any compact set F
and n > 1, we have

oa(F) < V2 min dm? (F). (6)

1<m<n

In particular o2,(F) < \@\/d,,(]-'), n=12....

This is a delayed comparison, very general but sometimes not very efficient.
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Rates of decay Il

(BCDDPW, DPW)

Ifdp(F) < Gon=®, n=1,2,..., then on(F) < CGin=% n=1,2..., with
C1 = 25a+1 Co.

P. Wojtaszczyk (ICM, Warsaw) Greedy 24.1X.2012 12 /21



Rates of decay |l

(BCDDPW, DPW)

Ifdy(F) < Gon=%, n=1,2,..., then opo(F) < Gin=%, n=1,2..., with
Cl = 25a+1 Co.

PW)

(D
/fd (f) —Cono" n= ]_72’_‘_’ then O-n(]:‘) < 2C0€_C1na,
=12..., Where a =2 1720,
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Rates of decay Il

(BCDDPW, DPW)

Ifdp(F) < Gon=®, n=1,2,..., then on(F) < CGin=% n=1,2..., with
C1 = 25a+1 Co.

PW)

(D
/fd (f) —Cono" n= ]_72’_‘_’ then O-n(]:‘) < 2C0€_C1na,
=1,2..., Where a =2 1720,

Note that for o > 1 the estimate (2) i.e. op(K) < %dn(K) is

better—asymptotically it gives ¢; = ¢p. For v < 1 this is better (it preserves
a). For a = 1 the choice depends on the constants.
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Banach spaces—Technical setup

In X' we get vectors f; € X' .For each j =0,1,..., we let \; € X'* be the
linear functional of norm one that satisfies

AJ(EJ) =0, )‘j(fj-) = diSt(fJ-'a Ej)X = 0j+1-

We associate with the greedy procedure a lower triangular matrix
A= (a,-yj)j?jzo with
aij = A(fi)-

So diagonal elements a; ; = o; = dist(f;, E;) x.
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In X' we get vectors f; € X' .For each j =0,1,..., we let \; € X'* be the
linear functional of norm one that satisfies

AJ(EJ) =0, )‘j(fj-) = diSt(fJ-'a Ej)X = 0j+1-

We associate with the greedy procedure a lower triangular matrix
A= (a,-yj)ij’-zo with
aij = A(fi)-

So diagonal elements a; ; = o; = dist(f;, E;) x.
Each entry a;; satisfies

|aijl = 1Nl = [Ai(fi — &)l < [Ajlix-IIfi — gl = I —gll, J <14,
for every g € Ej, since \j(Ej) = 0. Therefore we have

|laj j| < dist(fi, Ej) < oj, j<i.
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Banach spaces—Technical setup

In X' we get vectors f; € X' .For each j =0,1,..., we let \; € X'* be the
linear functional of norm one that satisfies

AJ(EJ) =0, )‘j(fj-) = diSt(fJ-'a Ej)X = 0j+1-
We associate with the greedy procedure a lower triangular matrix
A= (a,'J)?j:O with
aij = A(fi)-
So diagonal elements a; ; = o; = dist(f;, E;) x.
Each entry a;; satisfies
|aijl = 1Nl = [Ai(fi — &)l < [Ajlix-IIfi — gl = I —gll, J <14,

for every g € Ej, since \j(Ej) = 0. Therefore we have

|laj j| < dist(fi, Ej) < oj, j<i.

Banach space costs: we have an estimate for individual A; ;s not for their

sums.
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Estimates for Banach space |

Suppose that X is a Banach space. For greedy algorithm applied to a
compact set F contained in the unit ball of X', the following holds for
on:=0p(F)x and dp := dp(F)x, n=1,2,...,

(DPW)
For any such compact set F and n > 1, we have

m
i 2n n—m
. n—m LLeLLL]
on < V2 min n'z E 0,-2 dm™ .
1<m<n —
=

In particular ooy < 2\/fdy, £ =1,2. ...
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Estimates for Banach space |l

(DPW)

If for o > 0, we have d, < Con=®, n=1,2,..., then for any
0 < 8 < min{a,1/2}, we have o, < Cin@tl/2+8 n—12. . ., with
Cl - Cl(aaﬁa CO)

(DPW)

(iii) If for a > 0, we have d, < Coe= %" n=1,2,..., then
on < V2Co/ne= ", n=1,2..., where ¢ = 27172%¢y. The factor \/n
can be deleted by reducing the constant c;.
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Estimates for Banach space |l

(DPW)

If for o > 0, we have d, < Con=®, n=1,2,..., then for any
0 < 8 < min{a,1/2}, we have o, < Cin@tl/2+8 n—12. . ., with
Cl - Cl(aaﬁa CO)

(DPW)

(iii) If for a > 0, we have d, < Coe= %" n=1,2,..., then
on < V2Co/ne= ", n=1,2..., where ¢ = 27172%¢y. The factor \/n
can be deleted by reducing the constant c;.

So the Banach space costs us a factor /n. This is not entirely our stupidity.
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Example

It is classical that for F = {+¢;}7_; we have

ds(F)eee < Cy/In 25_1/2 for 1 <s < n/2. Obviously os(F) =1 for
1 <'s < n. We use this to show

(DPW)

For any oo > L there exists a compact set F, C ¢y such that o(F) ~ n=°
and dp(F,) < Cn—o71/2,
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Why greedy selection is unrealistic?

Let L =: {f, : p € E} comes from our PDE.
@ We cannot compute max{||f|| : f € K} because

© It requires solving D,, = f for aI.I w (or at least infinitely many).
@ The solution is a function in infinite dimensional space so we cannot
compute its norm.

@ Next steps even more problems.

@ We cannot compute f,, exactly.
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Weak greedy algorithm

For fixed v € (0, 1] we define weak greedy algorithm as
© We choose f; so that ||f]| > ymax{||f|| : f e F}

@ Given fi,...,f, we define E, = span{f,..., 7} and put f,;1 so that
[far1]] > ymax{dist (f,E,) : f € F}

In the context of (1) this can be achieved cheaply.
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Weak greedy algorithm

For fixed v € (0, 1] we define weak greedy algorithm as
© We choose f; so that ||f]| > ymax{||f|| : f e F}
@ Given fi,...,f, we define E, = span{f,..., 7} and put f,;1 so that
|fot1]l > v max{dist (f,E,) : f € F}
In the context of (1) this can be achieved cheaply.

All above results hold for weak greedy algorithm but v must be
incorporated into the constant
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Realistic scheme

We have one more problem: when we compute f; we obtain some errors.
We have v € (0,1] and accuracy € > 0
Q At the first step we determine f; € F such that ||f1|| > ysupscr ||f]]-
However, from computation we receive the noisy version # which is
not even necessarily in F. All we know about 7?1 is that

I —All <e.

Q Given 7?1, e rA‘,, we define £, = span{r?l, ey 7?,,} and determine
for1 € F such that dist(fy41, E,,) > ysupser dist(f, l:':,,). Rather than
far1 we receive the noisy version rA‘nH for which we only know
[fat1 = fosall < e

Let us define

Gn(F) = fu;dist (f, E,),
€

which is the performance of this realistic scheme on F.
Greedy 24.1X.2012 19 /21



Performance of the realistic scheme

Theorem (BCDDPW)
Suppose we are given v € (0,1] and € > 0. Suppose that

dn(F) < Mn™%, n>0,
for some M and o > 0. Then,
n(F) < Cmax{Mn~“ e}, n>0,

with some C = C(a, 7, €).
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Happy Birthday Freddy

P. Wojtaszczyk (ICM, Warsaw) 24.1X.2012 21 /21



	Motivation
	Greedy selection
	Direct estimates
	Technical setup
	Rates of decay
	Banach space
	Greedy selection is unrealistic

