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We determine the rank of a random matrix A over an arbitrary field F with
prescribed numbers of non-zero entries in each row and column. As an application
we obtain a formula for the rate of low-density parity check codes. This formula
verifies a conjecture of Lelarge [1]. The proofs are based on coupling arguments.

Specifically, let χ 6= 0 be a random variable that takes values in a field F . More-
over, let d ≥ 1, k ≥ 3 be integer-valued random variables such that E[dr]+E[kr] <
∞ for a real r > 2 and set d̄ = E[d], k̄ = E[k]. Let n > 0 be an integer divisible by
the greatest common divisor of the support of k and let m ∼ Po(dn/k). Further,
let (di, ki, χi,j)i,j≥1 be copies of d, k, χ, respectively, mutually independent and
independent of m. Given

∑n
i=1 di =

∑m
i=1 ki, draw a simple bipartite graph G

comprising a set {a1, . . . , am} of check nodes and a set {x1, . . . , xn} of variable
nodes such that the degree of ai equals ki and the degree of xj equals dj for all
i, j uniformly at random. Then let A be the m× n-matrix with entries

Aij = 1{aixj ∈ E(G)} · χi,j .
Since d, k have finite means the matrix A is sparse, i.e., the expected number of
non-zero entries is O(n).

The following theorem provides a formula for the asymptotic rank of A. Let
D(x) andK(x) denote the probability generating functions of d and k, respectively.

Theorem 1. Let

Φ(α) = D
(
1−K ′(α)/k̄

)
+
d̄

k̄
(K(α) + (1− α)K ′(α)− 1).

Then

lim
n→∞

rk(A)

n
= 1− max

α∈[0,1]
Φ(α) in probability.

The upper bound on the rank already follows from [1].
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