
Colloquium  "Four Facets of Modern Statistics, and a Surprise!“ 
December 3, 2015 at ETH Zurich, Switzerland 
	  
	  
 
 
Marloes Maathuis 
 
Seminar for Statistics 
ETH Zurich 
 
 
 
High-dimensional consistency in score-based and hybrid structure learning 
 
The main approaches for learning Bayesian networks can be classified as constraint-
based, score-based or hybrid methods. Although high-dimensional consistency results 
are available for the constraint-based PC algorithm, such results have been lacking for 
score-based and hybrid methods, and most hybrid methods are not even proved to be 
consistent in the classical setting where the number of variables remains fixed.  
We study the score-based Greedy Equivalence Search (GES) algorithm, as well as 
hybrid algorithms that are based on GES. We show that such hybrid algorithms can be 
made consistent in the classical setting by using an adaptive restriction on the search 
space. Moreover, we prove consistency of GES and adaptively restricted GES 
(ARGES) for certain sparse high-dimensional scenarios. ARGES scales well to large 
graphs with thousands of variables, and our simulation studies indicate that both 
ARGES and GES generally outperform the PC algorithm.  
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