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Geometrical control of disorder-induced magnetic domains in planar synthetic antiferromagnets
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Magnetic domains play a fundamental role in magnetization processes. However, unlike in ferromagnets
(FMs), the formation of domains in antiferromagnets (AFMs) is poorly understood because they are not favored
by magnetostatics and are difficult to detect experimentally. In this paper, we create a synthetic planar AFM with
tunable lateral coupling between neighboring FM regions to establish the role played by magnetic disorder
in the formation of AFM domains. By directly imaging the synthetic AFM in real space, we observe that
the AFM lattice spontaneously breaks up into domains following ac demagnetization. These AFM domains
nucleate and pin at locally disordered sites that define their size and shape, which is explained with the help of a
Gaussian random field Ising model. Furthermore, we can manipulate the AFM domain morphology by varying
the interaction strength, which can be tuned with the geometrical parameters of the synthetic AFM.

DOI: 10.1103/PhysRevMaterials.6.L033001

I. INTRODUCTION

Weiss proposed that magnetic materials minimize their free
energy by breaking up into magnetic domains separated by
magnetic domain walls (DWs) [1]. However, antiferromag-
nets (AFMs) possess no net magnetization, so that domain
formation does not involve the reduction of the magnetostatic
energy that leads to the formation of DWs in ferromagnets
(FMs). Since such a canonical driving mechanism is absent
in AFM systems, and the formation of DWs in AFM sys-
tems costs energy, the fundamental origin of AFM domains
can be very much material specific. Potential routes to their
formation involve a spontaneous magnetic moment forma-
tion within the DW [2] or the magnetoelastic effect coupling
structural disorder with magnetic disorder [3–5]. In any case,
during cooling across the Néel temperature, nucleation of
AFM order occurs and is followed by AFM domain formation.
Thus, more than a century after Weiss’s seminal work [1], the
understanding of AFM domain evolution is still in its infancy
due to the fact that there are several possible contributions,
including magnetostriction, magnetic disorder, entropy, and
structural defects, which is further compounded by the no-
torious difficulty of their detection [6–10]. Understanding the
origin of the dominant energetics in AFM domain formation,
as well as the structure and interactions of AFM DWs, will
allow better control and therefore solve critical issues for op-
timal data storage densities, memories, and spintronic devices
based on AFM materials [8,11–15].
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To gain insight into the formation of AFM domains, one
can consider artificial spin systems, which are manufactured
from mesoscopic magnets. These systems have been devel-
oped to study spin-ice physics, and because of their scale,
the resulting magnetic structure can be accessed in real space
[16,17]. The magnets are often elongated and, because of
the ensuing shape anisotropy, attain Ising-like states with
the macrospin pointing in one of two directions parallel to
the magnet long axis. When placed on various lattices, the
macrospins associated with the magnets interact via their
long-range stray fields, allowing them to mimic many micro-
scopic phenomena occurring in nature [18–21]. An analogous
approach would provide insight into AFM materials, but this
has been hindered by a lack of artificial spin systems based
solely on a short-ranged nearest-neighbor (NN) AFM cou-
pling [22]. The existence of such short-ranged coupling would
open the possibility to create a mesoscopic synthetic AFM that
can be visualized using magnetic imaging methods, thereby
overcoming the issue with AFM domain detection.

In this paper, we create a planar synthetic AFM that is de-
signed to ascertain the role played by AFM coupling strength
and sample disorder in the formation of AFM domains. This
is realized utilizing chiral coupling, which arises from the
interfacial Dzyaloshinskii-Moriya interaction (DMI) in thin
magnetic films [23]. Specifically, we fabricate a planar syn-
thetic AFM consisting of a square lattice of FM regions with
tunable AFM coupling between the FM regions that is me-
diated by the DMI. The role of AFM coupling is taken on
by the chiral coupling, and in contrast to dipolar coupled
systems [24,25] where further neighbor interactions are im-
portant, the interfacial nature of this interaction means that
the NN interactions govern the behavior. On the application
of an athermal field-driven demagnetization protocol, AFM
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FIG. 1. Planar synthetic antiferromagnets (AFMs). (a) Two degenerate Type 1 AFM building block configurations that follow a left-handed
chirality. These states are ensured by the chiral coupling between the nearest-neighbor out-of-plane (OOP) regions mediated via the in-plane
(IP) regions. (b) Magnetic force microscopy (MFM) image of individual Type 1 building blocks with the bright and dark contrast indicating
up and down OOP magnetizations. (c) MFM image of an extended lattice (5 × 5 μm2) with the domains comprising building blocks in the
Type 1 AFM configuration and domain walls (DWs) separating them (green dots). Zoom-in region shows the spin configuration of two Type
1 domains separated by a DW (green).

domains form whose sizes and structure are controlled by both
the coupling strength and the level of disorder. This relation
is quantitatively established through the application of the
two-dimensional (2D) Gaussian random field Ising model.

II. CONSTRUCTION OF A PLANAR SYNTHETIC AFM

To physically realize such a system, we pattern the mag-
netic anisotropy of a Pt(6 nm)/Co(1.6 nm)/Al (2 nm) trilayer
using local oxidation [26] to define a square lattice of out-
of-plane (OOP) magnetized regions (Pt/Co/AlOx ) in the
in-plane (IP) magnetized (Pt/Co/Al) trilayer (see Supplemen-
tal Material (SM) section Sample Preparation [27]). The
interfacial DMI arising at the Pt/Co interface induces pref-
erential Néel walls with left-handed chirality in the Co layer
that, at the lateral OOP/IP boundary, induces chiral coupling
and AFM ordering of the OOP regions [23,28,29]. The result-
ing effective AFM coupling between adjacent OOP regions
is thus mediated by narrow Co regions with IP magnetization
that separates the OOP regions (see Fig. 1).

It is useful to consider the building blocks of the system,
which consist of four Pt/Co/AlOx OOP regions and can
attain two degenerate lowest-energy configurations obeying
left-handed chirality, as shown in Fig. 1(a). This has been
experimentally confirmed with magnetic force microscopy
(MFM) imaging, as shown in Fig. 1(b). The bright and dark
contrast corresponds to up and down OOP magnetizations,
while the stray fields associated with the IP Pt/Co/Al regions
are too weak to give significant contrast. These doubly degen-
erate configurations are the basis for the formation of synthetic
AFM domains in an extended AFM lattice.

We perform a demagnetization protocol (see SM section
Sample Preparation [27]) [30], which results in an AFM do-
main structure with an example shown in Fig. 1(c). Here, the
AFM antiphase domains (in blue and red in the inset) are
separated by DWs indicated by green dotted lines. The bound-
ary between the domains, where the relative orientations of
the IP and OOP magnetizations are not favored by the chiral
coupling, constitutes a synthetic antiphase DW (in green in the

inset). Indeed, the two adjacent OOP regions on either side of
the DW have magnetizations pointing in the same direction, so
forming a collinear AFM order in the form of alternating FM
stripes along with the DW. In addition to the collinear DWs
running along the two main axes of the square lattice, there
can also be parts of DWs that run diagonally and are formed
from higher-energy magnetic structures resulting in a faceted
AFM DW structure.

III. CHIRAL COUPLING AND MICROMAGNETIC
SIMULATIONS OF BUILDING BLOCKS

The DWs that are formed consist of building blocks of
four OOP regions with unfavorable magnetization orientation,
and to quantify the energy difference between the different
configurations, we perform a micromagnetic analysis. There
exist four possible building block configurations with differ-
ent energies associated with them (see SM Fig. S1 [27]). We
refer to the lowest energy doubly degenerate configuration as
a Type 1 configuration [see also Fig. 1(a)], which forms most
of the AFM domains. The Type 2 configuration, with four
degenerate states, forms a collinear AFM state within the DWs
and has no net magnetization. The energetically unfavorable
Type 3 configuration, found in noncollinear DWs, has a net
magnetic moment with one OOP region flipped, whereas the
Type 4 configuration has all OOP moments pointing in the
same direction. Therefore, the DWs consist of the energeti-
cally more costly Types 2 and 3 building block configurations
with unfavorable IP magnetization orientation between NN
OOP regions.

The energy of the building block configurations is de-
termined by simulating the micromagnetic structure using
MUMAX3 (v3.10) [31–33]. For this, we obtain the micromag-
netic configuration of the four building block types by first
setting the associated orientation of the OOP regions and
then allowing the IP magnetization to relax (see SM section
Micromagnetic Simulations [27]). Assuming a NN domi-
nant interaction [34], the interactions in the micromagnetic
simulations are limited to first and second neighbors only.
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FIG. 2. Micromagnetic simulations of antiferromagnetic (AFM)
building blocks. (a) Building block with four out-of-plane (OOP)
regions in two low-energy in-plane (IP) configurations denoted Type
1a and Type 1b. The OOP magnetization is given by white/black
contrast, and the IP magnetization is given by the color wheel. The
central region in the building blocks forms a nontrivial spin texture
(Type 1a) for small IP sizes, while for larger IP sizes, an antivortex
is formed (Type 1b). (b) A macrospin interaction model is used to
extract the trends of the effective AFM nearest-neighbor coupling
strength. Both J1 and the inverse of J1 is plotted as a function of the
OOP and IP dimensions for an IP Ku of 70%.

Interestingly, the DMI coupling between nearest neighbors
results in a nontrivial magnetic texture in the IP region at the
building block center of the Type 1 configurations [Fig. 2(a)].
Depending on the IP size and the perpendicular magnetic
anisotropy (PMA) arising from the Pt/Co interface, either
there is an incoherent magnetization [Type 1a in Fig. 2(a)],
or an antivortex forms at the center [Type 1b in Fig. 2(a)].
The antivortex is a result of the AFM magnetic ordering and
the chiral coupling between OOP regions, which dictates the
orientation of the IP magnetization.

These micromagnetic simulations provide an energy for
each magnetic configuration. To interpret them in terms of
effective interaction strengths between magnetic elements, we
employ a macrospin interaction model [35] to estimate the
leading-order NN strength of the coupling between the OOP

regions J1 as a function of IP and OOP sizes from the mi-
cromagnetic configurations (see SM section Micromagnetic
Simulations [27]). We plot the inverse of J1 in Fig. 2(b) for
later comparison with the disorder σ/J1 that is introduced into
the system. As expected, with increasing OOP sizes, the cou-
pling J1 scales linearly because of the increasing chiral DW
length [see inset in Fig. 2(b)]. However, due to the formation
of the antivortex, crossovers occur between different IP sizes.
In addition, the strongest coupling strengths are seen for an
intermediate IP size of 40 nm (for all OOP sizes), in contrast to
what one would expect with a leading-order dipolar coupling.
Indeed, the dipolar coupling between the OOP elements is
an order of magnitude lower than the chiral coupling [29],
allowing for the creation and control of a leading-order NN
AFM that can be imaged in real space.

IV. SIMULATING THE SYNTHETIC AFM USING THE
RANDOM FIELD ISING MODEL

The above simulations motivate the use of a simplified
NN interaction Hamiltonian to model the athermal magnetic
switching properties of the entire array. Within this frame-
work, we now determine the effect of disorder on the system
that, together with the NN interaction, sets the energy scale for
the formation of DWs. It should be noted that it is not possible
to decouple the underlying simplified Hamiltonian from the
disorder. This is because the observed domain structure and
its reproducibility on repeating the demagnetization protocol
(see SM Fig. S2 [27]) imply that the local critical fields have
comparable contributions from both the local coupling and
disorder field strengths. To model such a scenario, we consider
an OOP macrospin Hamiltonian containing a leading order
NN AFM interaction term and a local static effective field
representing the underlying local static disorder. Including the
applied magnetic field, the effective field may be written as
follows:

Heff = J1

∑

i, j>1

ϕiϕ j + ϕi{Hext + hi(σ )}. (1)

Here, the first term denotes the macrospins ϕ defined
by the OOP regions with the macrospins either pointing up
(ϕi = +1) or down (ϕi = −1). Also, J1 is the NN AFM cou-
pling, the second term is associated with the external field
Hext that drives the system, and disorder is included with an
additional local random OOP field term hi(σ ) for each OOP
macrospin. The magnitude of the local random field at each
site is sampled using a Gaussian distribution with a standard
deviation σ , whose value can be viewed as a measure of
the strength of the disorder within the system. We assume
that such a simplified disorder suitably characterizes the real
disorder originating from structural (and therefore magnetic)
variations in the experimental system. A stable magnetic con-
figuration occurs when all OOP macrospins are aligned with
their local effective fields (Heff = − dH

dϕi
, which are positive).

Upon application of an external field, athermal local reorien-
tation of the ith OOP macrospin will occur when Heff becomes
negative. In this way, athermal reorientation of a spin will
depend on the energetics of the four NN spin configurations
as well as the underlying disorder through the effective local
static field. This defines the well-known Gaussian random
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FIG. 3. Simulations using the macrospin model with disorder. (a) Simulated population of configuration types as a function of the
introduced disorder σ/J1 normalized to the nearest-neighbor (NN) coupling strength J1 after a demagnetization protocol. An average is taken
from 10 random realizations of disorder, and it is found that the number of domain walls (DWs) consisting of energy-costly Type 2 and 3
configurations increases with disorder. The crossing from weak to strong disorder is at σ/J1 = 4. (b) Final antiferromagnetic (AFM) domain
configuration derived from a 31 × 31 macrospin simulation with (σ/J1 = 1.25), where the white and black out-of-plane (OOP) regions denote
up and down spins, and the DWs are indicated with red dots. The spatial disorder hi(σ/J1) is plotted as a color code, with the pinning of
DWs (red dots) at the high disorder sites. (c) Simulated probability distribution functions (PDFs) of spins for a particular disorder (hi ) in the
domains (in yellow) and in the DWs (in blue). The top graph is for weak disorder (σ/J1 = 1.25), and the bottom graph is for strong disorder
(σ/J1 = 6.0). From this, we can conclude that pinning of DWs occurs at the higher disorder sites (see explanation in the main text).

field model, which is often used to model FM materials and
exchange biased AFM/FM materials [36–40].

To determine the strength of disorder in our experimental
systems, we first simulated an open boundary system of 31
× 31 spins undergoing a field demagnetization protocol like
the field protocol used in our experiments (see SM section
Macrospin Simulations [27]). During the simulated demag-
netization protocol, domains are nucleated at sites with large
local random fields. The population of configuration types
as a function of the introduced disorder σ/J1, normalized
to the NN coupling strength J1, are plotted in Fig. 3(a) fol-
lowing a simulated demagnetization protocol. The crossing
from weak to strong disorder occurs at σ/J1 = 4 in Fig. 3(a),
when the population of Type 3 configurations becomes greater
than twice the population of Type 2 configurations, con-
sidering that the degeneracy of the Type 3 building block
is twice that of the Type 2 building block (DEGType2 = 4,
DEGType3 = 8, see SM Fig. S1 [27]). For weak disorder
(σ/J1 < 4), magnetic switching usually manifests itself as
a system-spanning avalanche of neighboring spins flipping
their magnetization so that the nucleated domain expands
throughout the system via propagation of collinear DWs that
are along the principal direction of the underlying lattice and
are constructed mainly of Type 2 configurations (see SM
Video 1 [27]). In contrast, for a strong disorder (σ/J1 > 4),
such avalanches are often arrested due to pinning, result-
ing in the simultaneous existence of many small domains
and a more complex evolution of noncollinear, staggered
DWs that consist of higher-energy Type 3 configurations
(see SM Video 2 [27]).

V. QUANTIFICATION OF EXPERIMENTAL DISORDER
AND ITS ROLE IN AFM DOMAIN FORMATION

Through detailed inspection of the simulated spin config-
urations, one finds that the locations of the DWs correlate

with the corresponding spatial distribution of the disorder
[see Fig. 3(b)]. We find that short segments of the DW are
located at sites where the local random field has a large mag-
nitude. The normalized probability density function (PDF) of
the disorder fields (hi) for spins located within the domain
(yellow distribution) or the DW (blue distribution) are shown
in Fig. 3(c) for both weak disorder (top) and strong disorder
(bottom). Comparing the strong disorder case with the weak
disorder case, there is an increased probability to find higher
disordered spins hi(|σ |) > 1 as part of the DWs, indicated
by the broader blue curve, while the probability at hi = 0 for
spins in the domain increases for strong disorder indicated by
the sharper peak in yellow. In addition, if a site has an ex-
tremal value of field magnitude, defined as hi > 2σ , then the
probability that it is a DW segment is 15% more likely than the
global average. Hence, we can conclude that pinning of DWs
occurs at the higher disorder sites, and since there are more
sites with high disorder present in the strong disorder sample,
there are more domain boundaries and smaller domains. It
should also be pointed out that, like what is seen in the ex-
periment, after applying several demagnetization protocols, it
is found that a particular realization of the disorder will result
in the same magnetic structure. Moreover, the simulated final
demagnetized AFM state is comparable with what we have
seen in the experiment. The experimental domain structure
shown in Fig. 1(c) consists mainly of collinear DWs, allowing
us to conclude that this experimental system corresponds to
an example of weak disorder.

Experimentally, we can control the degree of normalized
disorder (σ/J1) by varying both the OOP and IP size. To quan-
titatively investigate the role of disorder, we fabricated lattices
with the OOP sizes ranging from 75 to 150 nm in steps of
25 nm. At each OOP size, we vary the IP size from 40 to 80 nm
in steps of 20 nm. The final magnetic configurations following
application of the demagnetization protocol (see SM section
Sample Preparation [27]) are measured using MFM to obtain
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FIG. 4. Control of antiferromagnetic domain size through geometry. (a) Magnetic force microscopy (MFM) images taken from 5 × 5 μm2

arrays with various out-of-plane (OOP) and in-plane (IP) sizes after applying the demagnetization protocol to the 12 different arrays, which
are repeated five times on the sample. All arrays are measured to increase sample statistics. The resulting OOP spin configurations are
extracted from the MFM images, and we determine the average populations of configuration types for each geometry. (b) These experimental
populations are least-square fitted to the Monte Carlo results from Fig. 3(a) to obtain an estimate of the disorder σ/J1. The largest domain sizes,
corresponding to the lowest disorder, are found for a system with an intermediate IP size of 40 to 60 nm and an OOP size of 150 nm. This result
of an intermediate IP size corresponding to the strongest coupling is like the results obtained from micromagnetic simulations. In the inset,
the disorder strength σ is determined using J1 from micromagnetic simulations [Fig. 2(b) inset]. The disorder is found to be (qualitatively)
constant for IP sizes of 60 and 80 nm, while the smallest size of IP = 40 nm shows an increasing disorder with decreasing OOP size.

the phase-contrast found in Fig. 4(a), where it can immedi-
ately be seen that, as the OOP size increases, the domain size
increases. To obtain statistically meaningful information, five
different arrays for each OOP and IP size are manufactured,
allowing for the averaging over the underlying disorder. To
obtain a quantitative measure of disorder, we perform a least-
squares fit of the populations in our experimental system to the
simulated disorder model populations in Fig. 3(a). In this way,
we determine a representative value of σ/J1 for the various
experimental systems with different OOP and IP, and this is
given in Fig. 4(b). In the inset of Fig. 4(b), we used the J1 from
micromagnetic simulations to determine the disorder strength
(σ ) and find that, for IP sizes of 60 and 80 nm, σ is constant
for all OOP sizes. However, for the smallest IP size of 40 nm,
there is an increase in disorder for decreasing OOP size,
which is likely to be the result of the increased importance of
lithographic irregularities for smaller feature sizes. The fact
that the disorder σ/J1 decreases with OOP size in Fig. 4(b),
while the disorder strength σ is nearly constant, confirms that
the coupling strength J1 increases with OOP size, as seen in
the inset of Fig. 2(b). The decrease in σ/J1 also leads to an
increase in AFM domain size, as reflected by the increase in
Type 1 building block population seen in Fig. 3(a). Therefore,
the increased coupling strength reduces the effect disorder has
on the final AFM domain structure. Furthermore, crossovers
between different IP sizes are found that are likely to be due
to the formation of the different structures (Type 1a and 1b)
in the IP region, as was observed from our analysis of the
micromagnetic simulations in Fig. 2. Experimentally, we find
an optimum IP size of 40 to 60 nm for the strongest coupling,
at which the AFM domains are largest [see Fig. 4(b)]. By
fitting the MFM data shown in Fig. 4(a) to the simulated
populations [Fig. 3(a)], we have shown that a model Hamil-
tonian can be used to characterize the formation of AFM
domains by DW pinning due to disorder [Fig. 4(b)], allowing
us to conclude that the AFM domain structural length scales

are controlled by both intrinsic disorder and the magnitude
of the NN AFM interaction. Given that disorder is always
present, we have opened the way to control the desired length
scale that characterizes the AFM domains by fine-tuning the
dimensions of the system to engineer an optimal NN AFM
interaction.

VI. SUMMARY AND OUTLOOK

We demonstrate that synthetic AFMs with tunable cou-
pling strengths are exemplary candidates for the understand-
ing of AFM domain formation and the role of disorder. With
the help of micromagnetic simulations, the nontrivial depen-
dence of the effective NN AFM coupling J1 on the size of the
IP magnetized regions is explained by antivortex formation
in the central IP regions. We demonstrate that the pinning of
DWs in regions of high disorder is the driving mechanism
for AFM domain formation, and through a local Gaussian
random field Ising model characterized by a disorder width
σ , the deterministic domain formation in our synthetic AFM
is found to be intimately related to the level of disorder and
the strength of the AFM coupling through the ratio σ/J1. For
the observed range 1 < σ/J1 < 6, we see different complex
behavior that depends on the level of disorder. At weak disor-
der (σ/J1 < 4), we find a collinear DW regime with the walls
made up of Type 2 building blocks, while for strong disorder
(σ/J1 > 4), we find small domains (indicated by the low Type
1 populations) with DWs made up of Type 3 building blocks.
The calculated disorder σ using the J1 from micromagnetic
simulations is found to be constant for the IP sizes 60 and
80 nm, while for the smallest IP size of 40 nm, there is an
increasing disorder with decreasing OOP size. This is likely
due to the increased importance of irregularities resulting
from the lithographic processes at very small feature sizes.
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In this paper, we have created synthetic AFM structures
that can be imaged in real space, thus overcoming the diffi-
culties involved in imaging microscopic AFMs. Furthermore,
this gives the possibility to observe avalanche dynamics [40]
in AFMs using magneto-optic Kerr effect microscopy [24].
More generally, we demonstrate that we can control synthetic
AFM domain structures by tuning the relative interaction
strength through altering the geometry. In addition, tailor-
made disorder can be introduced into synthetic AFMs using
ion gating [41] and helium irradiation [42]. While in this paper
we provide an insight into the role of disorder and pinning in
the formation of synthetic AFM domains for a square-lattice
AFM, the presented approach can be extended to other syn-
thetic AFMs arranged, for example, on Archimedean lattices
[43]. Here, other effects can be systematically studied in real
space, such as thermal dynamics, disorder-induced spin-glass
behavior, and several other fascinating phenomena in frus-
trated lattices including spin-ice or spin-liquid behavior.

All data generated and analyzed during this study are avail-
able via the Zenodo repository [44].
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