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S1. Device fabrication and magnetic characterization 

 

Figure S1 | Device fabrication and magnetic characterization. a, Schematic of main 

nanofabrication steps to create the electrically programmable coupled nanomagnets. (i) Ion 

milling of magnetic Ta (5 nm)/Pt (5 nm)/Co (1.5 nm)/AlOx (2 nm) multilayer, (ii) deposition 

and lift off to create a patterned protective layer of Cr (2 nm)/SiO2 (8 nm), (iii) deposition of 

electrolyte layer of GdOx (30 nm) and (iv) deposition and lift-off to create a gate electrode of 

Cr (2 nm)/Au (3 nm). b to d, Polar MOKE images showing the evolution of OOP magnetic 

anisotropy in the gated and protected regions on application of a gate voltage: the as-fabricated 

state (b), after applying -2.5 V for 15 min (c) and after applying +2.5 V for 15 min (d). Each 

MOKE image is captured after saturating the sample with OOP magnetic fields of -100 mT 

(left) and 100 mT (right), and is subtracted from the image captured at saturation magnetic 

fields of 100 mT (left) and -100 mT (right). The white, grey and black contrast in the magnetic 

regions corresponds to ↑, IP and ↓ magnetization, respectively. All scale bars are 20 μm.  
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S2. Demagnetization protocol 

In order to obtain the low-energy magnetic configuration in an array of coupled 

nanomagnets, an oscillating magnetic field is applied perpendicular to the devices and the field 

amplitude is reduced over time (Fig. S2a). For this demagnetization protocol, the oscillating 

frequency of the magnetic field is 2 Hz (oscillation period t0 = 0.5 s) and its amplitude is linearly 

reduced from Hmax = 200 mT to zero with a constant step size of ∆HDemag = 0.167 mT. As shown 

in the MFM image of as-fabricated magnetic configuration of the Ising square-lattice element 

prior to applying magnetic fields (Fig. S2b), AFM-like domains are spontaneously formed, 

indicating the presence of AP coupling in the as-fabricated state. Following application of the 

demagnetization protocol, the size of the AFM-like domains increases, indicating that the array 

of coupled nanomagnets has been driven to a lower-energy state (Fig. S2c). Interestingly, on 

repeating the same demagnetization process, the AFM domain pattern changes, implying that 

the formation of AFM-like domains is stochastic.   

 

Figure S2 | Demagnetization protocol. a, Schematic showing the demagnetization procedure 

applied to the coupled nanomagnets. b, MFM image of the as-fabricated magnetic configuration 

of the Ising artificial spin ice prior to applying the demagnetization protocol. c, Three MFM 

images of the same area shown in b taken after repeating the same demagnetization protocol. 

AFM-like domains are shaded in green and red. The bright and dark contrast in the MFM 

images indicates nanomagnet regions with ↑ and ↓ magnetization, respectively. The scale bar 

is 1 µm.  

To understand how the demagnetization protocol drives coupled nanomagnets to the low-

energy state, we construct a square-lattice Ising macrospin model to simulate the 
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demagnetization process. The macrospin approximation is used to model the thermally-active 

switching process with the switching probability PSW given by1: 

b

sw s 0

E
kTP t f e

−
= ,                                                         (S1) 

where ts, f0, Eb, k and T represent the time to switch, the attempt frequency (~109 Hz), the energy 

barrier to switching, the Boltzmann constant and temperature, respectively. The switching 

energy barrier can be determined using the Stoner-Wohlfarth model where: 
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when the effective magnetic field Heff is parallel to the direction of the original magnetization 

and  
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when the effective magnetic field Heff is antiparallel to the direction of the original 

magnetization. Here, the effective magnetic field Heff includes the external magnetic field  Hext 

and the combined effect of the coupling with four nearest-neighbour sites: 

 eff ext
N.N.

/H H J m= +∑ .                                            (S4) 

The magnetic moment m on the square-lattice site, the nearest-neighbour AP coupling strength 

J (-2.5 eV) and the anisotropy-induced switching energy barrier Esw (15.7 eV) are all taken from 

the experimental results. Here, J and Esw on each site is given by a Gaussian distribution to take 

into account the disorder in real devices. The magnetic configurations are obtained for different 

demagnetization step sizes ∆HDemag. The nearest-neighbour correlation <SiSi+1> is determined 

to evaluate how close the magnetic configuration is to the ground state. The AP ground state 

on the square lattice is well-defined, forming a “checkerboard” pattern with <SiSi+1> = -1. As 

shown in Fig. S3a, the magnetic configuration approaches the low-energy state on decreasing 

the demagnetization step size.  

The demagnetization process can behave as a “thermal bath” that allows the array of 

coupled nanomagnets to relax into a low-energy configuration at an effective elevated 

temperature Teff 2,3. We employ the Metropolis–Hastings algorithm to estimate Teff for our 
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demagnetization protocol using the same coupling strength and distribution as those used in the 

macrospin model. The change of <SiSi+1> with respect to the effective temperature parameter 

of βJ (β = 1/kT) is shown in Fig. S3b. A transition in <SiSi+1> occurs around βJ ≈ 0.5, which 

agrees with the theoretical prediction of phase transition in the square-lattice Ising model: 

( )C

ln(1 2) 0.44
2

Jβ +
= ≈ .                                          (S5) 

By comparing the values of <SiSi+1> obtained using the macrospin model and using the 

Metropolis–Hastings algorithm, we can estimate the effectiveness of demagnetization protocol 

to drive the coupled nanomagnets to their ground state (Fig. S3c). The decrease of the 

demagnetization step size effectively decreases the temperature of “thermal bath” that saturates 

at a certain temperature (ꞵJ ≈ 0.44) related to disorder in the coupled system. It also verifies 

the effectiveness of our demagnetization protocol, with the experimental demagnetization step 

size of 0.167 mT being sufficient to realize the lowest-energy magnetic configuration.  

 

Figure S3 | Simulation results of square-lattice Ising model. a, <SiSi+1> as a function of the 

demagnetization step size ∆HDemag. b, <SiSi+1> as a function of the effective temperature βJ 

obtained with the Metropolis–Hastings algorithm for the square-lattice Ising model. c, Effective 

temperature parameter βJ as a function of the demagnetization step size ∆HDemag.   

The protected regions are designed to have a high perpendicular magnetic anisotropy, 

which ensures that the magnetization is not perturbed by the stray field from the MFM magnetic 

tips during the measurements. This also means that the energy barrier for magnetization 

switching in the protected regions is higher than the thermal energy at room temperature. The 

coupled nanomagnet system is thus athermal and no thermally-active magnetization switching 

is observed during the experiments. Furthermore, the nearest-neighbour coupling strength is 

weaker than the energy barrier for switching the magnetization. Therefore, the voltage-

controlled change of the coupling strength cannot induce the spontaneous switching of the 

magnetization without applying the demagnetization protocol.  



 6 

As shown in Fig. S4a, the array of coupled nanomagnets exhibits an AFM-like pattern 

following demagnetization. The device was then exposed to a negative voltage of -2.5 V for 

120 min, converting the coupling from AP to P. The same magnetic configuration was observed 

in the subsequent MFM measurement indicating that the energy barrier for switching the 

magnetization is higher than the coupling strength and the thermal energy (Fig. S4b). In order 

to demonstrate that the nearest-neighbour coupling has switched from AP to P, the array was 

demagnetized again and an FM-like pattern was observed, confirming the change of coupling 

from AP to P (Fig. S4c). Therefore, experimentally, demagnetization of the array is essential to 

show the conversion of the voltage-controlled coupling.  

 

Figure S4 | Demagnetized configurations following the electric gating. a, MFM image of 

the magnetic configuration of the as-fabricated square-lattice array following demagnetization. 

b, MFM image of the magnetic configuration in the same area after applying a negative voltage 

of -2.5 V for 120 min. c, MFM image of the magnetic configuration in the same area following 

a second demagnetization. AFM-like domains are shaded in green and purple in the zoomed-in 

regions of a and b, and FM-like domains are shaded in yellow and blue in the zoomed in region 

of c. The bright and dark areas in the nanomagnet regions in the MFM images correspond to ↑ 

and ↓ magnetization, respectively. The scale bars are 1 µm. 
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S3. Details of macrospin and semi-micromagnetic model 

In this section, we will first give a more detailed description of the macrospin model that 

was briefly introduced in the main text and shown in Fig. 3a. We then turn to a semi-

micromagnetic model to quantitatively estimate the coupling strength.  

In the macrospin model, due to the strong OOP magnetic anisotropy, S1 and S2 can only 

point either ↑ or ↓. The tilt angle θ of Sg is determined by minimizing the total energy. For AP 

alignment (S1 = ↑ and S2 = ↓), the energy can be written as: 

[ ] [ ] 2
AP ex eff g g

2
eff gg

cos cos( ) sin sin( ) cos

      2 sin cos

E J D K V

D K V

θ π θ θ π θ θ

θ θ

= − + − − + − −

= − −
.     (S6) 

When KgVg < -Deff, sinθ = -1 i.e., Sg = ← and EAP = 2Deff. When KgVg ≥ -Deff, sinθ = Deff/KgVg 

and EAP = - Deff
2/KgVg - KgVg. For P alignment (S1 = ↑ and S2 = ↑), the energy can be written as: 

[ ] [ ]e

g

2
P ex ff g g

2
ex g

cos cos sin sin( ) cos

    2 cos cos

E

V

J D K V

J K

θ θ θ θ θ

θ θ

= − + − + − −

= − −
.             (S7) 

Similarly, when KgVg < -Jex, cosθ = -Jex/KgVg and EP = Jex
2/KgVg. When KgVg ≥ -Jex, cosθ = 1 

i.e., Sg = ↑ and EP = -2Jex -KgVg.  

 

Figure S5 | Energies for AP and P alignment, and coupling strength as a function of Kg 

obtained from the macrospin model with Jex = 1.5 eV and Deff = -1 eV.  

In Pt/Co, the antisymmetric exchange interaction is weaker than the symmetric exchange 

interaction, i.e. |Jex| > |Deff|. The energy curves for the AP and P configurations are shown in 

Fig. S5. By determining the difference in energy between AP and P alignment, we can obtain 

the strength of the coupling between S1 and S2. As discussed in the main text, if the gated region 

is strongly IP (Kg << 0), J ≈ Deff < 0, whereas if the gated region is strongly OOP (Kg >> 0), J 
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≈ Jex > 0, so providing an intuitive picture for the AP/P coupling conversion resulting from the 

Kg-mediated competition between symmetric and antisymmetric exchange interaction.  

Despite the fact that it is possible to explain the AP/P coupling conversion with the 

macrospin model, the “effective” interaction terms of Jex and Deff in Eq. 3 are not clearly related 

to the material parameters in real devices. To get closer to a real physical system, a semi-

micromagnetic analytical model is developed on the basis of the macrospin model.  

 

Figure S6 | Semi-micromagnetic model. a, Schematic of the basic element used for semi-

micromagnetic model. b and c, Schematics of magnetization tilt angle θ for AP (b) and P (c) 

alignment of the magnetization in the neighbouring protected regions.  

In the semi-micromagnetic model, the total energy including exchange energy, anisotropy 

energy and DMI energy, can be written as: 

( )
ex an DM

       
2 2

, ,

ˆ ˆ ˆ ˆ ˆ ˆ( ) ( )i z z z
i x y z

E E E E

dVA m dV Km dVD m m m m
∈

= + +

= ∇ + − + − ∇⋅ − ⋅∇  ∑∫ ∫ ∫ ,    (S8) 

where A, K and D are the exchange energy constant, anisotropy constant and the DMI constant, 

respectively. A and D are constant throughout the magnetic regions, while K is different in the 

protected and gated regions. We denote the anisotropy constant within the gated region as Kg 

and as K0 for the protected region.  
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For simplicity, we assume the magnetization lies in xz plane and rotates linearly within 

domain walls. The structure of the basic element used for the model is shown schematically in 

Fig. S6a.  

(i) For AP alignment (S1 = ↑ and S2 = ↓) (Fig. S6b), the boundary condition is g
0 2

0w
x w

θ
=− −

=  

and g
0 2

w
x w

θ π
= +

= − . Considering the continuous magnetization rotation and the symmetry of 

the structure, the magnetization at the centre can be either ← or →. However, due to the left-

handed chirality in Pt/Co, the magnetization at the centre prefers to be ← i.e., 0 2x

πθ
=
= − . 

Hence the magnetization can be written as: 

ˆ [sin ,0,cos ]m θ θ= ,  and                                                   

g DW
0

DW DW

DW

gDW
0

0;                        when 
2 2

;      when 
2 2 2

;                     when 
2 2

w Lw x

L Lx x
L

wL x w

π πθ

π


− − ≤ ≤ −




= − − − ≤ ≤


− ≤ ≤ +


,                  (S9) 

where LDW represents the domain wall width.  

Substituting Eq. S9 into Eq. S8, we obtain the following expression for the energy: 

2
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2
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2

2 2ˆ ˆˆ ˆˆ
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2
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= ,                                                                   

( ) ( )DW g DW0 DW
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sin 2 /
2

2 2
L S w LK L SE K w S K w S K K

π

π
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DME DSπ= .                                                                   

where S is the cross-sectional area.  
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When Kg < 0, and after the total energy minimization with respect to LDW, one finds: 

DW
0

2AL
K

π= . Since the gated region is narrow, we assume that LDW > wg and 

( )g DW g DWsin 2 / 2 /w L w Lπ π≈ . Taking LDW into account, the energy expression becomes  

( )0
AP 0 0 0 g g g g 0

0

22 2 sin
2

KAE S AK K w S K w S S w K K DS
K A

π π
 

= − − + − +  
 

. (S11) 

When the OOP magnetic anisotropy in the gated region is relatively strong (Kg > 0), the 

domain wall will be fully located in the gated region i.e., LDW < wg. The expression for the 

energy can then be written as: 

2
2

AP ex an DMcosE dKSdx EAS dx DS x
x x

E Eθθθ∂ ∂   + + =


= −   
 

+
∂ ∂

+∫ ∫∫ ,   (S12) 
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By minimizing the total energy with respect to LDW, we find: DW
g

2AL
K

π= . Then, 

introducing LDW into the energy, we obtain: 

AP g 0 0 g g2 2E S AK K w S K w S DSπ π= − − + .                           (S13) 

(ii) For P alignment (S1 = ↑ and S2 = ↑) (Fig. S6c), the boundary condition is g
0 2

0w
x w

θ
=− −

=  

and g
0 2

0w
x w

θ
= +

= . The magnetization can then be written as: 

ˆ [sin ,0,cos ]m θ θ= ,                                                    
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According to the macrospin model, 0 2
πθ = ±  when Kg << 0 and 0 0θ =  when Kg >> 0.  

We first consider the case where Kg << 0 i.e., when the gated region is IP magnetized and

0 2
πθ = . Substituting Eq. S14 into Eq. S8, we obtain the following expression for the energy: 

2
2

P ex an DMcosE dKSdx EAS dx DS x
x x

E Eθθθ∂ ∂   + + =


= −   
 

+
∂ ∂

+∫ ∫∫ ,       (S15) 
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After minimizing the total energy with respect to LDW, we find: DW
0

2AL
K

π= . Again, since 

the gated region is narrow, we assume LDW > wg and ( )g DW g DWsin 2 / 2 /w L w Lπ π≈ . Taking 

LDW into the energy expression, we obtain: 

( )0
P 0 0 0 g g g g 0
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π
 

= − − + −  
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.     (S16) 

We then consider the case of Kg >> 0 i.e., when the gated region is OOP magnetized and 

take 0 0θ = . Substituting Eq. S14 into Eq. S8, we obtain the following expression for the 

energy: 

2
2

P ex an DMcosE dKSdx EAS dx DS x
x x

E Eθθθ∂ ∂   + + =


= −   
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+
∂ ∂
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ex 0E = ,                                                                       

an 0 0 g g2E K w S K w S= − − ,                                                      

DM 0E = .                                                                      

Hence,  

P 0 0 g g2E K w S K w S= − − .                                                 (S18) 

By determining the energy difference between the AP and P configurations, we obtain: 

AP P 0E E DSπ− = <  when g 0K <<                               (S19) 

and  

AP P g2 0E E S AK DSπ π− = + >  when g 0K >> .                  (S20) 

Comparing this with the results obtained from the macrospin model, we obtain the 

relationship between the physical parameters D and A, and the “effective” interaction terms Deff 

and Jex: 

eff

2
DSD π

≈                                                           (S21) 

ex
g

2 2
AK DSJ S ππ≈ +  .                                              (S22) 

The validity of these equations is confirmed by the good agreement of the coupling strength 

with that obtained from general micromagnetic simulations as described in main text. In 

particular, the magnitude of the AP coupling is given by: eff 3.3 eV
2
DSJ D π

= ≈ = −  (D = -1.5 

mJ/m2 and S = 150 nm × 1.5 nm), while the magnitude of P coupling is given by: 

ex
g 3.2 eV

2 2
AK DSJ J S ππ= ≈ + = , where A = 16 pJ m−1 and Kg = MSHK/2 = 0.9 MA m−1 

× 608.4 mT/2). In addition, we find that the P coupling strength has a gK  dependence 

(Fig. 3b). Since the value of Kg tends to saturate at a certain value for VG < 0, the coupling 

strength J for the P coupling should have an upper limit.  
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S4. Micromagnetic simulations for different Kg 

 
Figure S7 | Snapshots of micromagnetic simulations for different Kg. The direction of the 

magnetization is indicated by the colour wheel, and white and black correspond to ↑ and ↓ 

magnetization, respectively. 

 

S5. Interplay between DMI and magnetic anisotropy  

In main text and Fig. 3, we present the relationship between coupling strength and 

magnetic anisotropy in the gated region determined from micromagnetic simulations. The 

effective OOP magnetic anisotropy Keff used in the micromagnetic simulations is given by:  

2
0 S

eff u 2
MK K µ

= − ,                                                   (S23) 

where Ku and μ0 are the interfacial uniaxial magnetic anisotropy constant and the magnetic 

permeability of free space, respectively.  

In Fig. S8, we present further results from the micromagnetic simulations, highlighting the 

interplay between DMI and magnetic anisotropy in the gated region. When Kg < 0, the energy 

of the system for AP and P alignment is almost the same in the absence of DMI, which supports 

the fact that DMI is responsible for AP coupling. With increasing DMI, the difference in energy 

for AP and P alignment increases when Kg < 0, indicating the enhancement of AP coupling. 

This leads to an increase in the critical Kg where the coupling is converted from AP to P. When 

Kg > 0, the energy of the system for AP alignment surpasses that for P alignment, resulting in a 

P coupling.  

In the main text, we only consider the VCMA effect for the voltage control of the coupled 

nanomagnets. However, it has been reported that the DMI strength can be modified with electric 
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fields and that the DMI decreases with decreasing OOP magnetic anisotropy since these two 

effects share the similar origin of spin-orbit coupling4-7. This may be partially the reason for the 

slight difference between experimental (-2.5 eV) and calculated values (-3.0 eV) of the AP 

coupling strength.  

 

Figure S8 | Energy of the system obtained from micromagnetic simulations for AP and P 

alignment as a function of Kg for different DMI values.  
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S6. Reliability of <SiSi+1> obtained from different chips and positions 

To illustrate the device-to-device reliability, the nearest-neighboring correlation 

function <SiSi+1> of the square lattice for 3 chips and 5 different devices per chip were 

measured as a function of the gate voltage (Fig. S9).  The performance of the voltage-

controlled magnetic coupling on changing the gate voltage is found to be robust with 

the trend in <SiSi+1> reproduced within <0.1 standard deviation on the same chip. 

 

Figure S9. <SiSi+1> as a function of gate voltage in square lattices with 15×15 

nanomagnets obtained from 15 devices, with 5 devices fabricated on each of 3 

different chips. Red, green and blue colours indicate the results obtained from the 3 

different chips, while the different symbols indicate the results obtained from the 5 

different devices on the same chip.  

 

S7. Effect of the dipolar interaction 

Here, we determine the effect of the dipolar interaction in the Ising artificial spin ice. First, 

we estimate the contribution of the dipolar interaction for the basic element with two protected 

regions (Fig. 1a and 1b). A rough estimation of the energy of the dipolar coupling between the 

two protected regions can be obtained by considering two point-like dipoles placed at the centre 

of each element at a distance r from each other. In this case, the dipolar coupling Jdip is given 

by: 
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2
0

dip 3( ) / 2 0.07 eV
4

mJ E E
r

µ
π↑↓ ↑↑= − = − ≈ −                             (S24) 

with m = 3.0×10-17 A·m2 (for nanomagnet dimensions of 150 nm × 150 nm × 1.5 nm) and r = 

wp + wg = 200 nm, where wp and wg are the widths of the protected and gated region, respectively. 

This dipolar coupling is almost two orders of magnitude smaller than the measured coupling of 

2.5 eV as well as the estimated exchange-induced coupling of 3.0 eV. Therefore, the effect of 

the dipolar interaction is negligible in the basic element. 

 

Figure S10 | Schematics of magnetic configurations in the AP and P state used to estimate 

the effect of the dipolar coupling in an Ising artificial square ice.  

We now estimate the dipolar interaction in the extended Ising artificial square ices. For 

this, we consider the dipolar and exchange interactions in square lattice shown in Fig. S10. As 

the dipolar interaction is a long-range interaction, the energy associated with it needs to take 

into account the interactions from the surrounding macrospins. We evaluate the effect of the 

dipolar interactions by calculating the energy difference when flipping the central macrospin 

S0:  

( ) ( )0 0 dip exE E S E S E E∆ = =↓ − =↑ = ∆ + ∆ .                           (S25) 

where ∆Edip and ∆Eex are the change in the dipolar and exchange energies on flipping the central 

spin. For simplicity, we consider the case where the surrounding macrospins are in the ground 

state. For AP coupling, the ground state has AFM order, and the change in energy due to the 

dipolar interaction on flipping the central macrospin is: 

2
AP 0

dip 3 0.38 eV
2

i

i i

m sE
r

µ
π

∆ = − ≈∑                                     (S26) 
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where si and ri represent the orientation of the ith surrounding macrospins and the distance 

between the center and the ith macrospin, respectively. The dipolar energy is summed over all 

surrounding macrospins in a square lattice with 100 × 100 nanomagnets similar to the 

experimental size. The dipolar interaction facilitates the formation of the AFM order. Due to 

the alternating up-down alignment of the magnetization for AP coupling, the energy change on 

flipping the central spin due to the dipolar interaction is small compared to ∆Eex ≈ 8J ≈ 19.6 

eV. For P coupling, the ground state has FM order, and the energy change due to the dipolar 

interaction on flipping the central macrospin is: 

2
P 0

dip 3 1.29 eV
2

i

i i

m sE
r

µ
π

∆ = − ≈ −∑                                      (S27) 

The dipolar interaction inhibits the formation of the FM order and, due to the uniform alignment 

of the macrospins in the P state, the energy difference induced by dipolar interaction becomes 

sizable.  

In the experiment, we find that the strength of the AP and P coupling measured in the basic 

element is similar (shown by the similar exchange bias in Fig. 2d), while the correlation 

function <SiSi+1> for FM order is significantly smaller than that for AFM order in the extended 

structures (Fig. 4f). This could be due to the fact that the dipolar interaction becomes 

considerable in extended lattices and inhibits the formation of the FM order.  
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S8. Programmable coupling configuration in a four-spin chain  

 

Figure S11 | Programmable coupling configurations in a four-spin chain. a to h, All 23 = 8 

coupling configurations that can be programmed using electric voltages. The applied voltages 

and corresponding coupling configurations, as well as one of the ground states, are shown. The 

blue and yellow connecting lines represent AP and P coupling, respectively. The percentages 

of AP alignment for the pairs of S1|S2, S2|S3 and S3|S4 after demagnetization are shown (left), 

illustrating the programmed coupling configuration. Each percentage is obtained from the 

measurement of 32 elements. The MFM images of four selected element structures are shown 

with green and purple arrows indicating the magnetization of ↑ and ↓ respectively (right). In 

the MFM images, the bright and dark areas in the nanomagnet regions correspond to ↑ and ↓ 

magnetization, respectively. In order to guarantee the AP/P conversion, the gate voltages are 

applied for 90 min. All scale bars are 500 nm. 
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S9. Programmable Ising networks for the 8- and 10-vertex Max-Cut problems 

 

Figure S12. Programmable Ising networks for the 8- and 10-vertex Max-Cut problems. 

a, Schematic and coloured SEM image of a programmable 8-vertex Ising network. b, Solutions 

to Max-Cut problem obtained from MFM images of demagnetized devices for the cases when 

J34 is programmed to be AP (top) and P (bottom). c, Schematic and coloured SEM image of 

programmable 10-vertex Ising network. d, Solutions to Max-Cut problem obtained from MFM 

images of demagnetized devices for the cases when J34 is programmed to be AP (top) and P 

(bottom). The blue and yellow connecting lines in the schematics represent AP and P coupling. 

The black dashed line in each of the schematics indicates the cut lines separating vertices into 

two complementary sets (in green and purple), which is the solution to the Max-Cut problem 

with the corresponding weights. The bright and dark areas in the nanomagnet regions in the 

MFM images correspond to ↑ and ↓ magnetization, respectively, which is indicated with green 

and purple arrows. In the SEM images, red- and blue-shaded regions indicate the protected and 

gated regions, while the yellow-shaded region indicates the gate electrode. All the scale bars 

are 500 nm. 
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S10. Hybrid MTJ/Ising network structure 

While we can exploit a nanomagnetic Ising network to map some combinatorial 

optimization problems to 2D Ising networks with only nearest-neighboring couplings, it is 

challenging to establish crossed connections beyond nearest neighbors due to the geometric 

limitation of the 2D physical structure. In order to realize a more general network, we propose 

a hybrid MTJ/Ising network in which the spin vertices can be electrically coupled via spin 

transfer torques in MTJs, so overcoming this geometric constraint.  

 

Figure S13. Hybrid MTJ/Ising network structure for solving a complex Max-Cut problem. 

a, Schematic of a 5-vertex Ising network. b, Schematic of the hybrid MTJ/Ising network 

structure. c and d, Simulation results of the ground state without (c) and with (d) electric 

coupling J14.  The percentages of the ground spin state obtained from 100 simulation trials are 

indicated.  

To demonstrate a complex network with crossed connections, we present in Fig. S13a and 

S13b, an Ising-like nanomagnetic network including 5 vertices (Si; i=1…5), 6 magnetic 

connections (J12, J23, J34, J45, J35, J15; Jij <0) and 1 electrical connection (J14 <0). The 

nanomagnetic structure is similar to that shown in Fig. 6, which also contains two rings with an 

even and odd number of vertices. MTJs are fabricated on each spin vertex, and can be used to 

read and write the magnetization of the underlying Ising element (free layer) via the tunnel 

magnetoresistance effect and the spin transfer torque (STT) effect, respectively (Fig. S13b). 

Each MTJ is addressed by a current Ii. When Ii is small, the STT effect is negligible and the 

magnetization of the Ising element (free layer) can be read via the tunnel magnetoresistance 
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effect. When Ii is large, the STT effect tends to switch the magnetization of the Ising layer 

parallel or antiparallel to the reference layer, depending on the polarity of Ii. Assuming the 

magnetization in the reference layer to be↑, a positive (negative) Ii gives an effective magnetic 

field pointing ↑ (↓) whose strength is determined by the magnitude of Ii. In addition, the ionic 

gate structures are fabricated on each connection region (shown in yellow in Fig. S13b) and the 

gate voltage Vij is used to tune the magnetic coupling Jij between the vertices Si and Sj. 

Coupling J14 between vertices S1 and S4 is not possible in the 2D structure. Instead, we can 

couple vertex S1 and vertex S4 by applying electric currents through the MTJs on vertex S1 and 

vertex S4. The ground state of the Ising network is then obtained by applying the 

demagnetization protocol. The magnetization of S1 and S4 is read via the MTJ resistance with a 

small electric current. In addition, the electric currents  

1 14 4sign( )I I S=                                                           (S28) 

and 

4 14 1sign( )I I S= ,                                                          (S29) 

are injected to couple S1 and S4 via the STT effect. Here, I14 is the magnitude of the electric 

current corresponding to the coupling strength J14 and sign(Si) determines the polarity of the 

electric current. As J14 <0, I14 <0 and the electric currents I1 and I4 cause the vertices of S1 and 

S4 to be AP. For example, when S1 =↑, I4 =I14 <0 and S4 experiences an effective magnetic field 

pointing ↓, resulting in a current-induced AP coupling. This electrical procedure including 

magnetization reading and electrical coupling, is continuously repeated throughout the 

demagnetization process to accomplish the integration of magnetic and electrical couplings.   

In order to verify the effectiveness of the hybrid MTJ/Ising network structure, we 

performed a simulation with the same macrospin model used for the square lattice. For the case 

of all magnetic couplings, the demagnetization process gives the four degenerate low energy 

spin states with approximately equal percentages as shown in Fig. S13c. In the presence of the 

electrical coupling J14, the electric currents I1 and I4 effectively couple the magnetization 

direction of S1 to that of S4. In the simulations, we set the time period of updating the electric 

currents to be 1 ms, which is faster than the response time of magnetic field in our experiment. 

The STT-induced effective magnetic field is set to match the coupling strength of the magnetic 

coupling. After the demagnetization process, the simulation yields the doubly-degenerate low 

energy spin state with approximately equal percentages (Fig. S13d).  
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Similarly, multiple electrical couplings can be incorporated to realize a more complex 

network, by adopting the methodology used for p-bit computation. For a more general and 

complex Ising network, the vertex Si has Ni virtual couplings interacting with vertices Si
1…Si

Ni, 

and the electric current Ii is given by:  

1
sign( )

iN

i ij j
j

I I S
=

=∑                                                       (S30) 

where Iij is the magnitude of the electric current corresponding to the coupling strength Jij. 

During the demagnetization protocol, the magnetization of two spin vertices that are electrically 

coupled is read via the MTJ resistance with a small electric current. Then the electric currents 

required to give “virtual coupling” are calculated and injected into the corresponding MTJ. 

As shown above, in order to realize a complex Ising network with the functionality of 

programmability, the Ising network should contain (1) a gating structure for programmability 

and (2) an MTJ structure for the electric coupling. Both are compatible with state-of-art CMOS-

back-end-of-line nanofabrication techniques. A similar hybrid structure of MTJs and coupled 

free layers has been demonstrated in previous experiments8,9. Furthermore, the minimum 

feature size in our nanomagnetic device, i.e., the width of the gated region, is 50 nm, which can 

be produced with large-scale nanofabrication of magnetic devices with good device reliability10.  

Despite the fact that the 11-node Max-Cut problem appears to be simple, the conventional 

CMOS-based approach to solve this problem is very complicated. In order to find the solution 

to the Max-Cut problem, one should calculate the weight values for all possible spin 

configurations and choose the configuration with the maximum weight value. For an 11-node 

Max-Cut problem, the number of possible spin configurations is 211= 2048 and, in order to 

perform this procedure, the CMOS-based hardware should contain multiple electronic circuits 

to execute the required operations such as selection, addition, multiplication, comparison and 

memory. 

Every functional circuit is composed of tens of transistors and can only perform sequential 

operations. Even for the CMOS-based approach that mimics the annealing process with virtual 

spin vertices, each virtual spin vertex consists of a spin memory circuit, an exclusive OR (EOR) 

circuit and a majority-vote circuit, which is constructed using hundreds of transistors11. 

Moreover, the virtual annealing process needs additional control circuits to synchronize all the 

spin vertices.  

In comparison, the principle behind the layout in our nanomagnetic Ising network is to 

directly map the graphic network onto a physical structure, which is relatively straightforward. 

Here the relative position of the nanomagnets simply corresponds to the arrangement of the 
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vertices in the network and the design of the nanomagnets (shape and placement) gives the 

coordination (or connection) number of the vertices. The advantages of our physically-coupled 

Ising network are the built-in reconfigurable magnetic coupling and the simplicity of the 

demagnetization protocol required to find the ground state. So, compared to CMOS-based 

hardware, our approach based on nanomagnetic Ising networks requires less electronic 

components and hence has a smaller size.  

Moreover, our approach can be scaled up to have a large number of spin vertices. This is 

because the increase of vertex number in the Ising network only extends the nanomagnetic 

structure, while the device fabrication process and demagnetization procedure to obtain the 

ground state remain the same. In contrast, for the conventional approach constructed with 

CMOS-based hardware, the required time and energy consumption to find the solution increase 

exponentially with the increase of spin vertex number, as the Ising machine needs to run all the 

possible spin configurations to find the lowest energy state, with the total number of 

configurations given by 2N where N is the number of spin vertices. The total number of 

configurations becomes huge for a large number of spin vertices. For example, even for 15 spin 

vertices there are more than 3×104 configurations.  

 

S11. Reconfigurable nanomagnet logic gates 

Taking advantage of the binary nature of the Ising elements, a logic operation can be 

regarded as the ground state of a 2D Ising network with specific boundary conditions. When 

adjusting the logic inputs that determine the spin orientation of some specific vertices, the 

ground state configuration of the logic output vertices gives the result of the logic operation 

encoded in the network. As the logic operation only requires nearest-neighbouring interactions, 

our nanomagnetic structure provides a general physical platform to construct arbitrary logic 

circuits. By incorporating the voltage-controlled lateral coupling, the tunable magnetic coupling 

in our nanomagnetic structure allows for run-time reconfigurable logic operations. To 

demonstrate this capability, we have created a controlled-NOT gate, which is a fundamental 

Boolean logic gate (Fig. S14a). The dual operation functions of NOT and COPY can be 

interchanged according to the polarity of the gate voltage (Fig. S14b and S14c). When applying 

an electric voltage “1” to the gate electrode, the coupling is set to be AP and the direction of 

output magnetization is opposite to that of the input magnetization, thus accomplishing the 

NOT operation. If an electric voltage “0” is applied, the coupling is set to be P and the direction 

of the output magnetization is the same as that of the input magnetization, accomplishing the 

COPY operation.  
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Figure S14. Reconfigurable nanomagnetic logic gates. a, Schematic of a controlled-NOT 

gate and corresponding logic circuit. b, MFM images of NOT operation for the AP coupling 

(top) and COPY operation for the P coupling (bottom). c, Truth table for the controlled-NOT 

gate. d, Schematic of a controlled-Majority gate and corresponding logic circuit. e, MFM 

images of Minority operation for the AP coupling (top) and Majority operation for the P 

coupling (bottom). In the schematics shown in a and d, red- and blue-shaded regions are the 

protected and gated regions, while yellow-shaded regions are the gate electrodes. The bright 

and dark areas in the nanomagnet regions in the MFM images correspond to ↑ and ↓ 

magnetization, respectively. The blue and yellow lines in the MFM images indicate the AP and 

P coupling. All scale bars are 500 nm. 

Following the same principle, we can create a controlled-Majority gate (Fig. S14d), a 

functionally complete logic gate, and any Boolean function can be implemented using a 

combination of Minority gates. The output of the controlled-Majority gate depends on the 

relative alignments of the magnetization in the three inputs. As shown in Fig. S14e, if an electric 

voltage “1” (“0”) is applied to the gate electrode, the coupling is set to be AP (P) and the 

direction of the output magnetization is opposite (equal) to that of the majority of the three input 

magnetizations, accomplishing the Minority (Majority) operation. Therefore, our logic scheme 

has the capability of dynamic reconfigurability, which increases the logic functionality of a 

device without increasing the number of logic gates and leads to a more compact logic chip. 
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