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Justification

* AVs WILL save lives
* Collisions are mevitable
* Need public adoption

* Public cares about the ethical




Ethics

* Economic
* Social
* Environmental

* Fairness and justice




The PEpp Project

 Aim: Evaluate Expert Opinions on the
Implementation of AVs mm Switzerland

* Method: Qualitative
* Sample
* Experts 46 AVexperts

* Swiss and International = 20000 SGSa |

* Academic, Private, Policy, Inplementors

*A Proactive Ethical Approach to ‘
Responsible Automation [PEpp]



Findings

Experts feel morally responsible

Expert’s ethical frameworks are poorly
developed

Experts would appreciate regulation

Regulation should include multiple
stakeholders

Regulations should be clear and simple




Diverse Opinions

* Characteristics intuitively play a role
* Age & Number
* AVs make better decisions
* Uniformed decisions are not desirable
* Should mimic human driver decisions

* Preference for drivers (a paradox)

* Preference for VRU




So if it's not clear what is the
right thing to do... personally |
would refuse to [program AVs].

Obviously if somebody has basic
backgrounds in mathematics and
knows that the world has
uncertainty, absolutely zero
[deaths] is impossible.

| mean from a mathematical
approach it's saving two lives

instead of one. Which is horrible
to say but it is kind of true, right?

If they sell you a car which for 90%
of the times [saves] the driver... |
mean, you don't trust that 10% in
which you won't be saved? Right.

| do think that you make a certain
kind of decision when you get in a
car, right? Which the pedestrian
never made that decision.

| think that's a good metric to know
who to kill. Basically, kill the oldest,
because they have less time to live,
right, so that's very dark to say, but
that's kind of the only metric you have.

Quotations have been modified to assist with readability. Meaning and
intention has been retained.



Suggestions for
Regulators

* Take Ethics Seriously

* Consider if Characteristics SHOULD Play a
Role

* Who Do You Most Want to Protect?

* Drivers

* VRU

* Take into Consideration Socio-Economic
Fairness =
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