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Abstract—User feedback allows for tailoring system operation to ensure individual user satisfaction. A major challenge in personalized decision-making is the systematic construction of a user model during operation while maintaining control performance. This paper presents both an index-based control policy to smartly collect and process user feedback and a user comfort model in the form of a Markov decision process with a priori unknown user-specific state transition probabilities. The control policy utilizes explicit user feedback to optimize a reward measure reflecting user comfort and addresses the exploration-exploitation trade-off in a multi-armed bandit framework. The proposed approach combines restless bandits and upper confidence bound algorithms. It introduces an exploration term into the restless bandit formulation, utilizes user feedback to identify the user model, and is shown to be indexable. We demonstrate its capabilities with a simulation for learning a user’s trade-off between comfort and energy usage.

I. INTRODUCTION

User feedback is essential for the control of personalized devices to ensure user satisfaction. Feedback can be provided implicitly, by gathering measurements from human interaction, or explicitly in the form of ratings provided by the user, where the latter is considered in this paper. Ratings are usually of discrete nature, e.g. an integer number on a scale between 1 and 10. The challenges of user feedback lie in smart collection and processing of the accumulated ratings and the lack of a dynamical model for how actions affect the user’s comfort reflected in the ratings. In this paper, we address these challenges and present a learning technique to collect and process explicit user feedback and build a user comfort model. User comfort is modeled as a Markov decision process (MDP), in which the states correspond to multi-estless buser comfort model. User comfort is modeled as a MDP, in which the states correspond to multi-estless b

The MAB framework offers a scheduling policy for control actions, which are represented by multiple arms, trading-off immediate reward with acquiring information about rarely applied control actions [1]. Each arm can be operated (active action) or rested (passive action). The fundamental research in MAB was introduced in [2] deriving an index for each arm, which quantifies the expected reward for choosing the optimal action/arm. The required assumption in a classical MAB problem is that non-operated arms remain static.

Important progress in relaxing this assumption is made in [3] with the restless bandit (RB). The RB is an index policy which allows for restless states of non-operated arms by replacing the constraint on the number of active arms at each time instance by a constraint on average activity. An index is defined based on the Lagrange multiplier of the relaxed optimization problem, which can be interpreted as a price for operation of the arm. Furthermore, [3] states conditions under which the RB index allocation is optimal. The most fundamental condition in an RB approach is indexability. Indexability is a monotonicity criterion required in order for the index to provide a meaningful measure for the price. General conditions on indexability are derived in [4]–[10], where simple sufficient conditions are stated and a geometric interpretation of indexability is provided. RB models are promising for control problems due to their scalability properties. For example, [11] makes use of RBs for demand response to estimate the state of resource availability, or [12] proposes its application to sensor management and dynamic routing. Pioneering work on regret bounds is presented in [13] and further research on upper confidence bounds (UCB) and MAB algorithms can be found in [14]–[20].

Related work in user modeling is presented e.g. in [21], [22]. In [21], a trust-based consumer decision-making model is proposed in order to analyze the impact of trust and perceived risk of a website for a user’s purchasing decisions. In [22], a method is introduced to support decision making with sparse ratings. The approach takes previously rated, related objects into consideration in order to obtain an initial estimate for sparsely rated, new objects. Related work in learning MDP models can be found e.g. in [23].

In this paper, we introduce a mathematical framework to model user comfort as a function of discrete control actions and propose an index policy, the exploratory restless bandit (ERB), to address the exploration-exploitation trade-off in designing the optimal control policy. The index policy is based on the RB framework presented in [3], the UCB1 in [15], and the index-computation proposed in [10] as foundation for the control design. The ERB allows for learning probabilities such as UCB1 and for restless non-operated arms such as RB. ERB augments RB with an exploration term that is inspired by UCB1 [15]. The ERB is utilized to smartly collect and process user feedback in order to learn the user’s comfort model. We prove indexability of the considered problem under a simple condition.
The paper is structured as follows. In Section II, we state the problem and present the user comfort model. Section III presents the ERB-based index policy for maximizing user comfort based on the defined model. Section IV proves indexability of the considered problem. Section V presents a simulation applying ERB for learning user preferences in the form of a desired comfort-energy trade-off, e.g., in the control of an energy system. We conclude with Section VI.

II. PROBLEM STATEMENT

We consider the problem of maximizing user comfort by means of a controller utilizing user feedback in order to determine a tailored decision policy. We propose a model for addressing this problem where states relate to the user’s comfort and control actions induce state transitions. Figure 1 illustrates the control scheme. The user provides feedback about their current comfort level. The learning-based controller computes a decision by collecting and processing feedback to decide on a control action. The applied control action affects the user’s comfort, which is modeled as a stochastic state transition.

A. User comfort model

Consider a Markov decision process with $N$ discrete states $x^n(t) \in \{0,1\}$ for $n = 1, ..., N$ and $M$ available discrete control actions. The states are defined such that $x^n(t)$ relates to comfort level $n$ at time $t$. We define $c^m(t) \in \{0,1\}$ for $m = 1, ..., M$ as the binary variable selecting control action $m$, i.e. $c^m(t) = 1$ and $c^m(t) = 0$ if control action $m$ is engaged and disengaged, respectively. We assume that there is one comfort level $n$ active, i.e.

$$\sum_{n=1}^{N} x^n(t) = 1,$$

and that one control action is employed at each time $t$, i.e.

$$\sum_{m=1}^{M} c^m(t) = 1. \quad (1)$$

Each control action $m$ causes a probabilistic state transition such that the state dynamics for each $m$ are given by

$$\hat{x}^j(t+1) = \sum_{m=1}^{M} c^m(t) p^m_{jn} \hat{x}^n(t), \quad (2)$$

where $\hat{x}^j(t+1) \in [0,1]$ denotes the expected comfort, i.e. the probability that the comfort level at time $t+1$ is $j$. The probabilities $p^m_{jn}$ are assumed to be initially unknown as they are user-specific and will be identified from user feedback. Figure 2 illustrates an example of a user comfort model for $N = 3$, i.e. there are three comfort levels $n = 1, 2, 3$.
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Fig. 2. User comfort model with three states $n = 1, 2, 3$.

After applying a control action, the comfort level $n$ is reported by the user. The estimated probabilities $\hat{p}^m_{jn}$ are given by

$$\hat{p}^m_{jn} = \frac{N^m_{jn}}{\sum_{j=1}^{N} N^m_{jn}}, \quad (3)$$

where $N^m_{jn}$ is the number of times, the comfort state transitioned from $x^n(t)$ to $x^j(t+1)$ when control action $m$ was engaged. Eq. (3) is used to approximate (2) and yields the estimated state evolution as

$$\hat{X}(t+1) = \sum_{m=0}^{M} c^m(t) \hat{P}^m \hat{X}(t) \quad (4)$$

with

$$\hat{X}(t) := \begin{bmatrix} \hat{x}^1(t) \\ \vdots \\ \hat{x}^N(t) \end{bmatrix}, \quad \hat{P}^m := \begin{bmatrix} \hat{p}^m_{11} & \cdots & \hat{p}^m_{1N} \\ \vdots & \ddots & \vdots \\ \hat{p}^m_{N1} & \cdots & \hat{p}^m_{NN} \end{bmatrix}.$$  

B. Control objective

The aim is to find a policy $\pi: \{0,1\}^N \rightarrow \{0,1\}^M$, which allocates one control action $m$ to each state $n = 1, ..., N$:

$$\left[ \begin{array}{c} c^1(t) \\ \vdots \\ c^M(t) \end{array} \right] = \pi(X(t)), \quad \text{where} \quad X(t) := \left[ \begin{array}{c} x^1(t) \\ \vdots \\ x^N(t) \end{array} \right]. \quad (5)$$

We use $c^m(t) = \pi^m(X(t))$ to select one element of the vector-valued function $\pi$. The policy is designed to optimize the discounted cost $J(X(0))$ with

$$J(X(0)) = \max_{X,c^m} \sum_{t=0}^{\infty} \sum_{m=1}^{M} \beta^t R(\hat{X}(t), c^m(t)) \quad (6)$$

s.t. (1) \hspace{1cm} (4) \hspace{1cm} \hat{X}(0) = X(0),$$

where $R(\hat{X}(t), c^m(t))$ is the expected reward at time $t$, and $\beta$ with $0 \leq \beta < 1$ is the discount factor. In order to enhance readability, we omit the dependance of the reward on the state $X(t)$ in the remainder of the paper.
III. INDEX POLICIES FOR USER COMFORT

The aim of finding a control policy (5) to maximize the discounted cost (6) is addressed in a MAB framework, where each control action \( m \) is considered as an arm that can be engaged and is assigned an index to quantify the expected cost of arm \( m \). In the considered optimization problem (6), there are multiple, mutually exclusive control actions which yield a change of states according to the stochastic model (2). In a classical MAB framework, indices are assigned under the assumption that the state of each arm does not change if this single arm is not engaged. This assumption is not satisfied in the considered case as the state evolves also if a particular discrete control action is not employed. Hence, we formulate (6) as a restless bandit problem, where each control action \( m \) corresponds to one arm \( m \), and identify (1) as constraint on activity.

A. Formulation as restless bandit problem

The RB setting is used to compute an index for each control action/arm with the following three steps [3]:

i) The constraint on activity (1) is relaxed into a constraint on average activity.

ii) The Lagrangian of the relaxed optimization problem is constructed, where the constraint on average activity introduces one Lagrange multiplier per arm.

iii) The Lagrange multipliers are computed by comparing the expected cost of the relaxed optimization problem for engaging and disengaging each arm.

The steps are outlined in the following, details can be found in [3].

Step i) Constraint on average activity: Using the results in [3], (1) is relaxed such that the constraint on activity only has to be fulfilled on average:

\[
0 = \frac{1}{1 - \beta} - \sum_{t=0}^{\infty} \sum_{m=1}^{M} \beta^t c^m(t),
\]

(7)

where we use \( \sum_{t=0}^{\infty} \beta^t = 1/(1 - \beta) \) for \( 0 \leq \beta < 1 \).

Step ii) Relaxed optimization problem: The relaxed optimization problem is then given by substituting (7) for (1) in problem (6). The corresponding Lagrangian results in

\[
\sum_{t=0}^{\infty} \sum_{m=1}^{M} \beta^t R(c^m(t)) + \gamma \left( \frac{1}{1 - \beta} - \sum_{t=0}^{\infty} \sum_{m=1}^{M} \beta^t c^m(t) \right),
\]

where \( \gamma \) is the Lagrange multiplier. The resulting dual optimization problem is given by

\[
L(X(0)) = \max_{X,c^m,\gamma} \sum_{m=1}^{M} L_m(c^m, \gamma) + \gamma \frac{1}{1 - \beta}
\]

s.t. (4)

\[
\hat{X}(0) = X(0)
\]

(8)

where

\[
L_m(c^m, \gamma) = \sum_{t=0}^{\infty} \beta^t (R(c^m(t)) - \gamma c^m(t)).
\]

The change in the order of summations from (6) to (8) is valid since the discounted cost is absolutely summable. The proposed formulation multiplies \( \gamma \) with \( c^m(t) \) indicating activity. Hence, \( \gamma \) in (9) can be identified as price for activity and will be used as index in the proposed bandit formulation.

Step iii) Index computation for each arm: As proposed in [3], problem (6) is approximated by comparing the expected cost (9) for each arm. As a measure for the price, the index \( \gamma \) plays the leading role in the RB control framework and is conceptually computed as follows. Let the expected cost in (9) for both employing \( (c^m(0) = 1) \) and not employing \( (c^m(0) = 0) \) arm \( m \) at time \( t = 0 \) be equal, i.e.

\[
\sum_{t=1}^{\infty} \beta^t (R(c^m(t)) - \gamma c^m(t))|_{c^m(0)=1} + R(1) - \gamma = \sum_{t=1}^{\infty} \beta^t (R(c^m(t)) - \gamma c^m(t))|_{c^m(0)=0} + R(0).
\]

(10)

If \( \gamma > 0 \), the reward for employing arm \( m \) at time \( t = 0 \) is expected to be higher than not employing arm \( m \); if \( \gamma = 0 \), the controller is indifferent as to whether or not arm \( m \) is employed; and if \( \gamma < 0 \), not employing arm \( m \) is beneficial. Note that the reward at time \( t \geq 0 \) is dependent on the control action taken at \( t = 0 \) because the predicted state \( \hat{X}(1) \) depends on the employed control action \( m \) at \( t = 0 \). The detailed computation of the index according to (10) is presented in Section III-C. Due to the relaxation (7), it may be beneficial for more than one control action to be employed. In order to enforce a unique control law and reinforce constraint (1), the arm yielding the highest \( \gamma \) is employed. More details can be found in [3].

B. Exploratory restless bandit

The previously introduced RB formulation can be used in order to obtain a control policy, which exploits gathered knowledge of the model. In order to generate a control policy that also acquires new knowledge and prioritizes control actions with badly explored transition probabilities, we introduce the so-called exploratory restless bandit, which introduces a subsidy for exploration \( \rho \) in problem (9). This heuristic subsidy increases or decreases the price \( \gamma \) and is motivated by the UCB1 algorithm [15]. We define the exploratory cost \( L^\rho_m \) of arm \( m \) as

\[
L^\rho_m(c^m, \gamma) = \sum_{t=0}^{\infty} \beta^t (R(c^m(t)) - (\gamma - \rho)c^m(t)).
\]

(11)

We select the exploration measure \( \rho \) along the lines of [15] and present the condition under which ERB reduces to UCB1 in the following.

Reduction to UCB1: UCB1 allocates an index to each arm \( m \) calculated as the benefit of employing arm \( m \) and an exploration measure \( \rho \):

\[
\text{UCB1} = R(1) - R(0) + \rho,
\]

(12)

which represents a trade-off between the averagely gained reward and exploration represented by \( \rho \) [15]. As we will illustrate in Section V, a disadvantage of UCB1 is the lack of
prediction capabilities. UCB1 estimates the expected future reward (12) with a horizon of one time step. This drawback becomes evident by letting $\beta = 0$ in (11), in which case (11) accounts for only one time step:

$$L^\rho_m(c^m, \gamma) = R(c^m(0)) - (\gamma - \rho)c^m(0).$$

Let $L^\rho_m$ for employing $m$, i.e. $c^m(0) = 1$, and not employing $m$, i.e. $c^m(0) = 0$, be equal, cf. Step iii) in Section III-A:

$$R(1) - (\gamma - \rho) = R(0).$$

Then, it can be seen that $\gamma = \text{UCB1}$ in (12), which shows that UCB1 corresponds to the resulting control policy maximizing (11) for $\beta = 0$.

C. Index computation for the proposed ERB formulation

As in RB, the index $\gamma$ for the ERB is computed by comparing the cost of engaging and disengaging a control action. In the considered problem, disengaging one control action, however, can induce $M - 1$ different control actions, i.e. $M - 1$ different state transition probabilities. In order to ease notation, this section presents the computation of indices under the assumption of two available control actions $m$ and $\sim m$, i.e. the reward for disengaging control action $m$ is unique. The extension to multiple control actions is addressed in Section III-D. We extend the computation of the index $\gamma$ in [10] to incorporate the exploration measure $p$ in the following. The computation makes use of the reward measure $f_n^m(\rho)$ and activity measure $g_n^m$ of arm $m$ defined as

$$f_n^m(\rho) := \sum_{t=0}^{\infty} \beta^t (R(c^m(t)) + \rho c^m(t))$$

and

$$g_n^\sim m := \sum_{t=0}^{\infty} \beta^t c^m(t).$$

It follows that (11) is equivalent to

$$L^\rho_m(c^m, \gamma) = f_n^m(\rho) - \gamma g_n^m.$$

The procedure to compute the index for each arm makes use of the notion of active sets $S_k$ [10]. An active set can be used as a control policy and indicates activity of a control action for all states in the active set.

**Definition 1** (Active Set $S_k$). Considering an arm $m$, an active set $S_k$ is defined as the set of comfort states for which control action $m$ is employed with $S_0 := \emptyset$ and

$$S_k := \{n_1, n_2, \ldots, n_k\}. \quad (14)$$

We define $\langle S_k \rangle$ as a control policy employing the control action $m$ ($c^m(t) = 1$) if the current comfort level $n \in S_k$.

The active sets $S_k$ with threshold comfort state $n_k$ are successively built up to induce a consistent ordering of states, for which the control action is employed, i.e.

$$S_k = S_{k-1} \cup \{n_k\}. \quad (15)$$

The optimal control action at a current comfort state $\bar{n}$ is computed as follows: Consider the empty set $S_0$, i.e. the control action $m$ is not employed for any comfort level $n$. First, one index $\gamma^S_n(\rho)$ is computed for every comfort level $n$ as

$$\gamma^S_n(\rho) = \frac{r^S_n(\rho)}{w^S_n}$$

with the marginal reward measure and marginal activity measure defined as

$$r^S_n(\rho) := f_n^{(1,S_n)}(\rho) - f_n^{(0,S_n)}(\rho)$$

and

$$w^S_n := g_n^{(1,S_n)} - g_n^{(0,S_n)}.$$  

The control policies $\langle 1, S \rangle$ and $\langle 0, S \rangle$ are defined such that, at time $t = 0$, the control action $m$ is employed ($c^m(0) = 1, c^\sim m(0) = 0$) and not employed ($c^m(0) = 0, c^\sim m(0) = 1$), respectively, followed by the control policy $\langle S \rangle$. Hence, the two policies differ only by virtue of the control action taken at time $t = 0$. Eq. (17) results to

$$r^S_n(\rho) = R(1) + \rho - R(0) + \beta \sum_{j=1}^{N} (\hat{p}^m_{jn} - \hat{p}^\sim m_{jn}) f_j^{(S_n)}(\rho)$$

and

$$w^S_n = 1 + \beta \sum_{j=1}^{N} (\hat{p}^m_{jn} - \hat{p}^\sim m_{jn}) g_j^{(S_n)}.$$  

Note that $f_j^{(S_n)}(\rho)$ and $g_j^{(S_n)}$ define the reward measure and the activity measure for applying $\sim m$ at every time step.

The estimated state transition probabilities $\hat{p}^m_{jn}$ result from the control action $m$, i.e. $c^m(0) = 1$, and $\hat{p}^\sim m_{jn}$ result from the control action $\sim m$, i.e. $c^\sim m(0) = 0$. The threshold state $n_1$, cf. (15), results from the highest value $\gamma^S_n(\rho)$, i.e. $n_1 := \arg \max \gamma^S_n(\rho)$. Then, $S_1 := \{n_1\}$ and $\gamma^{S_1}_n(\rho)$ is computed for all $n$ except $n_1$ in one order to find $n_2$. The procedure is iterated until the current comfort level $\bar{n}$ matches the threshold state $n_k$, i.e. $\bar{n} = n_k$. If $\gamma^{S_{k-1}}_n(\rho) > 0$, control action $m$ is employed in comfort state $\bar{n}$ and $\sim m$ otherwise.

Algorithm 1 summarizes the index computation.

**Algorithm 1** Index computation [10]

**Output:** $\{n_k, \gamma^S_{n_k-1}\}_{k=1}^{N}$

1: $S_0 = \emptyset$
2: for $k = 1$ to $N$ do
3: \hspace{1em} $n_k = \arg \max \{\gamma^S_{n_k-1} \forall n \in \{1, \ldots, N\}\backslash S_{k-1}\}$
4: \hspace{1em} $S_k = S_{k-1} \cup \{n_k\}$
5: end for

D. Extension to more than two available control actions

This section extends the index computation in Section III-C to the case where more than two control actions are available. The availability of multiple control actions requires additional steps for the index computation as both $R(0)$ and $\hat{p}^\sim m_{jn}$ in (17) are not unique but a result of one of the other $M - 1$ control actions. Available techniques only allow for considering each control action as active or passive [3], [10], similarly to Section III-C. We therefore present simple techniques for reducing the problem to a sequence of
selections between two policies, which we denote as $\pi_a$ and $\pi_p$, for which the technique in Section III-C applies.

The quantities in (18) which are required for the selection between two policies $\pi_a$ and $\pi_p$ are computed as follows: Let $m_a$ and $m_p$ be the control actions that the policies $\pi_a$ and $\pi_p$ employ when in state $n$, respectively. Then, $R(1)$ is computed as the reward of employing control action $m_a$, i.e. $R(1) = R(c^{m_a}(0) = 1)$, and $\bar{p}^{m_a} = \bar{p}^{m_a}_n$. Similarly, $R(0) = R(c^{m_p}(0) = 1)$ and $\bar{p}^{m_p} = \bar{p}^{m_p}_n$.

Let $\mathcal{A}$ be the operator to determine the optimal control action at the current state given two possible policies as inputs by applying the procedure in Section III-C:

$$\pi(X) = \mathcal{A} \left( \pi_a(X), \pi_p(X) \right). \tag{19}$$

1) Enumeration: A na"ive approach is to enumerate all possible combinations of state to action allocations to select the best policy. The procedure is initialized by defining the active policy $\pi_a$ such that the control action $m = 1$ is chosen for every comfort state $n$. The procedure iterates over all $M^N$ possible combinations for defining a passive policy. If $\pi_p$ is superior to the current active policy $\pi_a$, $\pi_p$ is considered as active policy for the remaining iterations.

2) Branch-and-bound: The idea of the branch-and-bound algorithm is to use a bound on the maximum achievable index to exclude branches from the enumeration tree, which cannot be optimal [24]. A bound is computed by means of an artificial control action which directly leads to maximum comfort with probability 1 and this bound is used to disregard branches. This method is in the worst case identical to enumeration but offers the potential of excluding certain combinations, or branches, to save computation time.

3) Approximation with subset of policies: A computationally inexpensive heuristic is to select a small subset of possible policies in order to find a sub-optimal policy.

Let $\bar{\pi}_m$ be the scheduling policy, which allocates control action $m$ to every comfort state $n$. First, the method in Section III-C is utilized to determine a control policy $\pi_2$:

$$\pi_2(X) = \mathcal{A} \left( \pi_2(X), \pi_1(X) \right),$$

i.e. $\pi_2$ chooses the best control action out of $m \in \{1, 2\}$, for each state $n$. Then, $\pi_2$ is considered as passive policy $\pi_p = \pi_2$ in (19) to determine $\pi_3$ with $\pi_a = \pi_3$: $\pi_3 = \mathcal{A}(\bar{\pi}_3, \pi_2)$.

This procedure is iterated $M - 1$ times to determine

$$\pi_M(X) = \mathcal{A} \left( \pi_M(X), \pi_{M-1}(X) \right).$$

While reducing the complexity of the problem, this greedy approach is not guaranteed to find an optimal control policy.

IV. INDEXABILITY

In order for the index $\gamma$ to be a meaningful measure for the price, a consistent ordering of the control actions must be induced [3], i.e. as $\gamma$ for a control action $m$ decreases, it becomes profitable to engage $m$ in more and more states $n$. This implies that once the threshold price of engaging $m$ for comfort level $n$ is reached, $m$ is always engaged in $n$ as $\gamma$ decreases, which is formalized in the following definition.

**Definition 2** (Indexability [3]). Let $S$ be the active set of control action $m$. Then, the optimization problem (9) is indexable, if $S$ increases monotonically from the empty set $\emptyset$ to the entire state space $\{1, ..., N\}$ for $\gamma$ decreasing from $\infty$ to $-\infty$.

Simple sufficient conditions for indexability are presented in [10] using the notion of partial conservation laws (PCL). A key result from [10] is summarized in the following that is applied to prove indexability of the ERB problem in (11).

**Definition 3** ([10]). A bandit is $PCL$-indexable if

(i) the marginal work expenditure is positive:

$$g_n(x^{s}, S) - g_n(x^{p}, S) > 0 \quad \forall n = 1, ...N$$

(ii) monotonically nonincreasing indices can be found:

$$\gamma_{n}^{S_{0}}(\rho) \geq \gamma_{n}^{S_{1}}(\rho) \geq ... \geq \gamma_{n}^{S_{N-1}}(\rho). \quad \tag{20}$$

**Theorem 1** ([10]). A $PCL$-indexable bandit is indexable.

**Theorem 2.** The ERB design in (11) is indexable if $\beta < 0.5$ and the indices are computed with Algorithm 1.

**Proof.** The proof can be found in the Appendix.

V. SIMULATION EXAMPLE

The proposed user comfort model and exploratory restless bandit is applied to the problem of learning a user’s individual trade-off between comfort and energy consumption and optimize their comfort. To demonstrate the control method, we optimize (6) solely of one user, however consideration of multiple users can be similarly addressed.

Consider the user comfort model in Section II with $N = 3$ comfort states $n = 1, ..., 3$ and $M = 5$ control actions $m = 1, ..., 5$, which represent five levels of energy consumption. The objective is to maximize (6) with the expected reward

$$R(c^{m}(t)) = 1/M \left[ \begin{array}{c} 1 \ 2 \ 3 \end{array} \right] \bar{X}(t) - 0.16c^{m}(t).$$

by achieving a high comfort level $n$, represented by $\bar{X}(t)$, and low energy usage, represented by $c^{m}(t)$. The user’s initial comfort level for every simulation is chosen as $n = 1$ ($x^{1}(0) = 1$). The comfort state $x^{n}(t)$ evolves as in (2) where the true state transition probability matrices are given by

$$P^1 = \begin{bmatrix} .65 & .05 & .40 \\ .25 & .05 & .40 \\ .10 & .90 & .20 \end{bmatrix}, \quad P^2 = \begin{bmatrix} .05 & .50 & .30 \\ .90 & .30 & .35 \\ .05 & .20 & .35 \end{bmatrix} \tag{21}$$

$$P^3 = \begin{bmatrix} .25 & .40 & .90 \\ .70 & .40 & .05 \\ .05 & .20 & .05 \end{bmatrix}, \quad P^4 = \begin{bmatrix} .65 & .70 & .20 \\ .25 & .20 & .20 \\ .10 & .10 & .60 \end{bmatrix} \tag{21}$$

$$P^5 = \begin{bmatrix} .20 & .40 & .70 \\ .10 & .50 & .20 \\ .70 & .10 & .10 \end{bmatrix}.$$

We choose $\beta = 0.499$ to ensure indexability, cf. Theorem 2 and hence, an approximation of (6) with a finite horizon of $t = [0, 50]$ is sufficient as $\beta^{50}$ is of the order of computational accuracy. We carried out 1000 simulations and analyze the mean and standard deviation of the accumulated rewards.
A. Baseline performance with known probabilities

First, we assume that the user-specific Markov state transition probabilities are known and we compare the reward of a baseline ERB (ERB_{bl}) and baseline UCB1 (UCB1_{bl}) policy. The approximation procedure in Section III-D.3 is used for the ERB control policy. As a result, ERB_{bl} employs control action \( m = 2, 1, \) and 2 when in state \( n = 1, 2, \) and 3, respectively. UCB1_{bl} employs control action \( m = 5, 1, \) and 4 when in state \( n = 1, 2, \) and 3, respectively. The average reward \( \bar{R}(t) \) for ERB_{bl} is higher than for UCB1_{bl} throughout the simulation with stationary values of 2.05 and 1.89, respectively, cf. Figure 3.

B. Learning performance with unknown probabilities

We define \( \rho \) for both ERB and UCB1 as

\[
\rho = \sqrt{2 \ln(\sigma_a)} / \sigma_a - \sqrt{2 \ln(\sigma)} / \sigma_p,
\]

where

\( \sigma = t, \sigma_a = \sum_{n=1}^{N} N_{jn}^{n}(\pi_a(X(t))), \sigma_p = \sum_{n=1}^{N} N_{jn}^{n}(\pi(X(t))) \)

with \( N_{jn}^{n} \) as in (3). This exploration term measures how well the probabilities of the control actions, which the active and passive policies \( \pi_a \) and \( \pi_p \) would employ, are explored if the system is in comfort state \( n \). In addition, a naive approach to trade-off exploration and exploitation is used for comparison, which is referred to as \( \epsilon \)-PI. It is defined such that it chooses with probability \( 1 - \epsilon \) the action with highest reward obtained from a policy iteration (PI) method [25] and a random action with probability \( \epsilon \). The initial state transition probabilities are chosen as \( p_{jn}^{nm} = 1/N \forall n, j, m \).

Figure 3 shows the average reward (22) for \( t = [1, 250] \cup [10250, 10400] \) for ERB_{bl}, UCB1_{bl}, ERB, UCB1, and \( \epsilon \)-PI. It can be seen that ERB has a higher average reward than UCB1 of around 0.02 in the learning phase \( t < 250 \). The average rewards of both ERB and UCB1 are significantly higher than \( \epsilon \)-PI for \( t < 250 \). For \( t > 10250 \), the average reward of ERB is higher than \( \epsilon \)-PI and UCB1. The plot demonstrates a robust learning performance of ERB since the mean converges to a value close to the maximum achievable average reward of 2.05 (cf. ERB_{bl}) and the standard deviation is small. Both \( \epsilon \)-PI and UCB1 have a lower mean and larger standard deviation as ERB, which suggests a wider spread of learned policies. Note that UCB1 gained more reward than UCB1_{bl}, which is best explained with the high standard deviation of UCB1. Once UCB1 has learned the probabilities perfectly, the average reward would converge to UCB1_{bl} with low standard deviation. To summarize, ERB achieves a good trade-off between exploration and exploitation (cf. \( t < 250 \)) with robust learning performance (cf. \( t > 10250 \)) compared to both UCB1 and \( \epsilon \)-PI.

Figure 4 shows the learning performance of ERB measured as the errors \( \varepsilon_{nm}(t) \) of the estimated transition probabilities \( p_{jn}^{nm}(t) \) with respect to the true values in (21)

\[
\varepsilon_{nm}(t) = \sqrt{\sum_{j=1}^{N} (p_{jn}^{nm}(t) - p_{jn}^{nm})^2}.
\]

The mean of 1000 simulations is shown for \( n \in \{1, 2, 3\} \) and \( m \in \{1, 2, 3, 4, 5\} \). It can be seen that ERB decides quickly on actions that have to be explored more carefully and disregards unfavorable control actions at an early stage.

VI. Conclusion

This paper has proposed a multi-armed bandit framework for selecting the optimal controller from a set of discrete controller decisions, which maximizes user comfort by incorporating user feedback. A new model for user comfort in the form of a Markov decision process with a-priori unknown transition probabilities was presented. An index-based control policy, the exploratory restless bandit, to trade-off exploration with exploitation was introduced. The proposed exploratory restless bandit was shown to be indexable and to outperform other scheduling policies such as UCB1 and a greedy policy iteration method in a simulation example.
The indices in (16), with (17) and (26), become monotonically nonincreasing.

Hence, for any $\beta < \rho$ for all $t$, $\gamma_n^{S_{k-1}}(\rho) > 0$.

Thus, the lower bound of $w_n^S$ evaluates with (24) to

$$1 + \beta \left( g_j^{(S_0)} - g_j^{(S_N)} \right) \leq w_n^S.$$  (25)

The term in parenthesis in (25) originates from the worst case scenario: Taking the active policy at $t = 0$, the passive policy will be activated with probability 1 for $t \in [1, \infty)$; taking the passive policy at $t = 0$, the active policy will be activated with probability 1 for $t \in [1, \infty)$. With (24) and (25), Condition (i) in Definition 3 is therefore satisfied if

$$\frac{1 - 2\beta}{1 - \beta} \leq w_n^S.$$

Hence, for any $\beta < 0.5$, $w_n^S > 0$.

Condition ii) is satisfied as the indices $\gamma_{n_{k-1}}^S$ defined by Algorithm 1 are monotonically nonincreasing.

**Lemma 1.** If (11) with $\rho = 0$ is PCL-indexable, then (11) with any $\rho \neq 0$ is indexable.

**Proof of Lemma 1.** It is immediate from (13) that

$$f_n^{(S)}(\rho) = f_n^{(S)}(0) + \rho g_n^{(S)}$$

and thus

$$\gamma_n^S(\rho) = R \left( e^{m(n, X(t))} - e^{m(X(t))} \right) + \rho R \left( e^{m(n, X(t))} - e^{m(X(t))} \right)$$

$$= \gamma_n^S(0) + \rho w_n^S.$$  (26)

The indices in (16), with (17) and (26), become

$$\gamma_n^S(\rho) = \frac{\gamma_n^S(0) + \rho w_n^S}{w_n^S} = \gamma_n^S(0) + \rho.$$

Hence, if indices $\gamma_{n_{k-1}}^S(\rho = 0)$ in (20) can be found, then indices $\gamma_{n_{k-1}}^S(\rho)$ also fulfill (20), and condition (ii) in Definition 3 is satisfied.
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