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Summary 

Cascades provides a platform for power system risk analyses and transmission system expansion 
planning. The objective of the Cascades module is to: (I) assess the ability of a power system to 
withstand sudden changes, i.e., component failures; and (II) to find contingencies critical to power 
system security; (III) to provide a risk-informed/based transmission system expansion planning. The 
Cascades module comprises of four models/methods: 1) A flow-based cascading failure simulation 
(CFS) model; 2) Transmission system expansion planning method; 3) Vulnerability analyses method; 4) 
Method for calibration of the CFS model. 
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1. Motivations 

Power systems as a critical infrastructure are an integral part of human society and are therefore of 
paramount importance to modern life. They are one of the most complex engineered systems ever 
build, aiming to provide a reliable power supply [1]. Despite multiple layers of protective schemes, 
power systems are still experiencing blackouts that are mainly caused by cascading failures [2, 3]. 
Furthermore, an analyses of blackout data from Europe and Italy show that cascading failures are 
responsible for most of the large blackouts. Cascading failures in power systems are defined as the 
progressive failures of system components after an initial contingency. 

In November 2006, a 380 kV line in northern Germany was manually disconnected due to a request 
from a shipyard [4]. The disconnection resulted in a violation of the N-1 security criteria in the E.ON 
Netz and in some of the tie-lines with the neighboring TSOs. In the same time, a 380 kV tie-line between 
E.ON Netz and RWE TSO was operating near its thermal limit. A small increase in the power flow in this 
line triggered an alarm, demanding an action from the operators. A rushed remedial action, without 
the power flow calculations, resulted in additional loading of the line. This in turn caused a line trip 
that promptly propagated in a cascade of line tripping, which split the Continental Europe synchronous 
system into three areas. At the time of splitting there were significant East-West power flows because 
of international power trade and the obligatory exchange of wind feed-in inside Germany. The grid 
split caused large frequency deviations in all the three areas. In the West area the under frequency (49 
Hz) was resolved with large reserves deployment and load shedding. In total 17 000 MW of 
consumption and 1 600 MW of pumps where shed. In the North-East the over-frequency (51.4 Hz) was 
resolved with automatic actions, including frequency control and automatic tripping of the units 
sensitive to high frequency. In total, 6200 MW of wind generation were disconnected from the grid. In 
the South-East area, there were no significant frequency deviations, thus no load shedding occurred.  

Similarly, in January 2021, disconnection of a busbar coupler at a substation in Croatia, triggered by 
overcurrent protection, initiated a cascading failure event, which split the Continental Europe 
synchronous system into two areas [5]. Before the event, the western countries in the system ware 
importing large amounts of power (5800 MW) from the Balkans. Therefore, when the grid splitting 
happened, frequency deviations occurred in both areas, i.e., under-frequency (49.7 Hz) in the North-
West area and over-frequency (50.6 Hz) in the South-East area. Load shedding, i.e., disconnection of 
industrial loads as regulated by dedicated national contract agreements were performed in France 
(1300 MW) and in Italy (400 MW) to stabilize the frequency in the North-West area.  In total, 5.2 GW 
of generating units were disconnected to stabilize the frequency in the South-East area. Just months 
after this event, on July 24, a forest fire caused the disconnection of a tie-line between France and 
Spain, which propagated in to a cascading event resulting in grid split that separated Iberian peninsula 
from the rest of Europe [6]. The under-frequency (48.68 Hz) that occurred in the Spain and Portugal 
was resolved by frequency control actions (automatic and manual) as well as load shedding (4872 MW 
loads and 2302 MW of pumps). Furthermore, the frequency deviations caused the disconnection of 
2673 MW of generating units.  

In continental Europe, we have also observed large country-level blackout events interrupting the 
power supply to millions of customers. In September 2003, a line trip in Switzerland caused by a tree 
flashover resulted in cascade of failures that eventually progressed into separation of Italian power 
system from the rest of continental Europe [7]. The splitting has resulted in loss of 6400 MW power 
imports to Italy. Consequently, the system experienced large frequency drop, which caused the 
disconnection of multiple generators, causing even higher frequency drop. Eventually, what started as 
a cascading event resulted in total blackout of the Italian power grid. In March 2015, an overload of a 
400 kV power line unfolded into a cascade of line overloads in the Turkish power grid [8]. 
Consequently, the Eastern and Western Turkish subsystems were separated in two grids. After the 
separation from the Continental Europe synchronous system, due to large under-frequency the 
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Western subsystem collapsed in around 10 seconds. The Eastern subsystem, with significant over-
generation (4700 MW) also collapsed in few seconds despite the disconnection of several generators.  

In all the events, we observe that the grid splitting and the interruption of supply to costumers are a 
result of component failures that unfold into cascading events. We have collected over 500 events 
where costumers have been affected because of failures in the extra-high and high voltage grids in 
Europe. This data shows that although events with country-level blackouts are rear, there are 
significant number of events that have caused the interruption of the power supply to consumers. The 
blackout events are initiated by a single or multiple failures of transmission grid components and 
power plants. Figure 1 shows the rate of failure of power grid assets and their impact on demand not 
served (DNS) in the Italian power system. We observe that transmission lines and switchyard 
components are the dominating failures with the highest impact to the system security.  

 

Figure 1. The rate of failure of power grid assets and their impact on demand not served (DNS) in the 
Italian power system. 

  



9 
 

2. Introduction 

Ensuring the safe and stable operation of electrical power grids is imperative for the normal 
functioning of modern society. Due to the ever-increasing demand and adoption rate of intermittent 
energy sources, modern systems often operate near critical loading conditions, putting into question 
their capability to prevent and mitigate cascading failures [2, 9]. Therefore, understanding the complex 
nature of these failures can greatly aid in assessing the security of large interconnected power systems 
and identify vulnerabilities.  

A power system is considered N-1 secure if a single loss of an element does not cause operational 
violations [10]. N-1 contingency analyses is the traditional method for assessing system security [11, 
12]. A recent NERC Transmission Planning standard TPL-001-1 requires more rigorous contingency 
analyses [13]. These requirements include analyses of loss of two elements simultaneously (N-2) and 
loss of two elements consecutively (N-1-1). More comprehensive methods for power system security 
analyses are needed to comply with these requirements [14].  

The cascading mechanisms in power systems have been extensively researched [15] and numerous 
models have been developed to analyze these occurrences. A list of the most prominent of these 
models is presented in [16], which sorts them based on their properties, approach and simulation 
scenarios. One of the most common type of models are flow-based models, which consider the 
physical properties of the system. Dobson et al. [17]  presented one of the earlier models of this type, 
using DC optimal power flow (OPF) calculations to redistribute the power flows in the IEEE 73-bus test 
system after each stage of a cascading event. The DC-based ORNL-Pserc-Alaska (OPA) [18], a staple 
flow-based model, analyzes the connection between cascade progression and systems operating in 
near-critical loading conditions. The hidden failure model [19] investigates the impact of hidden 
failures on large cascading events. Recent works using DC flow-based methods identify critical risks of 
cascading failures using a dynamic optimization problem presented in [20] and investigate the safety 
implications of high wind energy integration using a graph traversal algorithm [21].  

Although computationally efficient, DC-based models disregard the transmission losses and reactive 
power in the system, thereby introducing a notable calculation error. To overcome this, more accurate 
and computationally expensive AC OPF models such as the Manchester model [22], have been 
introduced. This model investigates the impact of critical loading conditions on the size of blackouts, 
concluding that blackouts follow a power law probability distribution. Additionally, the model tests the 
system response by introducing random outages and uses predetermined sequences for restoring 
load-generation balance. The model presented in [23] expands on this idea by also implementing 
additional protection mechanisms, such as corrective under-voltage load shedding, while [24] 
determines the available transfer capacity between control zones with regards to cascading failure 
vulnerability. To bridge the gap between AC and DC methods, linear implicit AC PF cascading failure 
models [25] have been developed. This model greatly increases the accuracy compared to a standard 
DC PF, by minimally increasing the computation time. Another application for this approach is 
presented in [26], where a controlled islanding strategy for severe cascading events is developed using 
a mixed-integer linear programming (MILP) model. A multi-step corrective control method for nodal 
power injections, which can assist in mitigating the propagation of cascading failures, is presented in 
[27]. Similarly, [28] introduces a wind power plant re-dispatch model, which optimizes wind generation 
and provides load-frequency control, thus mitigating system overloads. A vulnerability analysis of 
power systems to cascading failures using a modified H-index  method is presented in [29], which is 
derived from the method used to quantify scientific achievements, and indicates that the degree of 
influence of a node on its adjacent nodes is not less than H. The proposed method can effectively 
identify lines which are prone to propagate faults using a two-level cascading transition graph, where 
the first level investigates the direct impact of a line failure on the system, while the second level 
investigates the impact of hidden failures. Preventive strategies to mitigate extreme-weather-related 
contingencies are investigated in [30]. The model introduces a proactive operational strategy intended 
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to enhance the system resilience and mitigate cascade progression during weather-related events. A 
resilience-oriented transmission expansion planning model is presented in [31], where a multi-stage 
optimization problem is implemented which considers investment decisions, N-1 security criterion and 
resilience requirements against cascading failures. With the emergence of cyber-physical power 
systems, researchers have investigated the impact of the cyber network on the progression of 
cascading failures. A framework that analyses cyber-coupled power grids is presented in [32], where 
the physical network, as well as the control and protection functions of a coupled cyber network are 
modeled. The publication concludes that grid robustness can be improved by implementing a cyber 
network, however, deliberate cyber-attacks can drastically increase the magnitude of the cascades. A 
comparison of the performance of different flow-based models is presented in [33], while [34] and [35] 
also bring additional academia and commercial cascading failure models into the discussion.  

The Risk and Reliability Engineering (RRE) at ETH Zurich lab has developed the Cascades, which is a 
framework for power system risk analyses and transmission expansion planning. In the core of 
Cascades is a model for cascading failure simulations (CFS). This is a flow-based model that that can 
ply DC or AC power flows. Furthermore, the CFS model in Cascades can be used for single-zone and 
multi-zonal power system analyses. The latter is a feature that lacking in the state-of-the art models 
for cascading failure analyses. Cascades also encompasses methods for power system vulnerability 
analyses and transmission system expansion planning. In addition, we have developed a method for 
to calibrate the CFS model against real blackout data. 

  



11 
 

3. Flow-based model for cascading failure simulations 

A power system consists of one or more control zones. Each zone is controlled by a transmission system 
operator (TSO), which is responsible for operating, maintaining, and expanding the transmission grid. 
A single-zone CFS model can successfully capture the development of a cascade within one control 
zone. However, such regional approach cannot capture the operations of multi-zonal interconnected 
systems. In practice, these systems consist of multiple neighboring TSOs, which have the mandate to 
stabilize their respective control zones on a national scale, while minimizing the impact on the 
remainder of the system [36, 37]. This section describes the Cascades CFS model for single-zone and 
multi-zonal analyses. 

In general, the CFS model is characterized by the following functions: 

• Simulates critical scenarios that may trigger a cascading event, 

• Identifies island operation within the system, 

• Deploys generation reserves to restore the power balance in the system in case of a 
generation/consumption mismatch or island formation 

• Triggers load shedding due to system frequency deviations beyond a safety threshold/ bus 
voltages magnitudes falling below a tolerable limit 

• Identifies blackout conditions in island operation resulting from large power imbalances that 
cause frequency instability 

• Computes the load flow changes across the transmission grid using power flow methods 

• Disconnection of overloaded power lines/transformers. 

• Performs single-zone and multi-zonal CFS 

 

3.1. Single-zone CFS model 
The cascading failure analysis model procedure is described in the following 12 steps (see Figure 2): 

1. Initial system state 

The initial system state is the starting point of the model. All the components in the system are in 
service and loads are equal to the forecast. There are no overloads, and the units generate power 
according to a given optimal power flow. In case the dispatch is provided by another 
module/algorithm and results in overloads, Cascades continues the simulations also considering 
these overloads. 

2. N-k contingencies 

We introduce single of multiple simultaneous failures (i.e., contingencies) to simulate unexpected 
changes in the systems. The contingencies are comprised of 1) the transmission grid assets (power 
lines and transformers) and 2) power generators. We utilize a random failure mechanism to 
initiate failures of components based on their failure probability.  

For transmission components, the procedure starts by creating a vector of uniformly generated 
random numbers between 0 and 1. The size of the vector is equal to the number of lines and 
transformers in the system. This way we ensure that each value corresponds to a physical 
transmission asset in the system. If an element in the generated vectors has a value equal or 
smaller than the failure probability of the corresponding component, this component is 
considered failed and added to a contingency list. This procedure is repeated until the contingency 
list has reached a predefined size.  

For the generating units, the procedure starts by creating two vectors of uniformly generated 
random numbers between 0 and 1. The size of the vectors is equal to the number of generators 
in the system. The first vector is used to simulate a full loss of a generator. The second vector is 
used to simulate a derated state, i.e., a generator can be in a state that is only partially available. 
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For a generator that occurs to be in a derated state, the algorithm selects a new maximum 
available power. For this purpose, a sampling is performed from a discrete cumulative distribution 
function (CDF) of generator outputs in derated state. 

The failure probabilities of transmission component, failure probabilities of generators, the 
probability of being in a derated state, and the available power in derated state (aforementioned 
CDF) are obtained using data from the European Network of Transmission System Operators for 
Electricity (ENTSO-E) transparency platform. We preprocess (cleaning, transformation) the raw 
data and employ Markov process to calculate the necessary unavailability parameter for 
generators (per type and size) for internal lines, interconnectors, and transformers. 

The selection of contingencies is executed via Monte-Carlo sampling. Therefore, the larger the 
contingency list the higher the chance of exploring different sets of contingencies and, thus, 
obtaining a more comprehensive evaluation of the system risk. For each set on the contingency 
list a cascading failure simulation is run. After selecting a single set, the related component(s) are 
removed from the system and a new system topology is obtained. 

3. Island identification 

The model checks the new system topology to identify if islands form, in which case the buses 
belonging to the respective islands are determined. 

4. Check frequency deviation 

The frequency deviation is computed using the following equation [38]: 

𝛥𝑓 =
−𝛥𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒

∑ 1 𝑅𝑔⁄𝛺𝐺
+ ∑ 𝐷𝑑𝛺𝐷

                                                                                                                       (1) 

where 𝛥𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 is the active power imbalance in MW, 𝛺𝐺 and 𝛺𝐷 represent the set of 
generators and demands, 𝑅𝑔 and 𝐷𝑑 are the frequency characteristics of 𝑔th generator (speed 

droop) and 𝑑th load, in 𝐻𝑧/𝑀𝑊 and 𝑀𝑊/𝐻𝑧, respectively. 

5. Emergency automation – frequency 

Emergency under-frequency load shedding (UFLS) is the last measure to be taken to maintain 
power system stability after a major disturbance. In principle, whenever the frequency deviation 
is in the allowed range (Δf>-0.2Hz), but the available capacities of the synchronized generating 
units are unable to satisfy the load, the UFLS automation uniformly disconnects enough load such 
that a new power balance is reached and a large-scale collapse of the system is avoided [38]. The 
UFLS scheme used in the model is based on the Swissgrid transmission code 2013 [39]. It consists 
of six steps: if the frequency deviation, Δf, is lower than -0.2Hz, the pumped-storage hydro plants 
operating in pumping regime are disconnected; beyond -1Hz the load is uniformly disconnected 
proportional to the frequency deviation in four steps; finally, if the frequency deviation is -2.5Hz 
or +1.5Hz, the frequency blackout conditions are attained, and all generators are disconnected. 
Additional details on UFLS implementation in the CFS model are given in Section 3.2.3. 

6. Restore load-generation balance 

Equation (1) shows that the frequency deviation in the system is proportional to the power 
imbalance. If there is a variation of load demand or island operation in the system, the balance 
between the power generation and load consumption in the system/island may not be 
maintained. The power imbalance in the system/island is measured as: 

𝛥𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 = ∑𝑃𝐺 − (∑𝑃𝐷 + ∑𝑃𝑎)                                                                                             (2) 

where ∑𝑃𝐺  is the total generation, ∑𝑃𝐷 is the total demand, and ∑𝑃𝑎𝑖
 are the loses in the 

system/island. Restoring the load-generation-balance and, thus, the frequency in the system is 
performed by frequency control actions. When a frequency deviation occurs, all the generators 
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connected to the system, or the island will ramp up/down to increase/decrease their power 
output to compensate for the power imbalance. Generators change the power delivery 
proportional to their ramp rates and are limited by their maximum/minimum operating limits. For 
the extreme case, that there is no load connected to an island, all the generators are shut down. 
In general, generating units reach their new operating points typically in tens of seconds for 
primary frequency control, few minutes for secondary frequency control, and beyond 15 minutes 
for tertiary frequency control [40]. 

 

Figure 2. A simplified flow-chart of the cascading failure simulation model. UFLS stands for under-
frequency load shedding; UVLS stands for under-voltage load shedding; 𝛥𝑓 is the frequency 
deviation, which is a positive number when the load is smaller than the generation and negative 
number when the load is higher than the generation. 

7. Power flow calculations 

After restoring the load-generation-balance, a power flow (AC or DC) is computed using the 
Matpower package [41]. In case of AC power flow, a voltage stability check is performed, and the 
cascading failure simulation continues with step 8. In case of DC power flow, the cascading failure 
simulation continues directly with step 9, i.e., with an overload check of the transmission system 
branches.  
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8. Emergency automation – voltage 

A system may enter a state of voltage instability when it is subject to a disturbance. The steady-
state threshold is a post-contingency voltage of 92% of the nominal voltage, or 0.92 p.u. [42]. One 
of the most economical remedial actions to voltage drop is under-voltage load shedding (UVLS) 
[43]. A stepwise UVLS procedure is applied to the load directly connected to the bus at which the 
voltage violation occurs. In each step, 25% of the initial load is shed, and the voltage magnitude is 
updated via the AC power flow algorithm. If the voltage violation persists, this procedure is 
repeated until the voltage magnitude is restored within tolerance limits. If under-voltage load 
shedding cannot restore the voltage, the entire load connected to the bus is lost. 

9. Island evaluation 

Steps 4 to 8 are applied to all islands, updating the power flows and bus characteristics of each 
island. 

10. Branch flow limit violation 

After the power flows in each island have been updated, the branches with power flows higher 
than their tripping threshold/maximum transmission capacity are identified. Only one line at a 
time is tripped, i.e., the line with the highest overload. The new system topology is returned to 
Step 3 for island identification. 

11. Termination criteria 

The simulation is terminated when there are no branch flow violations. 

12. Output results 

Besides the demand not served (DNS) and total number of lines/transformers tripped for each set 
of contingencies, the model records the impact of each line/transformer on the DNS, the 
frequency of line/transformer overload, the cascading stages and the corresponding DNS at each 
stage, and the utilization of each unit in positive and negative reserves. The quantified risk of DNS 
intrinsically compounds the contributions of potential frequency and voltage violations captured 
during the unfolding cascading failure events. 

The above procedure is repeated for different loading conditions, sampled from a yearly load curve. 
The year is divided into four seasons and in each season, equal number of pick load and random load 
selections are made. For each loading condition the obtained cascading failure results are assembled, 
processed, and presented as an output of the model.  One of the most important results of the 
cascading failure model is the complementary cumulative distribution function (CCDF) of the DNS. We 
refer to it as the cascading failure risk curve, or simply, risk curve. The risk curve gives the exceedance 
probability of observing DNS (blackout intensity), larger than the value reported on the x-axis. The 
main outputs of CFS model are summarized in the Table 1. 

Table 1: List of CFS model output data. 

Variable Resolution Unit Description 

DNS - - A complementary cumulative distribution function, i.e., 
risk curve 

Outage 
occurrence 

- - Transmission system component outage occurrence 

Cascading stages - MW the lines/transformers tripped at each stage and the 
corresponding DNS 

Importance  - - Importance/criticality of the transmission system 
components 

Reserves 
utilization 

- MW To what extend each unit is used to provide reserves 
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3.2. Multi-zonal CFS model 
The multi-zonal model is an extension of the single zone approach. Both options are available to the 
user of Cascades. Figure 3 shows the flowchart of the Cascades algorithm for multi-zonal cascading 
failure simulations. The multi-zonal approach is detailed in [44]. 

 

Figure 3. Algorithm of the Cascades framework. Red blocks are used exclusively for a multi-zonal 
simulation; blue blocks are used in both multi-zonal and single-zone simulation methods; blue lines 
represent the execution order of the algorithm; yellow lines represent information flow between 
blocks. 
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The model first establishes the initial state of the system, where the generating units are dispatched 
using an AC optimal power flow (OPF) solver [41] to match the demand in the system determined by 
a yearly load curve, while respecting the transmission line limits. At this stage, the system is stable, 
and no overloads are observed. The control zones in the initial state are identified and the power 
exports/imports between zones are calculated. Subsequently, disturbances (contingencies) are 
introduced in the system, which simulate transmission line/transformer failures, via Monte-Carlo 
simulation based on their failure probabilities. The topology of the system is examined in order to 
identify new islands and assess their stability. Multi-zonal islands are further assessed for the 
occurrence of splitting or merging of the control zones and their topology is updated accordingly. 
Following this, the power flow between the control zones in the island is calculated and unbalanced 
zones are subjected to corrective measures (e.g., under-frequency load shedding - UFLS), if the 
frequency deviation in the island is larger than ±200 mHz. After bringing the frequency to acceptable 
levels, the reserves of every zone are reassessed. If an exporting zone experiences a demand increase 
which exceeds its reserves, a reduction of the exports is performed until the zone is stabilized, and the 
imbalance is transferred to the importing zones. The power flows are calculated, and unbalanced zones 
are identified for frequency control, until the island frequency is brought to nominal value. After 
stabilizing the island, the transmission lines are analyzed for overloads stemming from the actions of 
the frequency control. If that is the case, overload correction is performed on the control zones that 
contributed to the overloads. For islands in which blackout conditions have occurred, the demand and 
power flows are set to zero. For the remaining islands, the final stability evaluation is performed by 
executing an AC power flow analysis and identifying buses with voltages below the threshold of 0.92 
pu. In these buses, a stepwise under-voltage load-shedding (UVLS) is performed, shedding 25% of the 
demand with each step until the voltage level is restored or all demand is disconnected. After analyzing 
the islands, all lines in the system are examined and the exceedance of the maximum transfer capacity 
is identified. Overloaded lines are disconnected one at a time and the topology of the system is 
reassessed. The island identification loop is executed again until there are no overloaded lines, or in 
the worst-case scenario, the system has collapsed.  

The term “island” in the model refers to the whole system as well as small, isolated clusters of buses. 
The procedures developed for the multi-zonal approach, enumerated from 1 to 5 in Figure 3 are 
organized into three functional groups, namely, control zone assessment, system topology update, and 
frequency balancing. 

3.2.1. Control zone assessment 
The frequency deviations in a synchronous area are first tackled by the frequency containment 
(primary) reserves, which are shared by all operating generators, and therefore, are simultaneously 
activated in all control zones. Following the primary reserves, ENTSO-E specifies that the unbalanced 
TSOs should apply corrective measures (secondary and tertiary reserves, and load shedding) in their 
control zones [36, 45], while minimizing the impact on the rest of the system. ENTSO-E also specifies 
that neighboring zones can assist the unbalanced TSOs, if their safety is not compromised. However, 
this option will not be considered in the model, as it is usually discussed on a bilateral level and is not 
mandatory. Another deviation from ENTSO-E specifications is introduced regarding the usage of 
reserves. If the reserves in the system are pre-determined, they are differentiated in the model as 
automatic (primary + secondary) and manual (tertiary) reserves. If the reserves in the system are not 
pre-determined, they are calculated for every dispatchable generator as the difference between the 
maximal capacity and current generation levels.  

The procedures for assessing the control zones are: 

• Control zone identification - identifies all buses and branches belonging to the individual control 
zones in the system. Their connections with neighboring zones are determined by identifying all 
tie lines, i.e., branches which connect two buses from different zones.  
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• Power flow assessment – calculates transmission losses in the system, assigns them to control 
zones and analyzes the power flow between the control zones. Transmission losses are first 
calculated for each control zone individually, by considering every zone to be an isolated island, 
followed by the transmission losses over the tie lines. Transmission losses over tie lines are 
calculated by subtracting the power flows in the starting and ending nodes of the respective line 
and are always assigned to the importing zone. With all losses known, the power deviation in each 
control zone is calculated as: 

∆𝑃𝑖 = ∑𝑃𝐺𝑖
− (∑𝑃𝐷𝑖

+ ∑𝑃𝑎𝑖
+∑𝑃𝐿𝑖

) ,                      𝑖 = 1, 2,… , 𝑛                                                     (3)                                                          

where 𝑛 is the number of control zones in the island, while for every individual zone 𝑖, ∑𝑃𝐺𝑖
 is the total 

generation, ∑𝑃𝐷𝑖
 is the total demand, ∑𝑃𝑎𝑖

 are the transmission losses within the zone, ∑𝑃𝐿𝑖
 are 

transmission losses over tie lines importing power, and ∆𝑃𝑖 is the power deviation. 

The following procedure is used for identifying unbalanced zones in the system. Initially, the power 
flows in the system are determined by calculating the power deviation of each control zone before a 
contingency. Zones which export power will have a positive deviation (generation larger than demand 
in the zone), while importing zones will have a negative deviation (demand larger than generation in 
the zone). As specified by ENTSO-E, power flows across zones should be maintained to prevent system 
destabilization when a TSO suffers imbalance. Following a contingency, the new state of the system is 
determined by updating the power deviations in each control zone. The difference between the post-
contingency and initial power deviations represents the real power imbalance that should be corrected 
by the affected TSO: 

∆𝑃𝑖 = ∆𝑃𝑖
𝑃𝐶 − ∆𝑃𝑖

𝐼𝑛𝑖𝑡 ,                       𝑖 = 1, 2, … , 𝑛                                                                                      (4) 

where ∆𝑃𝑖
𝐼𝑛𝑖𝑡 is the initial power deviation representing the exports/imports of control zone 𝑖, ∆𝑃𝑖

𝑃𝐶  
is the post-contingency power deviation of the same zone, and ∆𝑃𝑖 is the real power deviation that 
needs to be corrected by the TSO of zone 𝑖. 

3.2.2. System topology update 
Updating the post-contingency topology is essential for cascading failure analysis because 
disconnected lines form islands and remove loads and generators from the grid resulting in power 
imbalance. Islands must be individually stabilized, as they have no connection to the grid. The Cascades 
model employs an island extraction procedure [41], which can accurately identify all buses belonging 
to islands. However, in multi-zonal islands complex scenarios can occur that drastically affect the 
topology, such as zone merging or splitting. The following procedures serve to correctly update the 
topology of the system and do not represent optimal splitting strategies that can be employed to stop 
the progression of cascades, which can depend on the practice of the particular TSO. 

3.2.2.1. Control zone merging 
This procedure analyzes multi-zonal islands and performs zone merging if predefined conditions are 
met. Contingencies can isolate small islands from their native control zone, which remain connected 
to large neighboring zones via tie lines (Figure 4a). In most cases, the large control zone and the small 
island connected to it will coordinate balancing measures to ensure stability, with the larger zone 
effectively absorbing the much smaller island. This occurrence was observed during the French-
Spanish split in 2021 [46], and the South Australian islanding of 31st of January, 2020 [47]. 

Such scenarios are simulated in the model by assessing if control zone pairs exist in the observed island 
for which merging is possible, i.e., there are tie lines that connect them (Figure 4b). After the potential 
pairs are identified, the number of buses within each zone are compared. If one zone is smaller than a 
selected threshold (10% in our analysis) compared to the other, it will be merged into the larger zone. 
Subsequently, the topology of the island is updated in which the merged zone ceases to exist, and its 
buses are delegated to the absorbing zone (Figure 4c). 
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              a)      b)                      c) 

Figure 4. Control zone merging scenario in a three-zonal system simulated by the Cascades model. 
Lines labeled with T1-3 represent tie lines. a) cascading failure occurs in control zone 3, isolating part 
of the zone; b) merging conditions are evaluated as the isolated island (marked in blue) remains 
connected to zone 1; c) the island is merged with control zone 1, zone 3 is isolated from the system as 
there are no remaining tie lines. 

3.2.2.2. Control zone splitting 
This procedure takes place when control zones split in two or more parts. This scenario is in large part 
inspired by the recent splitting of the European synchronous area on 8th of January, 2021 [48]. To 
assess the power imbalance after such disturbance, the islands are analyzed based on their size and 
number of control zones: 

• Single zone islands – islands which do not have active trade with other control zones, therefore 
the power mismatch between generation and demand is equal to the post-contingency deviation: 

∆𝑃𝐼𝑛𝑖𝑡 = 0 →  ∆𝑃 =  ∆𝑃𝑃𝐶                                                                                                                         (5)                                                                      

• Multi-zonal islands – power imbalance is determined based on the size of the island. The parent 
island from which the new island separated after the contingency is identified by comparing the 
buses belonging to the new island with the buses of all pre-contingency islands. 

In multi-zonal islands which are smaller than a certain threshold (10% in our analysis) compared to 
their parent island, the island is considered to be too small to maintain active trade between the 
control zones, and every power imbalance is corrected within each individual control zone: 

∆𝑃𝑖
𝐼𝑛𝑖𝑡 = 0 →  ∆𝑃𝑖 = ∆𝑃𝑖

𝑃𝐶 ,                       𝑖 = 1, 2, … , 𝑛                                                                             (6)       

For islands that are larger than the set threshold, the agreed power exports and imports between the 
control zones should be respected. This is depicted in Figure 5, where a cascading event in a three-
zonal system results in a zone split. The topologies of the observed islands (Figure 5b) are compared 
to their parent system (Figure 5a) to identify which tie lines remain connected after the contingency. 
Subsequently, the pre-contingency power flows over the remaining tie lines are analyzed for every 
zone to find the original exports and imports. These power flows are maintained after the contingency, 
otherwise the fault from control zone 2 propagates to zones 1 and 3. Finally, the real power imbalance 
in every control zone, also accounting for the split zones, are calculated as the difference between the 
post-contingency power deviation and the pre-contingency exports/imports: 

∆𝑃𝑖
𝐼𝑛𝑖𝑡 = ∑𝑃𝑖𝑗

𝑡𝑖𝑒

𝑛

𝑗=1
𝑗≠𝑖

  →    ∆𝑃𝑖 = ∆𝑃𝑖
𝑃𝐶 − ∆𝑃𝑖

𝐼𝑛𝑖𝑡 ,                     𝑖 = 1, 2, … , 𝑛                                             (7) 

where 𝑃𝑖𝑗
𝑡𝑖𝑒 is the sum of power transferred over tie lines between control zones 𝑖 and 𝑗, ∆𝑃𝑖 is the 

real power deviation of zone 𝑖. 
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                a)          b) 

Figure 5. Control zone splitting scenario in a three-zonal system simulated by the Cascades model. 
Lines labeled with T1 – 4 represent tie lines. a) Cascading failure occurs in control zone 2, which imports 
power from zones 1 and 3; b) two new islands are created after zone 2 splits. The model recalculates 
the power exports/imports in each island that need to be maintained. 

3.2.3. Frequency balancing measures 
Ensuring a stable frequency close to nominal value (50Hz in the UCTE) is vital for the integrity of the 
grid. As the frequency deviation is proportional to the power imbalance in the system, unbalanced 
control zones have to be stabilized, while minimizing their effect on the grid [36, 45]. Using the 
previously discussed methods that can identify the unbalanced zones, several procedures are 
employed to enact balancing measures in a multi-zonal system. 

3.2.3.1. Under-frequency load shedding (UFLS) and frequency control 
UFLS is the final resort when the frequency deviation exceeds a specified range. The activation 
setpoints in this scheme are based on the ENTSO-E UFLS policy [45], while the load shedding steps are 
based on Swissgrid transmission code 2013 [39] as described in Step 5 (Single-zone approach). ENTSO-
E specifies emergency actions for frequency deviations ∆𝑓 < −0.2𝐻𝑧 from nominal, therefore the 
measures are taken in the following order: 

• −1 𝐻𝑧 ≤ ∆𝑓 < −0.2 𝐻𝑧 → pumped-storage hydro plants operating in pumping regime are 
disconnected in the unbalanced control zones. This is performed in a stepwise manner by shutting 
down the pumps one by one until the frequency deviation is brought within acceptable levels. 
ENTSO-E specifies that all pumps should be automatically disconnected if the frequency falls below 
49.2 Hz, while in our model that threshold is set at 49 Hz. 

• −2.5 𝐻𝑧 ≤ ∆𝑓 < −1 𝐻𝑧 → load shedding is uniformly performed in the unbalanced control zones 
in four steps, proportional to the frequency deviation and shedding up to 85% of the demand. 

• ∆𝑓 < −2.5 𝐻𝑧  or  ∆𝑓 > 1.5 𝐻𝑧 → generators in all control zones are disconnected and the 
system effectively enters a blackout. 

The frequency deviation in the system is computed using the Eq. (1). To identify the unbalanced control 
zones so they can be subjected to UFLS and limit the progression of the disturbance, the contribution 
of every zone in the frequency deviation of the system is calculated using the following approximation: 

𝐶𝑖 =
∆𝑃𝑖

∑ ∆𝑃𝑗
𝑛
𝑗=1

   →   ∆𝑓𝑖 = ∆𝑓 ∙ 𝐶𝑖 ,                 𝑖 = 1, 2, … , 𝑛                                                                          (8) 

where 𝐶𝑖 is the contribution of control zone 𝑖 to the total power imbalance in the island and ∆𝑓𝑖 is the 
approximate frequency deviation originating from that zone. The control zones that are responsible 
for the frequency deviation are subjected to UFLS. 
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If UFLS is successful, frequency control is used to restore the frequency to nominal. This measure is 
enforced on all islands whose frequency deviation is higher than ±10mHz. The power deviation in the 
unbalanced zones is corrected by employing the generation reserves, performed by ramping up/down 
the generators proportional to their ramp rates until they match the demand, while conserving the 
exports and imports to adjacent zones. When the deviation is smaller than ±200 mHz, if the reserves 
in the control zone are pre-determined, automatic reserves (primary + secondary) are dispatched first, 
and, if they fail to match the demand, manual reserves (tertiary) are used. For deviations larger than 
±200 mHz, ENTSO-E [45] specifies that TSOs can use all available resources to stabilize the zone, 
therefore, automatic and manual reserves are used simultaneously. This type of dispatch is also used 
if the reserves in the system are not pre-determined. If the available reserves are not sufficient to 
match the demand in the control zone, export correction and/or uniform load shedding is performed 
until power equilibrium is established. 

3.2.3.2. Export correction 
If the disturbance disables large generating units in the control zone, the demand might exceed the 
generation by a margin larger than the available reserves. To avoid potential destabilization of control 
zones that export power in normal conditions, a correction of the export to the adjacent zones is 
performed after the disturbance. This procedure simulates both the physical properties of the control 
zone which will not have enough generation to fulfil its exporting contracts, as well as the decision 
making of the TSO. The procedure first employs all remaining generation reserves in the zone, followed 
by calculating the surplus demand: 

∆𝑃𝑆𝑖
= ∑𝑃𝐷𝑖

− (∑𝑃𝐺𝑖
+ ∑𝑃𝑅𝑖

) ,                      𝑖 = 1, 2, … , 𝑛                                                                      (9)                                                          

where ∆𝑃𝑆𝑖
 is the surplus demand in zone 𝑖 which needs to be corrected, ∑𝑃𝐺𝑖

 is the pre-contingency 

generation and ∑𝑃𝑅𝑖
 are the total generation reserves in the zone. 

Subsequently, the zones that import power from zone 𝑖 are identified and their import ratio is 
determined. The surplus demand from zone 𝑖 is then transferred proportionally to the importing zones 
𝑗, based on their import ratio and added to their power imbalance:  

𝑅𝑖𝑗 =
𝐼𝑖𝑗

∑ 𝐼𝑖𝑘
𝑛
𝑘=1
𝑘≠𝑖

   →    ∆𝑃𝑗
′ = ∆𝑃𝑗 + 𝑅𝑖𝑗 ∙ ∆𝑃𝑆𝑖

 ,              𝑗 = 1, 2,… , 𝑛  and 𝑗 ≠ 𝑖                                      (10)                                                          

where 𝐼𝑖𝑗 is the power imported to zone 𝑗 from zone 𝑖, 𝑅𝑖𝑗  is the import ratio of zone 𝑗 to the total 

imports from zone 𝑖, and ∆𝑃𝑗
′ is the new power imbalance in zone 𝑗. The updated power imbalance in 

the importing zones is corrected using frequency balancing measures. If the reserves are not sufficient 
to match the increased demand in the zone, uniform load shedding is performed across the zone until 
power equilibrium is established. 

3.2.3.3. Overload correction 
TSOs should take into account the grid constraints when applying frequency control actions as 
specified by ENTSO-E [45]. Therefore, the experience and expertise of the operating staff is crucial in 
identifying potential congestion points and manipulating the dispatch of reserves accordingly. This 
decision-making process is implemented in the Cascades model via an overload correction procedure 
to mitigate line congestion. 

The frequency control ramps the dispatchable generators proportional to their ramp rate across the 
affected control zone. Even though this method will effectively restore the nominal frequency in the 
system, it carries the inherent possibility that line overloads can occur. Therefore, a method is 
implemented which consists of identifying the problematic zones and correcting the dispatched 
generating reserves. The identification procedure finds the overloaded lines immediately after a 
contingency, then scans for new overloaded lines after frequency control is applied to every 
unbalanced zone. Zones that caused new overloads in the system undergo correction. To simulate an 
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idealized decision-making process by the TSO, the correction is implemented via AC OPF by adding the 
following constraints: 

• The minimal values of the generators in the problematic control zones are fixed to their generating 
levels before applying frequency control. 

• Their maximal values are set to match the available reserves for each generator. If the frequency 
deviation is below 200 mHz, the algorithm can use the automatic or both automatic and manual 
reserves. For deviations higher than 200 mHz, all reserves are used, as well as for systems where 
the reserves are not pre-determined.  

• The generators in non-problematic control zones are fixed to the levels after frequency control is 
applied and are not affected by the correction. 

Therefore, the correction exclusively alters the generator levels in the problematic zones, while 
accepting the generators set points identified by the frequency control for the remaining zones. If the 
AC OPF fails to converge, uniform load shedding is performed in the problematic zones in five steps 
(20% of demand per step) until convergence. If the solver still fails to converge and all demand is shed, 
the overload correction method is discarded and the original solution with applied frequency control 
is taken as preferred, despite the introduction of new line overloads into the system. 

3.3. Algorithm features 
The models described within Section 3.1 and 3.2 are integrated into a single CFS model. The user 
selects the simulation option. If single-zone approach is selected, the algorithm uses all the reserves 
available in the system, although the system may comprise multiple zones (TSO’s). If multi-zonal 
approach is selected, the algorithm uses the reserves scheduled by each TSO to regulate the frequency 
deviations in its respective zone. In addition, we employ a third, hybrid, option that allows the TSOs to 
share reserves with a TSO that needs them. In fact, when a TSO is not able to resolve a power 
imbalance, the algorithm checks how much reserves are available in the neighboring TSOs. The 
available amount per neighboring TSO is limited by the internal needs for reserves because of 
simultaneous failures in these TSOs. Furthermore, the remaining reserves are constrained by the 
branch limits, i.e., the deployed reserves from the neighboring countries will not cause any line limit 
violations.   

Cascades incorporates two cascading failure analysis models: the first one relies on DC power flow, 
while the second is AC power flow based. The default method for solving the AC power flow problem 
is the Newton-Raphson (NR) method. However, also the Gauss-Seidel (GS) and Fast Decoupled (FDXB 
and FDBX) methods are available. The main difference between the two models is that the DC-based 
model does not evaluate bus voltages and, therefore, UVLS cannot be performed. Furthermore, the 
AC model calculates the reactive power flows in the grid, which is not the case with the DC model. 
Consequently, it can be expected that the AC-based model will yield more load shedding events and 
requires more computing time. Both models use the MATPOWER package [41] for solving the optimal 
power flow (OPF) and the power flow (PF) problems that are part of the simulations. As OPF solvers 
the user can selected from MATPOWER’s default MIPS solver, or MATLAB’s FMINCON, the IPOPT which 
is made available through the OPTI Toolbox, or GUROBI for DC OPF. 

The cascading failure model utilizes two methods for automatic frequency control: (1) the default 
method, and (2) the procured reserves-based method. When the default method is applied, every 
available unit is ramped up or down based on the current generation level, as described in Section 3.1 
(Point 6). The procured reserves-based method only uses the reserves schedule provided by a 
market/dispatch model for frequency deviation lower than 200 mHz and the same procedure as the 
default method for frequency deviation higher than 200 mHz (see Section 3.2.3.1). Here, the primary 
and secondary reserves are combined and treated as one; this applies to both the positive and the 
negative reserves. The tertiary reserves are activated in case the primary and secondary reserves are 
not sufficient to balance the load demand. In both methods generators are ramped up according to 
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their individual ramp up rates. For the negative reserves, besides using the ramp down rates, an 
additional option is offered where the ramp down is performed proportionally to the current output 
of the units. The model records the utilization of the reserves from each unit, both positive and 
negative. This option can be used to perform a reserves procurement that improves system security, 
i.e., prioritize units that will be scheduled for reserves provision based on the utilization statistics 
obtained by the cascading failure simulations.  

AC power flow convergence is not always guaranteed and there is a possibility that the algorithm will 
fail to obtain solutions under certain conditions. There are various reasons for non-convergence, from 
an inadequate initial guess of the bus voltages to voltage collapse. Before any measures are taken, we 
run simulations using the four available AC PF methods, i.e., NR, FDXB, FDBX, and the GS PF method. 
Each of these methods have different convergence properties, thus, the one showing the least 
convergence issues is selected. When a cascading failure investigation is carried out, it is likely that for 
some system configurations the AC power flow will not converge due to the system operating outside 
the steady state stability limits. This can be the result of a 1) reduced capacity of the system to transfer 
the power from one part to another and 2) lack of reactive power to supply load demand. Both can 
cause a voltage collapse in some parts of the system. We run a continuation PF to check for system 
stability limit violations. To mitigate the convergence problem, a built-in mechanism that can resolve 
convergence issues is implemented. The mechanism can act in four different ways and, depending on 
the order in which they are applied, four strategies exist. These actions are: (1) decrease system 
loading, i.e., decrease the load and generation simultaneously step-by-step until the AC PF converges; 
(2) perform full AC OPF; (3) accept the non-converged solution or consider system blackout; (4) 
perform reactive power AC OPF, i.e., fix the active power and run the AC OPF, thus perform reactive 
power re-dispatch. The preferred (default) order is (1)-(2)-(3), such that if (1) is not successful (2) is 
used and so forth. Current tests show that in the majority of non-convergence cases action (1) is 
sufficient; action (3) is only used in extremely rare situations. When action (3) is used, we accept the 
non-converged solution (the default option) and simulate how the cascade progresses. Current tests 
show that if none of the above actions is leading to convergence, the non-converged solution shows 
large active/reactive power flows in some parts of the system, resulting in overloads. This means that 
if this solution is accepted, it is very likely that the cascading will progress further, causing blackouts. 
However, the option exists that when action (3) is used a total system collapse is acknowledged, i.e., 
the algorithm sheds all load and disconnects all generation. The default value of the load/generator 
decrement in action (1) is 5%. Smaller values are not recommended because it may result in longer 
calculation times, while higher values may result in unnecessary load shedding. 

In case the minimum and maximum operational constraints of the slack bus are violated in the AC PF 
solution, a correction is performed. Namely, the power output is 1) reduced to the maximum allowed 
value if the maximum power limit constraint is violated and 2) increased to the minimum allowed value 
if the minimum power limit is violated. The power difference is covered by the reserves or, 
alternatively, load shedding is performed. AC power flow computations can result in unrealistic 
reactive power flows that, in turn, cause unrealistic power losses. This issue is resolved by ignoring the 
losses and treating the power flow as DC. It is worth mentioning that these events are very rare and 
occur in some systems more often than in others. The algorithm also has the option to cancel this step.  

The AC-based cascading failure model is adapted to receive generation schedules from a DC-based 
dispatch (obtained by a unit commitment / generation scheduling algorithm). The difference between 
the AC-based dispatch and the DC-based dispatch is in the power losses occurring in the transmission 
lines, which are neglected in the DC approximation. Thus, when a DC dispatch is fed into an AC model, 
there will a power loss mismatch that must be compensated by the slack bus, which may not be the 
most economical solution or may even be infeasible as the compensation would violate the maximum 
power limit constraint of the slack bus. Therefore, a procedure is created that performs a re-dispatch 
such that the losses are distributed to the cheapest generators with available capacity. In the process, 
all generators keep the value provided by the DC dispatch expect the ones that increase their power 
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output to compensate for the losses. In fact, the generators can only increase their output, while their 
minimum is temporarily fixed to the values of the given dispatch. This mechanism restricts complete 
re-schedule of this dispatch. The generators will increase the power output based on the available 
capacity such that, if they are scheduled to provide reserves, the reserves are not depleted. However, 
in case the total amount of additionally available generator power is smaller than the losses, the 
algorithm will use some of the scheduled reserves.  

The failure probabilities of lines, transformers, and generators are calculated using large unavailability 
data from ENTSO-E and Italian TERNA. The algorithm has the option to use: 1) single failure probability 
for all branches and single failure probability for all generators, 2) failure probability for each branch 
type (i.e., internal line, interconnector, transformer), 3) separate failure probability for each branch in 
the system, and 4) failure probability per generator type and size. The branch contingencies are 
generated probabilistically as described in Section 3.1 (Point 2). By default, when multiple 
simultaneous failures are produced, the algorithm does not consider the geographical closeness of the 
failed branches. However, the algorithm provides the options that when two or more simultaneous 
failures occur, the failed branches are connected (i.e., geographically close). In addition, we can 
simulate hidden failures with a given probability. This means that, during the cascading simulations 
when a branch is tripped because of an overload, there is a likelihood that another branch (bellow 
maximum loading) is tripped in addition, i.e., hidden failure. 

The algorithm also provides the option to use single branch rating coefficients (branch tripping 
thresholds) for all the branches or multiple ratings for different classes of branches. The purpose of 
these coefficients is for use as tuning parameters when model calibration is performed. When a single 
line rating coefficient is used a single value is set for all lines and transformers in the system. When 
multiple line rating coefficients are used, a unique value is assigned to each component based on the 
voltage level, i.e., the number of coefficients is equal to the number of unique voltage levels. A value 
of 1.3, corresponding to 130% the nominal line rating should be assigned as the default. The reason 
for the extra capacity is because the branches do not automatically trip when the nominal line rating 
is reached. In fact, a TSO is likely to allow some tolerance (often 30%) for a limited period. This 
tolerance gives the time to the TSO to reduce the branch loading. The line failure probability and line 
rating coefficients are decision variables in a validation and model calibration procedure we have 
developed [49]. The procedure is based on meta-heuristic with the objective of finding the optimal 
values for the line failure probability and rating, which will enable the simulation results to have the 
best possible agreement with historical data. We have performed this type of model calibration for the 
Western Electricity Coordinating Council (WECC) network, for which historical data on DNS and line 
outages is available [50, 51]. The entire calibration methodology is described in detail in Section 6. 

3.4. Model limitations 
Cascades is a steady-state model for power system security analysis. The following list provides context 
on some of the main limitations of Cascades: 

• The stochastic behavior of the power systems is limited to the initial contingencies and hidden 
failures. 

• Transients, e.g., generator swing equations, are neglected. 

• Voltage control is not considered (under-voltage emergency protection is implemented). 

 

3.5. Model validation 
The cascading failure analysis model is validated on the reduced 240-bus WECC network [52]. The 
reduced 240-bus WECC system data include the hourly load profiles and RES generation for 2004. In 
total, 17 coal-fired and 4 nuclear power plants are modeled as base load units. The hourly set points 
of the 50 aggregated dispatchable gas fired generators are obtained via optimal power flow based on 
cost information. In the WECC network, the main source of blackouts data is the frequency distribution 
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of the blackouts size from 1984 to 2006 [53], which is provided by the North American Electrical 
Reliability Council (NERC). Additionally, the transmission line outage data of the Transmission 
Availability Data System (TADS) are recorded for 8864 outages by a WECC utility over the decade 1999-
2008 [54]. The line outages are grouped into different cascade events [55]. Therefore, the probability 
distribution of the total number of outages in each cascade can be computed. The calibration of the 
CFS model (DC version) is performed using the Calibration methodology described in Section 6. The 
validation/calibration results are shown in Figure 6. The figure shows a good agreement between the 
historical data and the simulation results after calibration.  

 

Figure 6. Risk curves for the 1) historical data, 2) model results, 3) model results with calibration. 
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4 Transmission system expansion planning method 

Transmission system operators (TSOs) are constantly working towards strengthening the power grid 
by building new and increasing the capacity of the assets. To this aim, transmission expansion planning 
(TEP) identifies the most effective yet economical network upgrades. The decisions to install new 
infrastructure involves multiple factors such as investment costs and system security. The latter often 
implies the utilization of N-1 security criterion to ensure secure operations and identify weaknesses in 
the power grid. The latest NERC standards for transmission system planning require investigation of 
the performance during the simultaneous loss of two elements and an assessment of the risk of 
cascading outages [13]. Identifying TEP solution where the capital costs and the desired system 
security are the most favorable is, however, a challenging task and requires the multi-objective 
decision-making among alternative solutions [56]. 

TEP approaches can encompass deterministic, probabilistic, or epistemic-uncertainty conditions. 
Deterministic models are based on a set of specific parameters with predicted values, such as demand, 
generation, or market behavior, which are considered exactly known [57-60]. This approach usually 
provides a unique expansion solution. Probabilistic models acknowledge randomness in the parameter 
forecasts, thereby considering different scenarios. Probabilistic models can account for the 
uncertainties in the electricity demand level [61, 62], in solar power generation [63, 64], in wind power 
generation [65, 66], and forced outage rates of system components [63]. Epistemic uncertainties are 
also considered recognizing that part of the uncertainty originates from an inherent lack of knowledge. 
The probabilistic and uncertain models are often solved via stochastic [67] and robust [68] 
optimization. An extensive overview of available literature on TEP is provided in [69]. Another 
important factor affecting TEP is the model used in the power flow investigations, namely “AC” and 
“DC”. The DC power flow (PF) problem represents a linearized version of the AC PF equations [70] and 
presents computational advantages over AC PF [71]. However, DC simulations also come with an 
overall reduction of the result accuracy that can sometimes be considerable [72]. Before 2016, the vast 
majority of all TEP studies were carried out using the DC approach, while AC PF based studies have 
started gaining ground only recently [69]. Bent et al. [73] find that DC-based TEP solutions often 
underestimate the expansion costs and cause severe constraint violations when evaluated in an AC PF 
simulation. To overcome the shortfalls of DC-based approaches while avoiding the computational cost 
of AC models, the use of LPAC (linear-programming AC [74]) has been investigated for transmission 
planning. Contrary to DC, the LPAC model allows capturing both voltage magnitudes and reactive 
power and produce TEP solutions, which are mostly compliant to a regular AC model. In addition, the 
estimated cost of expansion is more realistic. 

The TEP problem is tackled as single objective or multi-objective optimization problem using 
mathematical programming and metaheuristic techniques. Wu et al. [75] describe a linear programing 
(LP) representation of the TEP problem, which is solved as single objective optimization using the 
CPLEX Optimizer. Similarly, Zhang et al. [60] present a mixed-integer linear programming (MILP) 
formulation of the TEP problem based on the linearized power flow model, which is solved as single 
objective optimization using the Gurobi Optimizer. MILP is utilized by Zhang et al. [76] to perform 
combined expansion planning of transmission and natural gas systems considering N-1 contingency in 
both grids. The computational complexity is reduced by disjunctive model, which decreases the 
number of variables and constraints. Rahmani et al. [77] develop strategies to reduce the number of 
variables and the search space of a multistage TEP problem. The obtained results demonstrate the 
computational gain by the proposed technique. Furthermore, Braga et al. [78] use metaheuristics, i.e., 
a Simulate Annealing algorithm to solve the MILP representation of the TEP problem. The methodology 
uses the ε-constrained method and an interactive decision-making to explore the Pareto front. Gomes 
et al. [56] solve an multi-objective, non-linear, and non-convex representation of the TEP problem 
using a Multi-Objective Evolutionary Particle Swarm Optimization (MEPSO-II) algorithm. Even though 
MEPSO-II is more time-consuming, it improves the Pareto front and gives transmission network 
planners more insight compared to established algorithms.  
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TEP methods should integrate risk considerations to yield comprehensive solutions. However, risk has 
received a limited attention in TEP studies [69]. Qiu et al. [79] develop a multi-stage expansion planning 
model that combines both DC and AC network models and takes risk into account via a novel 
probability index. This index quantifies the expected load curtailment, allowing system planners to 
balance risk, reliability and cost by defining a “required capped load curtailment probability”-
parameter as part of the TEP model input. Karimi et al. [80] present an expansion planning procedure 
that incorporates the risk of cascading line outages. It relies on a modified version of the DC PF based 
ORNL-Pserc-Alaska (OPA) model to compile a list of candidate lines for an expansion and compare 
different TEP scenarios derived from that list using cost-benefit-analysis. Zheng et al. [81] introduce a 
probabilistic multi-objective TEP model designed to enhance the ability of the transmission grid to 
protect against overloads when wind power is integrated. The model includes three risk-indicators, 
namely the non-overload probability of each branch, the non-overload probability of the entire power 
system, and the margin of non-overload probability of the system, based on which an overall risk index 
is determined. Qorbani et al. [31] present a single objective TEP method that uses DC based cascading 
failure simulation model to account for potential cascading events in the expansion.   

The literature lacks a methodology that embraces AC PF based TEP and simultaneously minimizes 
capital costs and the risk of cascading outages. To address this research gap, we introduce a state-of-
the-art risk-informed TEP tools that relies on an AC PF based cascading failure simulation model, which 
assesses the capabilities of a system to withstand outages. We have developed two methods for risk-
informed transmission expansion planning (TEP): (1) optimization based TEP (Section 4.1); (2) 
importance list base TEP (Section 4.2). Both methods utilize the cascading failure model outlined in 
Section 3. 

4.1. Optimization based transmission expansion planning method 
The objective of the optimization based TEP method is to provide an adequate expansion plan with 
respect to the cost of expansion and risk of systemic failures.  The minimization of the cost of expansion 
and risk of cascading outages are conflicting objectives, where the latter is calculated by simulating the 
cascading process. Therefore, the TEP problem is formulated as a simulation-based, multi-objective 
optimization problem that provides a set of Pareto optimal solutions, none of which outperforms the 
others with respect to all objectives. This set of solutions provides multiple expansion trade-offs to 
decision makers with respect to risk-improvement and expansion costs. Testing on the IEEE 118-bus 
system demonstrates the capability of the tool to identify multiple superior solutions with respect to 
literature benchmarks. The contributions of this method are twofold: 1) we integrate an AC-based 
cascading failure simulation model into a TEP formulation, thus expanding the current state-of-the-
art; 2) the developed approach allows for system security assessment that goes beyond the N-1 
security condition and can perform analyses on the progression of systemic failures into the grid. These 
assessments are aligned with the latest grid standards for transmission system planning [13]. The 
description of the TEP model presented here is detailed in [82]. 

4.1.1. Formulation of the TEP 
In the TEP, we consider a list of branches with size 𝐵 that consists of candidate lines and transformers. 
A candidate branch can be any existing branch or a new branch in a corridor where no branches exist. 
The decision variables in the TEP optimization problem are the statuses 𝑏𝑗 of the candidate branches. 

The TEP optimization comprises two objective functions, i.e., the cost of TEP and the cascade risk 
improvement. The cost objective is defined as: 

𝑐 =  ∑𝑏𝑗𝐶𝑗

𝐵

𝑗=1

,      𝑗 = 1,2,… , 𝐵                                                                                                                         (12) 

where c is the total cost of TEP, 𝐶𝑗 is the cost of building branch 𝑗. 
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The risk improvement objective 𝑟 is defined as the Euclidean distance [83] between the risk curve of 
the system before transmission expansion (reference system) and the risk curve of the system after 
transmission expansion:  

𝑟 = (∑|𝑝{𝑑𝑅 > 𝑥} − 𝑝{𝑑 > 𝑥}|2)

1
2
                                                                                                             (13) 

where 𝑝{𝑑𝑅 > 𝑥} is the risk curve of the reference system, and 𝑝{𝑑 > 𝑥} is the risk curve of the system 
with expansion, 𝑝 denotes probability, 𝑑𝑅 and 𝑑 denote the DNS of the reference data and the DNS 
obtained with the simulations, respectively, and x denotes DNS value observed on the x-axis. The risk 
curves are obtained using the CFS model of Section 3. The goal of the optimization is to maximize 𝑟. 

The multi-objective TEP problem is formulated as:  

𝑚𝑖𝑛{𝑐, −𝑟}                                                                                                                                                            (14) 

subject to: 

∑𝑏𝑗

𝐵

𝑗=1

≤ 𝑁                                                                                                                                                              (15) 

𝑏𝑖 ≤ 𝑁𝑏                                                                                                                                                                   (16) 

Where 𝑁  is the maximum number of branches that can be built and 𝑁𝑏  is the maximum number of 
times a branch can be selected for building. 

4.1.2. Solution of the TEP 

The presented optimization problem is tackled via simulation-based optimization problems. We use 
the genetic algorithm (GA) method [84], which has shown promising results compared to Nonlinear 
Mesh Adaptive Direct Search (NOMAD) [85, 86] and Particle Swarm Pattern Search [87] in cascading 
failure simulation studies [50]. Furthermore, GA is successfully applied on TEP problem as shown in 
[88]. In particular, we use the NSGAII [89] to deal with the multi-objective optimization TEP problem 
defined with Eq. (14). Figure 7 details the steps of the TEP procedure. The procedure starts by 
generating a population of random solutions, 𝑙, of the TEP problem:  

𝑙 =

[
 
 
 
 
 
𝑏1,1  𝑏1,2         ⋯   𝑏1,𝑗   ⋯     𝑏1,𝐵

𝑏2,1  𝑏2,2         ⋯    𝑏2,𝑗  ⋯     𝑏2,𝐵

⋮                      ⋱               ⋮
𝑏𝑖,1  𝑏𝑖,2         ⋯   𝑏𝑖,𝑗    ⋯     𝑏𝑖,𝐵

⋮                      ⋱               ⋮
𝑏𝐿,1  𝑏L,2     ⋯     𝑏L,𝑗    ⋯     𝑏𝐿,𝐵 ]

 
 
 
 
 

                                                                                                     (17) 

where each row of the population represents a single TEP solution 𝑖 (𝑖 = 1,2, … , 𝐿) and 𝐿 is the 
population size, i.e., the number of potential TEP solutions, and 𝑏𝑖,𝑗 is a uniformly distributed integer 

number taking values between zero and  𝑁𝑏 for each candidate branch 𝑗 in the candidate list. The total 
number of new builds per TEP solution is constrained by Eq. (15). The cost of grid expansion, i.e., the 
value of the cost objective function is calculated for each potential solution from the population using 
Eq. (12). After upgrading/modifying the electrical grid according to each individual solutions 𝑖 from the 
population, 𝑙, the cascading failure simulation model is run on each of the newly composed grids. These 
results are utilized to calculate the risk improvement objective function, 𝑟, using Eq. (13). Therefore, 
the fitness  [89] of each solution from the population is calculated based on the cost of TEP and the 
risk improvement objectives, subject to the constraint satisfaction. 



28 
 

Generate initial 
population, Pop 

Evaluate cost objective

Run cascading failure 
model

Compose new grid 
topologies

Evaluate risk 
improvement objective

Evaluate constraint 
violations

Evaluate fitness of new 
population

Reproduction
Crossover + Mutation

Is termination 
criteria reached

Yes No

Non-dominated sorting
Crowding distance

Evaluate fitness

Replacement

Tournament selection

Combine populations:
Non-dominated sorting

Crowding distance

Output Pareto front, 
calculate the best 

compromise solution

Evaluate fitness

Set input data:
Grid data

Bus loading 

NSGAII

 

Figure 7. Flowchart of the TEP procedure. 

The fitness of the solutions is used to sort the population by applying the concept of non-dominance 
[89]. If a solution outperforms all the other solutions with respect to all objective functions, this 
solution is non-dominated or non-inferior [90]. In this case, each solution is evaluated according to the 
cost objective (Eq. 12) and the risk improvement objective (Eq. 13). Then, the solutions are ranked 
based on their non-dominance and the population is sorted into Pareto frontiers. The solutions that 
satisfy the constraints always outrank those that do not satisfy the constraints. A solution is assigned 
to frontier 𝐹 + 1, if it is dominated by at least one solution belonging to frontier 𝐹. The solutions 
belonging to the first frontier are called Pareto optimal solutions. Besides the non-dominant sorting 
procedure, the NSGAII uses the crowding distance operator to help maintain the diversity of the 
population. The crowding distance estimates the density of solutions surrounding a particular solution 
𝑖 by calculating the average distance between 𝑖 and the two closest solutions [89]. Tournament 
selection is utilized to select the chromosomes (solutions) for reproduction. The selected 
chromosomes enter the reproduction step, integrating the blending crossover operator (BLX-α) and 
the non-uniform mutation operator [91]. In the next step, the non-dominated sorting and the crowding 
distance operators are applied to the new and the old populations. The replacement operator decides 
which solutions from the combined population will be passed to the next generation. Only half of them 
survive, a decision made according to the non-dominance rank and the crowding distance. Solutions 
with high rank and large crowding distance have higher survival chances [89]. The procedure is 
repeated until the stopping criteria, i.e., the predefined number of iterations is reached.  

The multi-objective optimization of competing objectives results in a set of Pareto optimal solutions, 
none of which outperforms the others with respect to all objectives. Therefore, any of these solutions 
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can be selected based on the preferences of the decision maker. In this study, the best compromise 
solution (BCS), which satisfies both objectives to an acceptable degree, is selected via an approach that 
is based on the fuzzy set theory [92, 93]. The approach utilizes a membership function, which quantifies 
the degree of membership to a fuzzy set for an element from an input space by assigning it a value 
between 0 and 1 [94]. In particular, the objective functions of the Pareto optimal solutions are fuzzified 
using a trapezoidal membership function, and they are assigned values in the range [0, 1]: 

𝜇𝑘
𝑚 = {

1
𝑓𝑘

𝑚𝑎𝑥 − 𝑓𝑘(𝑚)

𝑓𝑘
𝑚𝑎𝑥 − 𝑓𝑘

𝑚𝑖𝑛

0

𝑓𝑘(𝑚) ≤ 𝑓𝑘
𝑚𝑖𝑛

               𝑓𝑘
𝑚𝑖𝑛 < 𝑓𝑘(𝑚) < 𝑓𝑘

𝑚𝑖𝑛

𝑓𝑘(𝑚) ≥ 𝑓𝑘
𝑚𝑖𝑛

                                                                         (18) 

where 𝑓𝑘(𝑚) is the 𝑘th objective function value for the 𝑚𝑡ℎ Pareto optimal solution, and 𝑓𝑘
minand 

𝑓𝑘
max are the minimum and maximum values of the 𝑘th objective function across all optimal solutions, 

respectively [95]. The normalized membership function, 𝜇𝑚, for the Pareto optimal solution 𝑚 is 
calculated as 

𝜇𝑚 = 
∑ 𝜇𝑘

𝑚𝐾
𝑘=1

∑ ∑ 𝜇𝑘
𝑚𝐾

𝑘=1
𝑀
𝑚=1

                                                                                                                                         (19) 

where 𝑀 is the number of non-dominated solutions and 𝐾 is the number of objectives. The solution 
with the largest membership value, i.e., 𝑚𝑎𝑥 (𝜇𝑚), is the best compromise solution. 

4.1.3. Test system, case studies, and algorithm properties 
The developed TEP methodology is tested with reference to the IEEE 118-bus benchmark system [96], 
which contains of three zones (shown in the one-line diagram in [97]) 186 branches, 9 transformers, 
118 nodes and 54 generators with a combined maximum capacity of 7’200MW. The power demand 
across all load buses amounts to 3’733.07MW. This value is considered to be the mean total load over 
the course of a year and the yearly load curve is extracted from [98].  

We perform two case studies to demonstrate the applicability of the proposed TEP methodology. In 
Case Study 1, all branches are selected as candidates. Although in practice not all branches are 
considered as candidates, we perform this assessment to show the robustness of the method when 
applied on a real size power system.  In this case study, the costs of building/upgrading existing 
branches are estimated based on the method used in [99]. In Case Study 2, a list of pre-determined 
candidate branches is taken from [60]. This is done for the sake of comparison with established 
methods. The candidate branches in [60] only contain information on the corridor, cost, and rating of 
the proposed branches, but not on their resistance (R), reactance (X) or susceptance (B). Therefore, 
these properties are determined by scaling R, X and B of the already existing branch in a corridor as a 
function of the transmission capacity [70]. The candidate branch data is given in Table A.1, Appendix 
A [82]. 

In both case studies, a list of 1000 contingencies are used for each loading condition and 18 loading 
conditions are selected from the yearly load curve, resulting in 18000 cascading failure simulations for 
each evaluation of the objective function, i.e., execution of the cascading failure model. Given a 

population of 60 individuals and a maximum number of 300 iterations, a total of 3.24108 cascading 
failure simulations are performed to identify the Pareto front in Case Study 1. In Case Study 2, the 

population is 40 individuals, and the maximum number of iterations is 200, leading to 1.44108 
cascading failure simulations. The maximum number of iterations is the stopping criterion for the 
NSGAII. The TEP algorithm is developed in MATLAB and executed on a personal computer with an 
Intel(R) Core(TM) i9-9980XE CPU and on the Euler computer cluster at ETH Zurich [100]. The calculation 
time for a single run of the cascading failure model, parallelized based on the loading conditions takes, 
respectively, 40s on the personal computer and 15s on the computer cluster. Furthermore, the TEP 
problem is parallelized based on the population, and the calculation time vary from 10 hours to 50 
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hours, depending on the population size (40 or 60), the number of iterations (200 or 300), and the used 
computer. This is suitable for a typical offline problem such as the TEP. 

4.1.4. Results 
Case Study 1: all branches 

In this case study, the 186 branches (lines and transformers) belong to the candidate list, i.e., every 
corridor in which a branch exists is considered as a potential corridor for building another branch with 
the same properties as the existing one. In total 186 decision variables are considered in the 

optimization problem defined in Eq. (14). The maximum number of branches to be built (𝑁) is eight 

(Eq. (15)), while the maximum number of new branches per corridor (𝑁𝑏) is one (Eq. (16)). Figure 8 
shows the Pareto optimal frontier obtained using the proposed multi-objective TEP method and 
demonstrates that the cost of the TEP and the risk improvement are indeed conflicting objective. In 
general, Pareto optimum solutions which upgrade many lines result in large costs and large risk 
improvement. 

 

Figure 8. The Pareto front for Case Study 1. The color bar represents the number of branches in each 
TEP solution; the red star marks the BCS. 

The risk improvement achieved by TEP ranges between 0 and 1.385 and the cost of TEP ranges from 0 

to 94.25106 USD. The red star marks the BCS, i.e., the expansion plan that is the best tradeoff between 
the objectives. Table 2 shows the list of the four branches to be built according to the BCS, and Table 
3 shows the list of the eight branches to be built to achieve the best risk improvement solution. 

Table 2. The list of the four branches to be built according to the BCS in Case Study 1. The first column 
denotes the buses between which a branch is connected, the second column denotes the type of 
branch, and the last column denotes the cost of the newly built/upgraded branches. 

From – To bus Type Cost (USD) 

5 – 8 Transformer 6’007’500 

8 – 30 Line 9’072’000 

26 – 30 Line 15’480’000 

77 - 78 Line 2’790’000 

  Total = 33’349’500 
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Table 3. The list of the eight branches to be built to achieve the best risk improvement solution in Case 
Study 1.  

From – To bus Type Cost (USD) 

2 – 12 Line 11’088’000 

5 – 8 Transformer 6’007’500 

8 – 30 Line 9’072’000 

12 – 117 Line 21’000’000 

23 – 32 Line 17’295’000 

26 – 30 Line 15’480’000 

77 – 78 Line 2’790’000 

110 - 112 Line 11’520’000 

  Total = 94’252’500 

 

The risk improvement of the BCS is 0.399, while the risk improvement of the most expensive solution 
is 1.385. All the branches present in Table 2 are also present in Table 3, which emphasizes the 
importance of these branches in minimizing the risk of cascading failures. Branches 5 – 8 and 77 – 78 
are the branches that most frequently show up in the obtained Pareto optimal solutions (Figure 8). In 
particular, the failure of transformer 5 – 8 during peak demand conditions causes the overload in line 
8-30, which evolves into a cascade resulting in a DNS of 3190 MW. One of the reasons for the large 
DNS is the violation of steady state stability limits due to the lack of transfer capacity in zone one of 
the grid. The grid only stabilizes after five cascading stages and the formation of three islands. Two of 
the islands form in zone one and the third island spans across zone two, zone three and part of zone 
one. 

Figure 9 shows the risk curves for the reference grid configuration, the grid configuration based on the 
BCS, and the grid configuration as found in the best risk improvement (RI) solution. Either of the 
expansion plans yield a significant risk improvement, i.e., less cascading events with lower intensity, 
with the best risk improvement solution showing much higher improvement compared to the BCS 
regarding the risk of cascading failures. However, as shown in Table 2 and Table 3 the capital cost 
associated with the best solution is three times higher than the capital cost of the BCS. Since the Pareto 
front provides multiple solutions, the decision maker – usually the TSO – can choose an expansion plan 
depending on risk improvement preferences and available budget. 

 

Figure 9. Risk curves obtained in case study 1. The black curve corresponds to the reference power 
grid, the blue curve shows the behavior of the power grid for the BCS, and the green curve depicts 
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power grid behavior for the best risk improvement (RI) solution. In total 18000 cascading failure 
simulations are performed to derive a single risk curve. 

Figure 10 represents a risk surface consisting of all the risk curves calculated for each Pareto front 
solution given in Figure 8. The x-axis denotes the risk improvement for each Pareto solution. The y-z 
plane depicts the risk curves for each TEP solution from the Pareto front. Figure 10 quantifies the risk 
transition from the solution with the highest risk to the solution with the lowest risk and their 
associated costs. When the risk improvement exceeds 0.45, there is significant decrease of the 
cascading intensity (Power Lost / Total Power) of the most severe event form each risk curve. Figure 
10 shows the importance of knowing the risk curve associated to the TEP solutions for making the most 
informative decision about transmission upgrades. 

Table 4 and Table 5 show the cascading stages of the worst cascade observed, i.e., the cascade causing 
the highest DNS, for the reference grid configuration (Table 4) and for the BCS (Table 5), respectively, 
for the same list of contingencies. The worst DNS does not always correspond to the last event (point) 
in the risk curve, because the horizontal axis does not show the DNS in MW, but the ratio of power lost 
(DNS) and power demanded in the system. From Table 4 and Table 5 it is evident that for the reference 
grid the worst cascade causes much larger DNS. In addition, the number of cascading stages is higher 
compared to the grid expanded based on the BCS. 

 

Figure 10. Risk surface obtained in case study 1. The color bar denotes the cost of TEP. 

As for the best risk improvement solution, the worst DNS event (55 MW) is not a result of a cascade, 
but a load disconnection due to an initial set of contingencies, i.e., the simultaneous failure of two 
lines. In fact, most DNS events are the result of an initial contingency set disconnecting loads. 
Furthermore, there are no cascades with more than two cascading stages. In conclusion, expanding 
the grid based on the proposed TEP procedure effectively prevented the unfolding of cascades that 
result in large DNS events that can have negative effects on societal welfare. 

Table 4. Cascading stages of the worst cascade observed in the reference grid; the total demand is 
5681.75 MW.  

Cascading stages 1 2 3 4 5 6 7 8 

Contingencies 
26-30 
37-38 

23-32 30-38 22-23 25-27 23-24 42-49 42-49 

DNS (MW) 0 0 53.4 101 2901.5 2916.6 3606.5 4848.2 
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Table 5. Cascading stages of the worst cascade observed in the BCS-improved grid; the total demand 
is 5681.75 MW. 

Cascading stages 1 2 3 

Contingencies 
25-26 
32-113 

23-32 17-31 

DNS (MW) 0 0 320 

 

Case Study 2: pre-selected candidate branches 

In this case study, the branches for the expansion can only be selected from a list of 17 candidate 
branches provided in [60]. Therefore, 17 decision variables are considered in the optimization problem 
defined in Eq. (14). The same list of contingencies and the same 18 load conditions as in Case Study 1 

are used. The maximum number of branches to be built in total (𝑁) and maximum number of times a 

branch can be selected (𝑁𝑏) is set to eight (Eq. (15)) and one (Eq. (16)), respectively. Figure 11 shows 
the Pareto optimal front obtained using the proposed multi-objective TEP method. 

 

Figure 11. The Pareto front for Case Study 2. The color bar represents the number of branches in each 
TEP solution; the red star highlights the BCS. 

Figure 11 shows that the obtained Pareto front does not reach the same risk improvements compared 
to Case Study 1, because the capacity of the branches in the list is smaller compared to the existing 
branches, and the pool of candidate branches to choose from is significantly smaller, i.e., 17 against 
186 branches. Table 6 shows the list of three branches to be built according to the BCS, and Table 7 
shows the list of eight branches to be built to achieve the best risk improvement solution in Case Study 
2. The risk improvement for the BCS is 0.1118, while the risk improvement for the best risk 
improvement solution is 0.1816. 

Table 6. The list of three branches to be built according to the BCS in Case Study 2. 

From – To bus Type Cost (USD) 

8 – 30 Line 8’670’000 

12 - 117 Line 3’180’000 

17 – 30 Transformer 21’220’000 

  Total = 33’070’000 

 



34 
 

Table 7. The list of eight branches to be built to achieve the best risk improvement solution in Case 
Study 2. 

From – To bus Type  Cost (USD) 

8 – 30 Line  8’670’000 

12 – 117 Line  3’180’000 

17 – 30 Transformer  21’220’000 

37 – 38 Transformer  19’240’000 

65 – 68 Line  18’410’000 

77 – 78 Line  8’970’000 

110 – 112 Line  18’710’000 

   Total = 98’400’000 

 
 

 

Figure 12. Risk curves obtained in Case Study 2 and the risk curve obtained for the reference system 
with the expansion solution given in [60]. 

 
  

Figure 13. The risk surface obtained in Case Study 2. The color bar denotes the cost of TEP. 
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As in Case Study 1, the results of Case Study 2 show that the BCS expansion plan is a subset of the best 
risk improvement solution expansion plan (Table 7). Figure 12 shows the risk curves for the reference 
grid configuration, the grid configuration based on the BCS, and the grid configuration as found in the 
best risk improvement solution. Both solutions yield a significant risk improvement. Figure 13 shows 
the risk surface consisting of all the risk curves calculated for the Pareto front in Figure 11. Figure 13 
quantifies the risk transition from the solution with the highest risk to the solution with the lowest risk 
and their associated costs. 

Table 8 shows the cascading stages of the worst cascade observed with the best risk improvement 
solution. The worst cascading event unfold in a cascade with lower DNS compared to the reference 
grid (Table 4). However, despite BCS having a better overall risk improvement compared to the 
reference grid, the worst cascade has the very similar DNS as the reference grid (Table 4). Additional 
analyses and comparison with the literature are provided in [82]. 

Table 8. Cascading stages of the worst cascade observed with the grid after expanding based on the 
best risk improvement solution; the total demand is 5866.3 MW.  

Cascading stages 1 2 3 4 5 6 7 

Contingencies 
20-21 
25-27 

23-22 26-30 23-24 30-38 19-34 15-33 

DNS (MW) 0 0 0 0 616 2955.4 3096.9 

 

4.2. Importance list based transmission expansion planning method 
The objective of the importance list based TEP method is to provide an expansion plan that achieves a 
predefined system security, i.e., risk of systemic failures. The selection of the target risk curve depends 
on the availability of historical data. If target security does not exist, the risk curve obtained for the 
base-case system configuration is set as reference security. In this case, either the expansion budget 
or maximum number of upgrades must be provided. The same three criteria as described in Section 
Error! Reference source not found. are valid here as well. Unlike the optimization-based expansion m
ethod, the list based TEP method does not need optimization, which makes it simpler and faster. 
However, there is a risk that the obtained solution is not optimal. Note that this method only proposes 
upgrades of existing branches. Each upgrade is modeled as a parallel line or transformer. 

4.2.1. Modeling features 
The importance list based TEP relies on the cascading failure analysis model to derive expansion 
strategies. Two concepts are used: (1) the first concept is based on the impact of line/transformer 
failures on the DNS, which relies on the cascading failure model recording all events where an initial 
contingency results in load shedding. (2) The second concept is based on the frequency of line 
overloads; this concept relies on the cascading failure model recording all line overloads occurring after 
an initial contingency. The model performs the following steps (Figure 14): 

1. Creation of lists 
The impact of line/transformer failures on the DNS, as well as the frequency of line overloads 
are stored in two lists, after which the transmission system lines/transformers are ranked from 
highest to lowest frequency/impact. Additionally, a third list is created as a hybrid of both lists. 
The hybrid list must not have repeating lines/transformers, i.e., if a line/transformer exists in 
both list the one with the highest rank is kept in the hybrid list. 
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Figure 14. Expansion planning model flow chart. 

 

2. Expansion strategy 
Each list is used to create an expansion strategy, and each strategy is used to create a 
new/updated network topology. Therefore, three new network configurations are formed. 
The number of lines/transformers to be upgraded from each list is predefined, with the 
recommended number of line/transformer upgrades being equal to one, i.e., only one 
line/transformer should be upgraded in each iteration. This procedure prevents 
overinvestments in the system; however, upgrading only one component per iteration can also 
lead to high computing times. 

3. Asses the expansion impact 
After each network configuration has been evaluated separately using the cascading failure 
simulation algorithm, the obtained results are compared. This comparison is based on the 
difference between the simulation results and the (desired) reference system security. One of 
the main results from the cascading failure model is the distribution of DNS events. 
Consequently, we calculate the difference between the simulated and the reference DNS 
distributions. The algorithm has several options for calculating this difference, such as distance 
correlation [101], Kolmogorov-Smirnov test [102, 103], Kullback-Leibler divergence [104], 
Wasserstein distance [105], and Minkowski distance [83]. The latter is computed as follows: 

𝑑𝑖𝑓𝐸 = (∑|𝐶𝐶𝐷𝐹𝐷𝑁𝑆𝐷𝐴𝑇𝐴
(𝑑𝑛𝑠𝐷𝐴𝑇𝐴) − 𝐶𝐶𝐷𝐹𝐷𝑁𝑆(𝑑𝑛𝑠)|

𝑝
)
1/𝑝

                                          (20)  

where 𝑑𝑖𝑓𝐸 is a measure of the differences between reference data and simulation results, 
𝐶𝐶𝐷𝐹𝐷𝑁𝑆𝐷𝐴𝑇𝐴

 is the complementary cumulative distribution function (CCDF) of the historical 

DNS, 𝐶𝐶𝐷𝐹𝐷𝑁𝑆 is the CCDF of the simulation results, 𝑑𝑛𝑠𝐷𝐴𝑇𝐴 and 𝑑𝑛𝑠 are the DNS value 
vectors, 𝑝 = 1 results in the Manhattan distance, while 𝑝 = 2 yields the Euclidean distance. 
Because the reference data and the simulation data may not contain the same number of DNS 
values, both vectors are interpolated using linear polynomials to construct new data points 
within a discrete range, thus making the subtraction possible. Equation (20) always results in 
a positive number for both 𝑝 = 1 and 𝑝 = 2. It is, therefore, crucial to know the sign of the 
function difference, which in this case is determined only as the sum of the differences 
between the CCDF of the reference data and the CCDF of the simulation results. A negative 
sign means that the security obtained with the simulations is lower than the security of the 
system for which the reference data is given. 

The function difference (distance) is calculated for all three new system configurations and 
only the system resulting in the highest function difference is kept, the others are discarded. 
In case the required system security is not yet reached, the results obtained from the cascading 
failure simulations of the other two system configurations are used to create the new 
importance lists, which will be further evaluated. 
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4. Stopping criteria 
The function difference is also used as a stopping criterion. In other words, the expansion 
planning continues until the function difference becomes a positive value or a predefined 
number of iterations is reached.  

4.2.2. Algorithm features 
The default setting of the transmission system expansion planning algorithm is to calculate and use 
the function difference based on the DNS results. However, the line outage probability function 
difference can be used as an alternative. This difference is calculated as the difference between the 
line outage data (historical or reference system configuration) and the simulation results. One must 
not confuse the failure probability of a line with the line outage probability. The latter is calculated 
based on the participation of each type of outage in the total number of outages. In other words, the 
number of all single component outages is divided by the total number of outages, the number of all 
double component outages is divided by the total number of outages etc.  

Besides the system security, an expansion budget can also be used as the main criterion for the 
expansion plan, enabling the algorithm to find the best expansion plan considering a given budget. 
Violation of the budget is possible. If neither a security criterion nor budget exists, the user is motivated 
to use a maximum number of upgrades.  

The expansion planning algorithm can be executed significantly faster if the user chooses to use only 
one expansion strategy and, thus, only one new system configuration is evaluated at a time. Once the 
expansion method has been applied on a given power system, it becomes evident which expansion 
strategy is giving the best result. Therefore, for further utilization of the algorithm on the same system, 
the user is encouraged to use the strategy that is clearly giving the best results without calculating the 
security impact of the other two strategies. However, if the system is significantly changed the user 
should reassess the expansion strategies and re-select the most adequate one. In case the calculation 
time is not a concern, it is recommended that the user selects the default option, i.e., assessing and 
comparing all strategies. 

The application and obtained results of the list based TEP are presented in [106] and [107]. In both 
works we assess scenarios of the Swiss energy transitions and the need for transmission expansion. 
We show how particular upgrades of grid assets improve system security.  
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5 Power system vulnerability analyses 

Power systems vulnerabilities are reviled either by accidental or deliberate events [108]. As accidental 
events are considered the random failures and natural hazards [16], and as deliberate events are 
considered the physical attacks, cyber-attacks, and electromagnetic pulses (EMP) [109]. An extensive 
body of research on power system vulnerability, performed in the past decades, highlights the 
relevance of the topic [16]. The vulnerability of a system can be defined as the “manifestation of the 
inherent states of the system that can be exploited by an adversary to harm or damage the system” 
[110]. 

Scientific literature reviles variety of models and methods used for power system vulnerability analysis. 
In general, they can be placed in two categories: (1) topological approaches; and (2) flow-based 
approaches. The topological approaches are based on network connectivity and the complex network 
concept [111, 112]. They rely only on information on the gird topology, and are computationally 
efficient [113]. The flow-based approaches are based on the power flow dynamics and physical 
characteristics of the power grid. They rely on the information of the physical characteristics of the 
grid, and can be computationally expensive [33]. A more detailed review of all types of methods used 
in power system vulnerability analysis is present in [16]. 

A topological model for the identification of groups of most critical elements in the Italian high-voltage 
grid is presented in [113]. The model identifies the important groups by applying the betweenness 
centrality of groups of nodes and groups of edges, and the variation in network connection efficiency. 
An integrated topological and reliability framework, comprising different centrality measures, for 
assessing the vulnerability of the high-voltage Iranian power grid is introduced in [114]. The paper 
shows that the reliability characteristics differ from the topological results, because they are mostly 
uncorrelated. Eusgeld et al. [115] use topological analysis to identify the most relevant parts for system 
vulnerability, supplemented by a physical analysis to understand better the mechanisms responsible 
for these vulnerabilities. Similarly, [116] presents an extended topological approach that, besides the 
regular topological metrics, considers the line flow limits and applies a real power-flow allocation over 
lines. Furthermore, topological models are used in combination with probabilistic safety assessment 
(PSA), where fault trees are applied to identify and rank critical components in the power grid [117]. A 
statistical model for estimating the probability of restoring power to the electric grid before a 
determined time after a blackout is presented in [118]. This developed knowledge can be used to 
inform event tree calculations in PSA models. In general, the topological approaches are criticized for 
their inability to capture the physical process occurring in the power grids, despite the attempts to 
perform additional physical analysis. 

On the other hand, the main arguments against the flow-based approaches are their complexity and 
computational inefficiency. However, these approaches are widely used today, e.g. a DC power flow 
based method that exploits game theory is used to assess the vulnerability of a power system [119]. 
Similarly, [120] introduces an optimization method in a game theory framework, which utilizes linear 
approximation AC power flow and aims to identify critical components in a power system. The DC 
power flow based OPA model [18] and the AC power flow based Manchester model [22] are the most 
recognized cascading failure analyses models. In [121], the criticality of individual components of 
power systems is assessed via AC based cascading failure model considering multi-element failures. 
The proposed approach builds upon the Fussell-Vesely importance measure quantifying the 
performance decrease ratios due to the loss of grid elements. A flow-based approach that utilizes a 
novel mixed integer linear programming optimization framework is described in [122]. The study 
assesses the impact of several natural hazards on the grid infrastructure employing failure and 
recovery probabilities for system components. Similarly, [123] proposes a resilience enhancement 
framework for interdependent gas and power grids. The framework utilizes a multi-objective genetic 
algorithm to find the optimal resilience enhancement strategies. A study of the vulnerability and 
reliability of a power system with various levels of penetration of renewables is performed in [9]. The 
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results show that the vulnerability and reliability are affected by the renewable sources and the 
electrical interconnections. Abedi et al. [124] compare a DC and AC approaches for vulnerability, 
reliability, and contingency assessment of a power grid. The results show that the DC model 
significantly underestimates the reliability, and, therefore, conclude that the AC models should be 
prioritized. 

A comparison of the criticality of power grid complements is performed using multiple cascading 
failure models in [34]. Different models show some inconsistencies when allocating grid assets 
criticality, which indicates that cascading failure analysis is still an active field of research. Cascading 
failure models are known for being capable of performing comprehensive cascading failure analysis 
and assessing the vulnerability of the power grids. However, their identification of the critical 
components mainly focuses on the impact on the demand not served (DNS) caused by a single branch 
failure or by sets of randomly generated contingencies. The methodology proposed in [125] goes 
further, combining a DC based cascading failure model and a stochastic “Random Chemistry” (RC) 
algorithm, to identify large collections of multiple contingencies that initiate large cascading failures. 
Yet, this approach does not utilize optimization to determine the sets of contingencies causing the 
worst blackouts (i.e., DNS). Furthermore, methods using optimization are also applied to uncover small 
subsets of events with high impact [126, 127]. However, these methods rely primarily on detecting 
limit violations and load shedding actions, and they do not simulate the full propagation of disturbance 
events, i.e., do not perform cascading failure analyses. 

We address this research gap by introducing a vulnerability assessment methodology that couples an 
AC based cascading failure simulation model and a meta-heuristic optimization procedure. The use of 
cascading failure analyses is motivated by the fact that modern power systems, despite the multiple 
layers of protective schemes, are still experiencing blackouts that are mainly caused by cascading 
failures [2, 3]. The objectives of the proposed methodology are to: (1) provide ranking of the most 
important branches in the transmission grid, and (2) identify sets of branches that will cause the 
cascade with the highest intensity if simultaneously tripped. The first objective is achieved by ranking 
the criticality of the branches using two criteria (i) the impact that each branch failure has on the DNS 
and (ii) the frequency of line overload. The second objective is achieved by hard linking an AC based 
cascading failure simulation model and a meta-heurist based optimization procedure. This link allows 
for optimal identification of vulnerabilities that have the potential to spread within the power grid, 
while considering automatic and manual system responses. The algorithm developed for the purpose 
of this study is applied to the IEEE 118-bus test system and the Swiss power grid. The results provide a 
ranking of the branches according to the two different criteria and identify the sets of branches that 
are most critical to system security. The potential application of these results includes asset upgrade 
and guidance for operators on implementation of procedures for improving the system response 
during failures or malevolent acts. This work is presented in detail in [128].  

5.1. Methodology 
The vulnerability method comprises the CFS model from Section 3 and a meta-heuristic based 
optimization procedure. 

5.1.1. Criticality measures 
We utilize the CFS model to accomplish the first objective, i.e., to rank the branches in the transmission 
grid according to their criticality. For this purpose, the model relies on two criticality measures: (i) 
branch impact on DNS, and (ii) frequency of branch overload.  

The CFS model initializes with a separate list of contingencies for each of the pre-selected loading 
conditions. Each list consists of pre-selected number of sets of contingencies. Thus, the total number 
of contingency sets, i.e., the total number of cascading failure simulations is equal to the number of 
loading conditions multiplied by the number of contingency sets per contingency list. For each 
cascading simulation, the model records the DNS caused by the initial contingency set. If the set consist 
of more than one contingency, same amount of DNS is assigned to all of them. The process is repeated 
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for all sets of contingencies and loading conditions and the recorded DNS is aggregated for each 
contingency (branch): 

𝐵𝐷𝑘 = ∑ ∑ 𝐷𝑁𝑆𝑛,𝑚
𝑘

𝑁

𝑛=1

𝑀

𝑚=1

                                                                                                                                     (21) 

where, 𝐵𝐷𝑘 is the criticality of branch 𝑘 associated with the branch impact on DNS criticality measure, 
𝑀 is the number of loading conditions (power demands), 𝑁 is the number of contingency sets per 

loading condition, and 𝐷𝑁𝑆𝑛,𝑚
𝑘  is the DNS assigned to branch 𝑘 after performing the cascading 

simulations for contingency set 𝑛 and loading condition 𝑚. 𝐷𝑁𝑆𝑛,𝑚
𝑘  is equal to zero in case that the 

cascading failure analysis do not end with DNS. 

Furthermore, the model records the frequency of branch overloads, i.e., the overloaded branches after 
the first cascading stage is completed. These overloads are important because they directly contribute 
to the evolution of a cascading event. The counting is performed for all sets of contingencies and 
loading conditions and the recorded overloads are aggregated for each branch:   

𝐵𝐹𝑘 = ∑ ∑ 𝐹𝑛,𝑚
𝑘

𝑁

𝑛=1

𝑀

𝑚=1

                                                                                                                                           (22) 

where, 𝐵𝐷𝑘 is the criticality of branch 𝑘 associated with the frequency of branch overload criticality 

measure, and 𝐹𝑛,𝑚
𝑘  is equal to 1 if branch 𝑘 is overloaded after the contingency set 𝑛 is introduced into 

the system, otherwise  𝐹𝑛,𝑚
𝑘  is equal to zero. 

5.1.2. Vulnerability identification method 
To accomplish the second objective, we introduce the vulnerability identification method, which aims 
to find the branches that if simultaneously tripped will cause the blackout with the highest intensity. 
We are looking for a set of two, three, or more lines/transformers that if simultaneously tripped will 
have the highest risk impact. The method uses the CFS model to assess the impact of an initial set of 
contingencies, and a meta-heuristic based optimization procedure to explore the contingency space.  

The objective function can either maximize the average DNS (𝐷𝑁𝑆𝑎𝑣𝑟) over a selected number of 
representable loading conditions from a yearly load curve or find the maximum DNS over these 
demands (𝐷𝑁𝑆𝑚𝑎𝑥). Therefore, two objective functions are defined: 

Objective function one:  

max(𝐷𝑁𝑆𝑎𝑣𝑟(𝐶𝑠𝑒𝑡))                                                                                                                                           (23) 

Objective function two: 

max(𝐷𝑁𝑆𝑚𝑎𝑥(𝐶𝑠𝑒𝑡))                                                                                                                                          (24) 

where 𝐶𝑠𝑒𝑡 is a set of contingencies with a size of  𝑁𝑠𝑒𝑡, i.e., the decision variables. We decide which 
objective function to use and the size of the contingency set, 𝑁𝑠𝑒𝑡, before starting the vulnerability 
identification.  

Using the  objective in Eq. (23), the algorithm identifies the contingency set that results in the largest 
average DNS over all of the simulated hours (i.e., system loadings). Therefore, the identified 
contingency set is expected to have high implication to system security at any hour and any loading of 
the system during the year. The measures undertaken against the effects of the identified contingency 
set will provide an adequate level of security during most operating conditions. Using the objective in 
Eq. (24), the algorithm identifies the contingency set that results in the largest maximum DNS over all 
of the simulated hours (i.e., system loadings), i.e. the largest disruption caused by the cascading event. 
The identified contingency set is expected to have strong implication only for some of the yearly 
loading conditions and hours. The measures undertaken against the implications of the contingency 
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set identified by Eq. (24) will provide an adequate level of security for the worst event identified by the 
proposed method. 

The optimization procedure uses a Genetic Algorithm (GA), which is meta-heuristic optimizer capable 
to deal with simulation-based optimization problems as the one presented here. The flowchart of the 
vulnerability identification method is shown in Figure 15. The procedure starts with a population of 
random solutions, 𝑃𝑜𝑝:  

𝑃𝑜𝑝 = [

𝑐1,1  𝑐1,2                  …            𝑐1,𝑁𝑠𝑒𝑡

𝑐2,1  𝑐2,2             ⋯        𝑐2,𝑁𝑠𝑒𝑡

⋮ ⋱ ⋮
𝑐𝑁𝑝,1  𝑐𝑁𝑝,2          ⋯       𝑐𝑁𝑝,𝑁𝑠𝑒𝑡

]                                                                                                 (25)  

where 𝑐𝑖,𝑗  is the contingency, i.e., branch 𝑗 to be tripped (𝑗 = 1,2,… ,𝑁𝑠𝑒𝑡) at solution 𝑖 

(𝑖 = 1,2, … ,𝑁𝑝), and 𝑁𝑝 is the population size, i.e., the number of potential solutions. Practically, each 

row in 𝑃𝑜𝑝 represent a single solution, which consists of integer values between 1 and the number of 
branches in the system.  

 

Figure 15. Flow chart of the vulnerability identification method. 

The objective function given by Eq. (23) / Eq. (24) is evaluated for each of the randomly generated 
solutions. The tournament selection operator is utilized to select the solutions (chromosomes) for 
reproduction. The selected solutions enter the reproduction step, where the blending crossover 
operator (BLX-α) and the non-uniform mutation operator are applied to produce the population of 
new solutions. The fitness of the solutions from the new (child) population is calculated and compared 
with the fitness of the solutions from the old (parent) population. Only the best half of the solutions 
survive while the rest are discarded in a process known as elitist replacement. This procedure is 
repeated until the maximum number of iterations is reached. A detailed description of the applied GA 
is given in [129]. 
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The main output of the algorithm is the set of contingencies that results in the highest DNS with respect 
of the selected objective function. Furthermore, the algorithm outputs the worst cascade including the 
cascading stages and the DNS at each stage. 

5.2. Test case 
Two test systems are used: the IEEE 118-bus test system and Swiss power system. The 118-bus test 
system contains 186 branches, 9 transformers, 118 nodes and 54 generators with a combined 
maximum capacity of 7’200MW [96]. By default, the power demand across all load buses amounts to 
3’733.07MW. This value is considered to be the mean total load over the course of a year, with the 
yearly load curve extracted from [98] being scaled accordingly. The one-line diagram of the IEEE 118-
bus test system marking the zones in the grid is given in [96, 97]. The Swissgrid AG provides the Swiss 
transmission system data under an NDA agreement, including current branches and planned grid 
expansions up to 2025. The power plant data and power demand data are obtained from various open 
sources. We represent each neighboring country with a single node, e.g., all lines connecting 
Switzerland and Germany are connected to one representative node in Germany. Furthermore, at each 
of these nodes we impose the historical hourly import/export for the respective country. Due to 
sensitivity of the obtained results, detailed description of the vulnerabilities of the Swiss power system 
and the grid data are not presented here. 

The algorithm assessing grid vulnerabilities is developed in MATLAB and executed on an Intel(R) 
Core(TM) i9-9980XE CPU and the Euler computer cluster at ETH Zurich [100]. Calculation times vary 
from one to 30 hours, depending on the size of the contingency set, the population size, the number 
of iterations, the size of the analyzed system, and the computing machine. 

5.3. Analysis and results 
Both systems are assessed with respect to both objectives, i.e., the importance of each branch is 
determined, and the most critical sets of contingencies are identified.  

5.3.1. The IEEE 118-bus test system case study 

5.3.1.1. Criticality ranking results 
The criticality ranking results for the IEEE 118-bus test system are obtained with a single run of the 
cascading failure model. With a list of 1000 contingency sets per loading condition and 18 loading 
conditions, the total number of executed cascading simulations in a single run of Cascades is 18000. 
Out of these contingencies, 91.1% are single branch, 8.3% are double branch, 0.5% are triple branch 
failures, and the remaining involve the failure of four branches or more. Figure 16 shows branch 
criticality in the IEEE 118-bus test system according to the a) branch impact on DNS (Eq. 21), and b) 
frequency of line overload (Eq. 22). 

Lines 8-9 and 9-10, with similar values, are the most critical components according to the branch 
impact on the DNS criticality measure. The failure of either of these two lines disconnects a 300 MW 
generator connected to bus 10. The loss of the generator causes frequency instability and results in 
DNS under some of the selected loading conditions. Transformer 5-8 is the third most critical 
component in the system according to the branch impact on the DNS criticality measure. This 
transformer is the main link between the generator at node 10 and the part of Zone 1 with the highest 
concentration of loads. Cascading failures resulting in significant DNS begin by a simultaneous failure 
of Line 8-9, Line 9-10, or Transformer 5-8 with other branches in the grid, in particular branches in Zone 
1. Furthermore, the disconnection of Line 8-9, Line 9-10, or Transformer 5-8 initiates an overload of 
Line 8-30, which is the most frequently overloaded branch in the IEEE 118-bus test power system. This 
Line is one of the main links that connect the northern and southern part of Zone 1.  
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Figure 16. Branch criticality in the IEEE 118-bus test system according to: branch impact on DNS (left), 
and frequency of branch overload (right). 

Table 9. A cascading event example with all cascading stage and the DNS at each stage.  

Cascading stages 1 2 3 4 5 6 7 

Contingencies 
8-9 

25-27 
23-32 8-30 17-30 33-37 19-34 22-23 

DNS (MW) 0 0 0 517.22 917.94 1478.96 1520.46 

 
The cascading event in Table 9 is initiate by a simultaneous failure of Lines 8-9 and 25-27 causing a 
chain of failures with seven stages and a DNS of 1520 MW. The disconnection of Line 8-9 results in the 
separation of Buses 9 and 10 from the main grid, and therefore splits the grid in two parts (islands). 
Buses 9 and 10 have no connected loads, and therefore the generator at Bus 10 is shutdown. The first 
three stages of the cascade do not result in DNS, and each stage proceed to the next with a 
disconnection of a single branch. The first DNS occurs at stage four and is a result of the system 
operating outside the steady state stability limits. This problem is resolved by uniform load shedding 
at all buses in the grid. Similar operating conditions occur at stages five and six and are resolved with 
load shedding. Furthermore, at stage seven with the disconnection of Line 22-23 the main grid splits 
into two islands, where the first (smaller) island consists of most of Zone 1 and one bus from Zone 2 
and the second (larger) island consist of part of Zone 1, most of Zone 2 and all of Zone 3. After the 
splitting, the smaller island has a frequency deviation, which is resolved with ~40 MW of load shedding. 
The larger island is stable and thus no additional actions are undertaken. At the end of stage seven, 
there are no overloads in any of the islands, and therefore the cascading simulation stops. 

5.3.1.2. Most critical sets of contingences 
To identify the sets of critical branches in IEEE 118-bus test system we run the vulnerability 
identification procedure described in Section 5.1.2. The set size for the IEEE 118-bus test system spans 
from two to seven contingencies, such that the algorithm is executed independently for each set size. 
To perform the analyses, we generate a random population of 𝑁𝑝 contingencies for the designated set 

size, i.e., for a set size of two we randomly generated 90 samples of two simultaneous branch failures. 
Table 10 and Table 11 show the sets of contingencies resulting with the worst cascades in the IEEE 118-
bus test system. The Table 10 contingency sets are obtained with the average DNS based objective 
function (Eq. 23), and the Table 11 sets are obtained with the maximum DNS based objective function 
(Eq. 24).  
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Table 10. List of the most critical sets of contingencies obtained using the average DNS based objective 
function (Eq. 23). 

Set From Bus To Bus Branch type 

2-branch 
5 
25 

8 
27 

Transformer 
Line 

3-branch 
17 
25 
37 

30 
27 
38 

Transformer 
Line 
Transformer 

4-branch 

5 
22 
25 
37 

8 
23 
27 
38 

Transformer 
Line 
Line 
Transformer 

5-branch 

5 
21 
25 
37 
45 

8 
22 
27 
38 
46 

Transformer 
Line 
Line 
Transformer 
Line 

6-branch 

5 
22 
24 
25 
37 
45 

8 
23 
70 
27 
38 
46 

Transformer 
Line 
Line 
Line 
Transformer 
Line 

7-branch 

5 
17 
22 
25 
37 
42 
45 

8 
30 
23 
27 
38 
49 
46 

Transformer 
Transformer 
Line 
Line 
Transformer 
Line 
Line 

 

Table 11. List of the most critical sets of contingencies obtained using the maximum DNS based 
objective function (Eq. 24). 

Set From Bus To Bus Branch type 

2-branch 
17 
37 

30 
38 

Transformer 
Transformer 

3-branch 
26 
37 
45 

30 
38 
46 

Line 
Transformer 
Line 

4-branch 

5 
25 
37 
45 

8 
27 
38 
46 

Transformer 
Line 
Transformer 
Line 

5-branch 

5 
22 
25 
38 
45 

8 
23 
27 
65 
46 

Transformer 
Line 
Line 
Line 
Line 

6-branch 
5 
22 

8 
23 

Transformer 
Line 
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Table 10 and Table 11 show that some branches are participating in many of the identified contingency 
sets. Transformer 5-8, which is the third most critical branch according to the impact on DNS criticality 
measure, is part of almost all contingency sets. On the other hand, Line 8-9, which the most critical 
branch according to the impact on DNS criticality measure, does not show in any of the contingency 
sets. Whereas Line 9-10, which is the second most critical branch, only exists in the 7-branch 
contingency set from Table 11. This is so because in the identification of the contingency sets the 
algorithm is maximizing the total contribution of a set, instead of the contribution of a single 
component to the DNS. Furthermore, it is evident that the branches ranked according to the frequency 
of overload criticality measure does not show in any of the most critical contingency sets in Table 10 
and Table 11. This is so because the objective of the vulnerability procedure is to determine the final 
impact of the initial set of failures, and therefore the contribution of the branches that aid the 
unfolding of a cascade is not directly measured. In other words, the objective functions (Eq. 23 and Eq. 
24) are more in alignment with the impact on DNS criticality measure. A closer look of the branches 
given the Table 10 and Table 11 shows that all of these branches are part of Zones 1 and 2, and the 
rest are interconnectors between these two zones. Moreover, the analyses show that simulations 
failure of two or more of these branches often causes overloads that frequently result in voltage and 
frequency instabilities, such as the event show in Table 9. Consequently, the branches that comprise 
the most critical set of simultaneous failures belong to Zone 1 and Zone 2 of the IEEE 118-bus test 
system. 

Figure 17 and Figure 18 show the average and maximum DNS per contingency set obtained using the 
average DNS based and maximum DNS based objective functions, respectively. Both figures show that 
the IEEE 118-bus test grid, with a peek demand of 6025 MW, can encounter large DNS with only two 
simultaneous failures. Figure 17 shows that with three and seven simultaneous failures, the average 
DNS is similar, i.e., the average DNS does not significantly grow with the number of simultaneous 
failures. Similarly, Figure 18 shows that the maximum DNS caused by the 2-branch contingency set 
does not differ significantly from the maximum DNS caused by the 7-branch contingency set. Table 12 
shows the cascade initiated by the most critical set of three simultaneous failures according to the 
maximum DNS based objective function. The DNS observed at stages two, three, and four is a result of 
load shedding at busses 43, 44 and 45, at which the voltage drops below the predefined limit of 0.92 
p.u. At stage six, after the disconnection of Line 25-27, the system splits into two islands, where the 
small island consists of Buses 23, 25 and 26, and the large island represents the rest of the power 
system. Furthermore, at stage five, seven, and eight, the large island operates outside the steady state 
stability limits, which results in significant load shedding.  

25 
38 
45 
60 

27 
65 
46 
62 

Line 
Line 
Line 
Line 

7-branch 

9 
23 
25 
37 
45 
69 
69 

10 
25 
27 
38 
46 
70 
75 

Line 
Line 
Line 
Transformer 
Line 
Line 
Line 
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Figure 17. The DNS as function of the sets of critical contingencies obtained using the average DNS 
based objective function (Eq. 23). 

 

Figure 18. The DNS as function of the sets of critical contingencies obtained using the maximum DNS 
based objective function (Eq. 24). 

Table 12. An IEEE 118-bus test system cascading event initiated by the 3-branch failure given in Table 
11.  

Cascading stages 1 2 3 4 5 6 7 8 

Contingencies 
26-30 
37-38 
45-46 

30-38 23-32 22-23 25-27 23-24 42-49 42-49 

DNS (MW) 0 27.84 48.72 121.12 3376.97 3376.97 4037.64 5425.05 

 

5.3.2. The Swiss power grid test case 

5.3.2.1. Criticality ranking results 
The criticality ranking results for the Swiss power system are produced with a single execution of the 
cascading failure model. With a list of 1000 contingency sets per loading condition and 18 loading 
conditions, the total number of executed cascading simulations in a single run of Cascades is 18000. 
Out of these contingencies, 85.1% are single branch, 13.3% are double branch, 1.5% are triple branch 
failures, and the remaining involve the failure of four branches or more. Figure 19 shows branch 
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criticality in the Swiss power system according to a) branch impact on DNS, and b) frequency of line 
overload. 

 

Figure 19. Branch criticality in the Swiss power system according to a) branch impact on DNS, and b) 
frequency of line overload. 

Figure 19 shows that Line 207 is the most critical component according to the branch impact on DNS 
criticality measure. Line 207 is an interconnector to a neighboring country that after failure during 
hours with high exports is causing an overload in Line 7, which is another interconnector to the same 
neighboring country. In most case, there are no implications of such failure to the Swiss power grid. 
However, in some loading conditions/exports it causes voltage violation at single Swiss node, which is 
resolved by the UVLS. The failure of Lines 261 and 185 is causing similar effect to the power grid. In all 
these cases Line 7 overloads, which is the reason for becoming the most critical component according 
to the frequency of line overload criticality measure. 

5.3.2.2. Most critical sets of contingences 
To identify the sets of critical branches in the Swiss power system we run the vulnerability 
identification procedure described in Section 5.1.2. The set size spans from two to seven contingencies, 
such that the vulnerability identification is performed independently for each of them. To perform the 
analyses, we generate a random population of 𝑁𝑝 contingencies for the designated set size, e.g., for a 

set size of five we randomly generated 1024 samples of two simultaneous branch failures. Figure 20 
and Figure 21 show the average and maximum DNS per contingency set obtained using the average 
DNS based and maximum DNS based objective functions, respectively. Both figures show that up to 
three simultaneous failures the Swiss power grid does not encounter significant blackouts. The analysis 
show that the recorded DNS is a result of direct disconnection of loads in the system. However, for 
more than three simulations failures the algorithm identifies sets of contingencies that can cause 
cascades with high DNS. Furthermore, the results given in Figure 20 and Figure 21 show that there can 
be significant difference between the average and the maximum DNS, especially in the case when the 
maximum DNS based objective function is used. This shows that at some loading conditions a 
contingency set can cause severe blackouts while in others the same set will have little or no effect. 
Furthermore, Figure 20 shows a steady growth of the average DNS from four to seven contingencies. 
This is not the case when the critical contingency sets are obtained with the maximum DNS based 
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objective function, i.e., Figure 21 shows that the DNS is identical for the five, six, and seven most critical 
sets of contingencies.  

 

Figure 20. The DNS as function of the sets of critical contingencies obtained using the average DNS 
based objective function (Eq. 23). 

 

Figure 21. The DNS as function of the sets of critical contingencies obtained using the maximum DNS 
based objective function (Eq. 24). 
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6 CFS model calibration 

We propose a generic framework for the calibration and validation of cascading failure analyses using 
meta-heuristic algorithm. The cascading failure analysis involves several parameters, i.e., line tripping 
threshold α, and random component failure probability p, whose values significantly affect the 
cascading outages propagation and its consequences. Therefore, it is critical that these parameters are 
calibrated to capture the statistics of cascading outages for the system to be assessed. Calibration can 
be based on expert elicitation of the model parameters, followed by checking the agreement between 
the simulation results and the historical data. In this work, we follow a systematic procedure and apply 
GA with the objective of minimizing the difference between the statistics of the real and simulated 
cascades for calibrating the appropriate values of the parameters, which produce cascading outages 
that are consistent with the cascading outage statistics. Metaheuristic is applied because the objective 
functions are highly irregular due to the discrete and threshold-driven dynamics of cascading outage 
model.  

6.1. Modeling features 
In particular, the calibration minimizes the function difference between the available historical 
blackout data and simulation results. The function difference methods elaborated in Section 4.2.1 are 
used here as well. 

The cascading failure model calibration is defined as a multi-objective optimization problem where 
𝑀 objective functions are simultaneously minimized. 𝑀 corresponds to the types of blackout data, i.e., 
number of customers affected, DNS, number of outage branches. If the statistics of DNS and number 
of tripped lines are used, the two objectives are: 

min{𝑑𝑖𝑓𝐸
𝐷𝑁𝑆(𝛼, 𝑝), 𝑑𝑖𝑓𝐸

𝑜𝑢𝑡𝑎𝑔𝑒𝑠(𝛼, 𝑝)}                                                                                                             (26)  

where 𝑑𝑖𝑓𝐸
𝐷𝑁𝑆 is the function difference between the CCDF’s of the historical DNS and the DNS 

obtained with the cascading failure simulation model for model parameters 𝛼 and 𝑝, and 𝑑𝑖𝑓𝐸
𝑜𝑢𝑡𝑎𝑔𝑒𝑠

 
is the function difference between the PMF’s of the historical branch failure data and the branch failure 
results obtained with the cascading failure simulation model for model parameters 𝛼 and 𝑝. The 
NSGAII is selected due to its capability to obtain multiple Pareto optimal solutions in a single run [89]. 
The NSGAII based calibration procedure is illustrated in Figure 22.  

The calibration procedure starts by generating the initial population with 2𝑥𝑁𝑝 size:  

Pop = [
𝛼1 … 𝛼𝑖 … 𝛼𝑁𝑝

𝑝1 … 𝑝𝑖 … 𝑝𝑁𝑝
] ,    𝑖 = 1, 2, 3, … ,𝑁                                                                                    (27)  

where [𝛼𝑖, 𝑝𝑖] represent one chromosome, i.e., one combination of model parameters. The initial 

population is generated by random sampling from uniform distributions, i.e. 𝛼𝑖 ∈ (𝛼𝑚𝑖𝑛, 𝛼𝑚𝑎𝑥) and 

𝑝𝑖 ∈ (𝑝𝑚𝑖𝑛, 𝑝𝑚𝑎𝑥). 
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Figure 22. Flowchart of the NSGAII based calibration method. 

The objective functions in Eq. (26) are evaluated for each of the randomly generated solutions, and 
their values are used to sort the population by applying the concept of non-dominance as described in 
Section 4.1.2. If a solution outperforms all the other solutions with respect to all objective functions, 
this solution is non-dominated or non-inferior [90]. Solutions are ranked based on their non-
dominance and the population is sorted into fronts. The non-dominated solutions rank highest, and 
thus belong to the first front. A solution is assigned to front 𝐹 + 1, if it is dominated by at least one 
solution belonging to front 𝐹. The solutions belonging to the first front are Pareto optimal solutions. 
Besides the non-dominant sorting procedure, the NSGAII uses the crowding distance operator to help 
in maintaining the diversity of the population. The crowding distance estimates the density of solutions 
surrounding a particular solution [𝛼𝑖 , 𝑝𝑖] by calculating the average distance between [𝛼𝑖, 𝑝𝑖] and the 
two closest solutions [91]. The tournament selection operator is utilized to select the chromosomes 
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(solutions) for reproduction. The selected chromosomes enter the reproduction step, integrating the 
blending crossover operator (BLX-α) and the non-uniform mutation operator. In the next step, the non-
dominated sorting and the crowding distance operators are applied to the new and the old 
populations. Only half of the combined population survives, according to the concept of survival of the 
fittest solutions, which is based on their non-dominance rank and the crowding distance. Solutions 
with high rank and large crowding distance have higher survival chances [89]. The procedure is 
repeated until the stopping criteria, i.e., the predefined number of iterations is reached. The best 
compromise solution (BCS) is calculated using the fuzzy set based selection procedure elaborated in 
Section 4.1.2. 

6.2. Algorithm features 
The user can select to perform the optimization using, only the line rating, 𝛼, only the failure 
probability, 𝑝, or both as described above. Furthermore, the user can choose between multi-objective 

optimization and single objective optimization. In the latter case, only the function difference, 𝑑𝑖𝑓𝐸
𝐷𝑁𝑆, 

between the CCDF’s of the historical blackout data and the simulation results is minimized. For single 
objective optimization the user can selected between GA and Jaya. 

  



52 
 

7 Cascades platform simulations options 

The cascading failure model can be utilized in two modes: (1) stand-alone mode, in which the module 
runs on its own and executes the analyses based on already existing data, and (2) interfaced mode, in 
which the cascading failure simulation model uses an interface with the market model, which supplies 
the generation dispatch and reserves scheduling. Both modes of the cascading failure model can be 
utilized with any of the methods (TEP, Vulnerability, Calibration) available in the Cascades platform. 

Furthermore, the user can select the number of demand hours picked from the yearly demand curve 
and the number of contingencies per demand hour. Cascades has the option to select random hours 
from the load demand curve as well as different representative demand hours, e.g., number of peak 
loads from each season, and a combination of peak loads and random hours for each season. As 
explained in the N-K contingencies section, the number of contingencies is randomly selected based 
on the component failure probability. However, the algorithm also has the option to save contingency 
lists and reload them every time Cascades is executed. This option is valuable when one needs to 
compare the results from different cascading failure simulations of the same system and cannot afford 
to use a large number of simulations/contingencies. The number of contingencies and demand hours 
needed to thoroughly explore the system risk depends on the system size. For systems of the order of 
the 24-bus IEEE test system, the number of contingencies should be higher than 1000, and the number 
of demand hours at least 18.  

The NSGAII and GA have multiple strategies and operators available. In particular, there are two 
reproduction strategies: (1) the new population is created in two shares, the first one is created with 
crossover and the second one with mutation, such the latter share is considerably small; (2) the new 
population is created solely with crossover, and then the mutation operator is applied on the new 
population (part or all), however the probability to select a variable for crossover is kept small. Two 
selection operators exist, tournament and rank selection. Two crossover operators exist, blending 
crossover operator (BLX-α) and two-point crossover. Three mutation operators exist, uniform 
mutation, non-uniform mutation, and new solution at random. Two replacement strategies exist, 
elitist (discard all the worst solutions), and semi-elitist (if some of the solution in the best population 
are repeating, keep one, and replace the rest with the top solutions from the worst population). This 
replacement strategy is also implemented in the Jaya algorithm. 

Cascades can result in large computing times; to increase the processing speed the user can select a 
parallel execution option. Parallelization is performed on three levels, on the: 1) contingencies, 2) 
simulation hours, and 3) population (only when optimization is performed using one of the methods). 
Only one of these options can be selected since they are nested. When only CFS is performed, and 
large number of cores are available (>18) use option 1. In case the number of cores is smaller, use 
option 2). If any of the available parallelization options is selected, the algorithm distributes the work 
automatically to the available CPU cores or to the number of preselected cores (this setting is available 
in the MATLAB parallelization toolbox).  
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8 Cascades input data 

The Cascades data comprise, power grid data, generator data, and load data. The platform is coded in 
Matlab and the data set is in Matpower format (see here). This format presents the system as an mpc 
Matpower case structure (mpc), consisting of matrices for the buses, generators, branches, and the 
generator cost in the system. The topology of the system is needed; therefore, every branch should 
have connecting buses and generators should be assigned to a bus. The necessary variables are 
presented in Table 13. Additional data that is desirable but not necessary is listed in Table 14. The data 
can be acquired in any format, and then organized into the Matpower’s mpc structure. The model can 
pull the data either form saved .mat files or from a MySQL database. 

Table 13. Necessary information for the Cascades platform 

Variable Resolution Unit Description 

mpc base MVA - MVA Base MVA assumed  

mpc bus data by bus various Bus data in format (Figure 23) 

mpc branch data by branch various Line data in format (Figure 24) 

mpc gen data by unit various Generator data in format (Figure 25) 

mpc gen cost data by unit various Generator cost data in format (Figure 26) 

mpc gen info data by unit various Additional generator information 

Nominal frequency 𝑓0 - Hz Nominal frequency of the system 

Load realization hourly, 

nodal 

MW Nodal power demand in each hour 

Non-dispatchable units 

output 

hourly, 

nodal 

MW Time series generation of non-dispatchable units 

at each node of the grid 

 

Table 14. Desirable but not necessary 

Variable Resolution Unit Description 

Generation dispatch hourly, 
nodal 

MW Generator power injections in each hour  (*) 

Positive/Negative FRRa 
procurements 

hourly, 
nodal 

MW Generator power injections in each hour (*) 

Positive/Negative FRRm 
procurements 

hourly, 
nodal 

MW Generator power injections in each hour (*) 

Additional variables    

𝝀𝒂𝒓𝒆𝒂  - MW/Hz Frequency characteristic of the sync. area (*) 

𝑫𝒓𝒆𝒈  - %/Hz Self-regulating characteristic of load (*) 

UFLS - - Under-frequency load shedding procedure 

(*) – will be calculated by the model if not explicitly stated 

Input data clarifications 

• The Generator positions (dispatch) if not available is calculated in Cascades as an optimal 
power flow (OPF). However, this approach does not accurately reflect the market mechanisms. 
Therefore, either a dispatch provided by a market model, or a historical year of load and the 
realized dispatch is preferable.  

• The hourly nodal load realization, if not available, is calculated in Cascades using the yearly 
load curve of the system and a snapshot of the load on each bus. 

• The secondary (FRRa) and tertiary (FRRm) positive (negative) reserves can be explicitly stated, 
or the model will calculate them as the difference between dispatched power Pg and 
maximum (minimum) power of the generator Pmax (Pmin). 

https://matpower.org/docs/ref/matpower5.0/caseformat.html
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• The frequency characteristic of the synchronous area 𝜆𝑎𝑟𝑒𝑎 can be explicitly stated, or the 
model will calculate it as: 

𝜆𝑎𝑟𝑒𝑎 =
0.05 ∗  𝑓0
∑𝑃𝑚𝑎𝑥𝐷𝐼

 

• where 𝑃𝑚𝑎𝑥𝐷𝐼 refers to the maximum power output of dispatchable units (e.g., thermal power 
plants). 

• If the self-regulating characteristic of the load 𝐷𝑟𝑒𝑔 is not specified, the model will not consider 
this parameter. 

 

Figure 23. Data format of the bus structure. The parameters highlighted in red are necessary for the 
model to work properly. 

 

Figure 24. Data format of the branch structure. The parameters highlighted in red are necessary for 
the model to work properly. 
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Figure 25. Data format of the generator structure. The parameters highlighted in red are necessary for 
the model to work properly. 

 

 

Figure 26. Data format of the generator cost structure. This information is not necessary, however, 
specifying the cost can lead to better results with the optimal power flow solver. 
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