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https://youtu.be/2RQDp0Q2vSo
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A.1.2. Checkpoint 1: pressure gauge 1 

Orientation 90° vertical axis from West walkway; 
Normal operating range: 1 to 2 bar;  
Robot to read pressure to accuracy of 0.2 bar. 
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A.1.7. Checkpoint 6: valve R24 

 During normal operation this valve is in the normally open (NO) position.  Note the photographs 
and existing 3D model show this valve in the closed position. 
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A.1.10. Checkpoint 9: Level gauge 1 

Robot to measure tank level 0% (empty) to 100% (full);  
Robot to read tank level to accuracy of 10%. 

Level gauges ValvesPressure      &

Zoom-camera

Visual inspection
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A.2.3. Checkpoint 13: thermal point 3 

Robot will have to measure the temperature on the hot spot located on the middle pipe at the 
location pointed by the arrow. 
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DETECTION AND ANALYSIS (REQ. 3) 
This section is individually discussed in the following subrequirements. 

GENERAL PLATFORM ALARM (GPA, SUB REQ. 3-1) 
To detect the platform alarm, a piece of audio of length t gets recorded. From this data we calculate 
the Fast Fourier Transform to obtain the spectrum of the signal. The spectrum is then separated in 
signal- and noise-bins. The signal-bins have the locations, received by the Fourier Series of the ideal 
sawtooth wave, n times the fundamental frequency. Therefore the remaining frequency bins are 
considered as noise. With this strong approximation we can calculate a signal noise ratio which can be 
interpreted as a quantity to measure the presence of the signal. With increasing t we gain a higher 
resolution in the frequency domain which leads to smaller bins and ultimately results in a more 
selective algorithm. The power inside these bins can now more precisely be attributed to the signal, 
which leads to a better result. However, with a longer time window the power in these specific bins 
also increases while the power in the noise-bins might be more distributed over time. Threshold and 
time window size are parameters which can be chosen freely by the operator. The right choice of a 
threshold value is depending on t. Resulting from our analysis of the algorithm's behaviour, a time 
window size of five seconds can be considered a reasonable setting. 

 
Figure 20 Spectrogram plots, a) alarm, b) alarm with robot noise 

 
Figure 20.a) shows the spectrogram plot of the clean alarm signal. The brightest line on the 
bottom of the plot represents the fundamental frequency and the horizontal lines above the 
harmonic components. As soon as we collect real data the pattern of the alarm signal is 
getting hard to detect. The vertical lines in 21.b) are coming from the robot’s leg movement. 
Every time the robot is making a step, the whole range of the spectrum gets heavily 
disturbed. 
 

 

Microphones (audible and ultra-sonic)

Platform alarm

Auditive Inspection
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DESCRIPTION OF THE ENVIRONMENT 

DESCRIPTION OF THE TESTING GROUND 
The performances of the robot systems will be evaluated during the 3rd competition in the 

same decommissioned unit representative of a typical TOTAL production site, i.e. the UMAD 
facility. 

 

The facility used for the competition is used as a training site for human operators. It now 
uses utilities such as water and nitrogen. It is equipped with pumps for circulating these utilities. 
Leaks of water can be generated. As it can be seen on the picture (Figure 1), it is an outdoor 
facility. 

The important elements from the mobility perspective are detailed below. In particular, the 
UMAD site is a multi-floor facility without elevator between the floors. The robot system will 
have to manage this constraint under requirements described in “The Robot System” section 
(page 18). 

A 3D model of the competition site has been provided during the Challenge Kick-Off 
Meeting, C-KOM (Refer to Appendix D.  page 83). 

TYPE OF GROUND:  
Concrete, plain steel, gratings and gravel can be expected in an industrial environment. 
The ground may be oily and /or wet. 

Figure 2: UMAD map 



Outdoor operation 
Water-proof & ruggedized design

Extreme mobility 
360° rotation of all joints

Fast locomotion 
Dynamic gaits at 1 m/s

Modular payload 
10 kg payload

Full autonomy 
Laser sensors for navigation

Long endurance 
3 h operation

Safe and lightweight 
30 kg and force-controlled

ANYmal 
A High-Performance Electrically Driven Quadruped
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System Overview

6||Péter Fankhauser 01.03.2018Autonomous Systems Lab

Locomotion PC

12× ANYdrive IMU 4× Foot contact 
sensor

State estimation 
Legged odometry, ground est.

Locomotion Control 
Trotting, crawling, Free Gait

ROS interface

Inspection PC

Zoom camera 2× Microphone
Visible & IR lightThermal camera

Visual inspection  
Gauges, levers

Thermal inspection

Audio inspection 
Pump & alarm sounds

Navigation PC

2× Laser range 
sensor

2× Wide-angle 
camera

Localization  
ICP, Rovio, Tango etc.

Terrain mapping 
Elevation mapping, traversability est.

Motion planning 
Navigation, foothold selection

Mission execution

Et
he

rn
et

Wireless Router

Safety operator

WiFi

Radio

Operator PC

Industrial 
Wireless

Remote control UI 
Manual, supervised control

Visualizations 
Sensors, robot state, environment

Mission 
Mission creating and protocol

RT



Locomotion
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Locomotion

Whole-Body Control
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C. Gehring, S. Coros, M. Hutter, D. Bellicoso, H. Heijnen, R. Diethelm, M. Bloesch, P. 
Fankhauser, J. Hwangbo, M. A. Hoepflinger, and R. Siegwart, “Practice Makes Perfect: An 
Optimization-Based Approach to Controlling Agile Motions for a Quadruped Robot.”, in 
IEEE Robotics & Automation Magazine, 2016.

C. Dario Bellicoso, C. Gehring, J. Hwangbo, P. Fankhauser, M. Hutter, “Emerging Terrain 
Adaptation from Hierarchical Whole Body Control,” 
in IEEE Internal Conference on Humanoid Robots (Humanoids), 2016.

Trotting Crawling Free Gait …

Controller Layer

Robot Controller Manager (Rocoma)

Zero-Moment 
Point Traj.

Whole-Body 
Control

Virtual model 
control

Trajectory 
optimization

Pose 
optimization

Gait 
patterns

Reflexes

Contact force 
distribution …

Locomotion Controller Modules (Loco)

Whole-Body Control API
free_gait_msgs



Locomotion

Free Gait – An Architecture for the Versatile Control of Legged Robots
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P. Fankhauser, D. Bellicoso, C. Gehring, R. Dubé, A. Gawel, and M. Hutter, “Free Gait – An Architecture for the Versatile Control of Legged Robots,” 
in IEEE-RAS International Conference on Humanoid Robots (Humanoids), 2016.

github.com/leggedrobotics/free_gait

Open Source

§ Abstraction Layer for Whole-Body 
Motions (Free Gait API)

http://wiki.ros.org/actionlib


Locomotion

Free Gait – An Architecture for the Versatile Control of Legged Robots
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P. Fankhauser, D. Bellicoso, C. Gehring, R. Dubé, A. Gawel, and M. Hutter, “Free Gait – An Architecture for the Versatile Control of Legged Robots,” 
in IEEE-RAS International Conference on Humanoid Robots (Humanoids), 2016.

github.com/leggedrobotics/free_gait

Open Source

§ Abstraction Layer for Whole-Body 
Motions (Free Gait API)

§ Robust motion execution in task space

Global frame

Odometry frame

Base frame

 Legged Odometry

Localization

Support legs

Leg
motion

Base motion

http://wiki.ros.org/actionlib


Locomotion

Free Gait – An Architecture for the Versatile Control of Legged Robots

9||Péter Fankhauser 01.03.2018Autonomous Systems Lab

P. Fankhauser, D. Bellicoso, C. Gehring, R. Dubé, A. Gawel, and M. Hutter, “Free Gait – An Architecture for the Versatile Control of Legged Robots,” 
in IEEE-RAS International Conference on Humanoid Robots (Humanoids), 2016.

github.com/leggedrobotics/free_gait

Open Source

§ Abstraction Layer for Whole-Body 
Motions (Free Gait API)

§ Robust motion execution in task space

§ Implemented as ROS Action (with 
frameworks for YAML, Python, C++)

Global frame

Odometry frame

Base frame

 Legged Odometry

Localization

Support legs

Leg
motion

Base motion

steps: 
 - step: 
   - base_auto: 
 - step: 
   - end_effector_target: 
      name: RF_LEG 
      ignore_contact: true 
      target_position: 
       frame: footprint 
       position: [0.39, -0.24, 0.20] 
 - step: 
   - base_auto: 
      height: 0.38 
      ignore_timing_of_leg_motion: true 
   - end_effector_target: &foot 
      name: RF_LEG 
      ignore_contact: true 
      ignore_for_pose_adaptation: true 
      target_position: 
       frame: footprint 
       position: [0.39, -0.24, 0.20] 
 - step: 
   - base_auto: 
      height: 0.45 
      ignore_timing_of_leg_motion: true 
   - end_effector_target: *foot 
 - step: 
   - footstep: 
      name: RF_LEG 
      profile_type: straight 
      target: 
       frame: footprint 
       position: [0.32, -0.24, 0.0] 
 - step: 
   - base_auto:

http://wiki.ros.org/actionlib


Navigation
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Laser Range Data

Traversability Est. Execution

Localization Elevation Mapping

Navigation Planning



Navigation

Laser-Based Localization (Iterative Closest Point (ICP))

§ Point cloud registration for localization 
in reference map 

§ Full rotation of LiDAR is aggregated 
for point cloud 

§ Use of existing maps or online 
mapping
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github.com/ethz-asl/

ethzasl_icp_mapping

Open Source

Pomerleau, F., Colas, F., Siegwart, R., Magnenat, S., “Comparing ICP variants on real-world data sets”, in Autonomous Robots, 2013.



Navigation

Elevation Mapping – Dense Terrain Mapping
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github.com/ethz-asl/

elevation_mapping

Open Source

P. Fankhauser, M. Bloesch, C. Gehring, M. Hutter, R. Siegwart “Robot-Centric Elevation Mapping with Uncertainty Estimates,” in 
International Conference on Climbing and Walking Robots (CLAWAR), 2014.

§ Probabilistic fusion of range 
measurements and pose estimation


§ Explicitly handles drift of state 
estimation (robot-centric)


§ Input data from laser, Kinect, stereo 
cameras, Velodyne etc.

P. Fankhauser, M. Bjelonic, C. D. Bellicoso, T. Miki, and M. Hutter, “Robust Rough-Terrain Locomotion with a Quadrupedal 
Robot,” in IEEE International Conference on Robotics and Automation (ICRA), 2018.

https://youtu.be/vSveQrJLRTo


Navigation

Grid Map – Universal Multi-Layer Grid Map Library
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P. Fankhauser and M. Hutter, “A Universal Grid Map Library: Implementation and Use Case for Rough Terrain Navigation,” 
in Robot Operating System (ROS) - The Complete Reference, Springer, 2015.

github.com/ethz-asl/grid_map

Open Source

move(…)setPosition(…)

Elevation 
Mapping

LiDAR / Kinect

Stereo vision

Robot pose

Collision 
checking

Foothold 
scoring

Classification

Traversability 
estimation

Visualization

Grid map

Grid map

Grid map

Grid map

Grid map

Point cloud

Depth 
image

Pose

grid map frame

multiple layers

one cell on
different layers

Height, uncertainty, surface normal, 
roughness, color, friction, traversability …



Navigation

Grid Map – Universal Multi-Layer Grid Map Library
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P. Fankhauser and M. Hutter, “A Universal Grid Map Library: Implementation and Use Case for Rough Terrain Navigation,” 
in Robot Operating System (ROS) - The Complete Reference, Springer, 2015.

github.com/ethz-asl/grid_map

Open Source

§ 2D circular buffer data structure

➡ Efficient map repositioning

move(…)setPosition(…)



Navigation

Grid Map – Universal Multi-Layer Grid Map Library
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P. Fankhauser and M. Hutter, “A Universal Grid Map Library: Implementation and Use Case for Rough Terrain Navigation,” 
in Robot Operating System (ROS) - The Complete Reference, Springer, 2015.

github.com/ethz-asl/grid_map

Open Source

§ 2D circular buffer data structure

➡ Efficient map repositioning

§ Based on Eigen (C++)

➡ Versatile and efficient data manipulation

double	rmse	= 
							sqrt(map["error"].array().pow(2).sum()	/	nCells);	



Navigation

Grid Map – Universal Multi-Layer Grid Map Library
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P. Fankhauser and M. Hutter, “A Universal Grid Map Library: Implementation and Use Case for Rough Terrain Navigation,” 
in Robot Operating System (ROS) - The Complete Reference, Springer, 2015.

github.com/ethz-asl/grid_map

Open Source

§ 2D circular buffer data structure

➡ Efficient map repositioning

§ Based on Eigen (C++)

➡ Versatile and efficient data manipulation

§ Convenience functions

➡ Iterators, math tools, etc.



Navigation

Grid Map – Universal Multi-Layer Grid Map Library
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P. Fankhauser and M. Hutter, “A Universal Grid Map Library: Implementation and Use Case for Rough Terrain Navigation,” 
in Robot Operating System (ROS) - The Complete Reference, Springer, 2015.

github.com/ethz-asl/grid_map

Open Source

§ 2D circular buffer data structure

➡ Efficient map repositioning

§ Based on Eigen (C++)

➡ Versatile and efficient data manipulation

§ Convenience functions

➡ Iterators, math tools, etc.

§ ROS & OpenCV interfaces

➡ Conversion from/to images, point clouds, 

occupancy grids, grid cells



Navigation

Traversability Estimation
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github.com/ethz-asl/

traversability_estimation

Open Source

M. Wermelinger, P. Fankhauser, R. Diethelm, P. Krüsi, R. Siegwart, M. Hutter, “Navigation Planning for Legged Robots in 
Challenging Terrain,” in IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2016.

Elevation map

Slope

Roughness

Step height

Traversability map

∑

0 1

Not 
traversable

Fully 
traversable



Navigation

Navigation Planning
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§ Online navigation planning based 
on RRT* (OMPL)


§ Works with and without initial map 


§ Continuous for changing 
environments

M. Wermelinger, P. Fankhauser, R. Diethelm, P. Krüsi, R. Siegwart, M. Hutter, “Navigation Planning for Legged Robots in 
Challenging Terrain,” in IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 2016.



Inspection

Visual Inspection of Pressure Gauges
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ꇝ Automatic view point generation
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De-warping, SIFT 
After zooming the manometer to a readable size and before it is possible to read the dial, the 
manometer has to be de-warped and rotated to a vertical front view. To do this the orientation is 
determined by matching the image with a known template using SIFT features. If more than four 
features are matched it is then possible to find the homography matrix which contains information 
about rotation and perspective. Eventually, with the inverse of the homography the scene image is de-
warped and rotated to the desired front view. 
 

 
Figure 27 Matching and de-warping example. On the left hand side is the known template, the 
lines indicate matched SIFT features, the green box visualises the homography and the image on 
the right hand side shows the de-warped and rotated sensor dial, ready to be read. 
 
In case that the SIFT matching does not work, either because the manometer is rotated too much or 
due to lighting issues, a backup strategy is implemented. The idea is to use the predefined orientation 
and rotation of the dial to de-warp the dial manually without the SIFT features. However, this method 
works only if the actual manometer orientation doesn't deviate too much from the predefined 
orientation. Otherwise, the result will be a unusable wrong de-warped image. 
 

 
Figure 28 The left image is the original recorded image and the other one is manually de-warped. 
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Figure 28 The left image is the original recorded image and the other one is manually de-warped. 
 
 
 
  

Image de-warpingꇠ
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A.1.8. Checkpoint 7: pressure gauge 4 

Normal operating range: 1 to 1.5 bar;  
Robot to read pressure to accuracy of 0.05 bar. 
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A.1.9. Checkpoint 8: pressure gauge 5 

Normal operating range: 1 to 2bar;  
Robot to read pressure to accuracy of 0.5 bar.  

Indicator readingꇡ

➔ Reading ok

➔ Reading unsuccessful, try alternative 
    position or report as unknown

S. Bachmann, “Visual Inspection of Manometers and Valve Levers”, Master’s Thesis, ETH Zurich, 2015.
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A.1.9. Checkpoint 8: pressure gauge 5 

Normal operating range: 1 to 2bar;  
Robot to read pressure to accuracy of 0.5 bar.  

ꇞ Whole-body camera positioning

ꇟ Visual servoing



User Interface

17||Péter Fankhauser 01.03.2018Autonomous Systems Lab

  
ARGOS CHALLENGE 

 
Project LIO 

 
 
 
 

 
 

13/72 

 
 

PAN-TILT-ZOOM, ILLUMINATION, VIDEO RECORDING, IMAGE CAPTURING 
This GUI gives full control over the pan-tilt-zoom camera. Additionally, it is possible to 
enable/disable illumination, to record videos and to capture images. 

 
Figure 14 Pan-tilt-zoom, illumination, video recording and image capturing 

 
We furthermore reconstruct the environment from the multiple cameras around the robot 
giving the operator an overview of its surrounding (e.g. to search something). The operator 
can click in the image and select areas of interest where the zoom camera provides a detailed 
view. 
 

 
Figure 15 Interactive control of PTZ 
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Robot actuators

& sensors

Error protocol

Mission control 

& protocol

Other modules

Inspection 
cameras

Situational 
camera

3D view (RViz)

Interface for remote control, semi-, and full autonomous operation.
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User Interface

Bandwidth Considerations

§ Only critical data is transmitted by default 
(robot state and position)

§ Other data is transmitted on demand 
(video, maps, etc.)

§ Separation of onboard TF and operator TF

§ Connection status node monitors WiFi 
status and triggers recovery behavior

18||Péter Fankhauser 01.03.2018Autonomous Systems Lab

High-frequency: 
/tf

Low-frequency:

/tf_minimal

/tf

/tf_minimalNetwork 
transfer

Remapping

Robot Operator



User Interface

ANYping Indicator

19||Péter Fankhauser 01.03.2018Autonomous Systems Lab

github.com/leggedrobotics/

any_ping_indicator

Open Source

§ Indicates PC network availability in 
Ubuntu menu bar



User Interface

Pose Graph

§ Pose graph for inspection, 
special maneuvers (e.g. stairs), 
docking station etc.


§ Visualization and interactive 
editing of pose graph


§ Continuous updating and 
(re-)planning on pose graph 
during mission
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User Interface

Mission Creation
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§ Task-level state machine (C++ library, 
similar to SMACH)

§ State machine defined in YAML format

§ Common building blocks to facilitate 
construction

§ Typical missions programmed in 
5–20 minutes



Software Tools – How We (Try) To Keep Things Smooth

§ All developers and robots same setup

➡ Ubuntu 16.04 LTS, ROS Kinetic

§ Software version control with Git

➡ Bitbucket & GitHub

§ Conventions for package structure, 
format, naming, and code style

➡ github.com/ethz-asl/ros_best_practices/wiki 

§ Extensive use of simulation

➡ Gazebo
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https://github.com/ethz-asl/ros_best_practices/wiki
http://gazebosim.org


Software Tools – How We (Try) To Keep Things Smooth

§ All developers and robots same setup

➡ Ubuntu 16.04 LTS, ROS Kinetic

§ Software version control with Git

➡ Bitbucket & GitHub

§ Conventions for package structure, 
format, naming, and code style

➡ github.com/ethz-asl/ros_best_practices/wiki 

§ Extensive use of simulation

➡ Gazebo

§ Visualizing as much as possible
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https://github.com/ethz-asl/ros_best_practices/wiki
http://gazebosim.org


Software Tools – How We (Try) To Keep Things Smooth

§ Lots of tests on hardware

➡ Weekly “shakeouts” for defined tasks

➡ Lots of demos

§ Continuous Integration

➡ Jenkins

➡ Unit tests (after each change)

➡ ROS integration tests (at night)
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https://jenkins.io
http://wiki.ros.org/UnitTesting
http://wiki.ros.org/rostest
https://github.com/ethz-asl/rqt_multiplot_plugin
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https://jenkins.io
http://wiki.ros.org/UnitTesting
http://wiki.ros.org/rostest
https://github.com/ethz-asl/rqt_multiplot_plugin


Software Tools – How We (Try) To Keep Things Smooth

§ Lots of tests on hardware

➡ Weekly “shakeouts” for defined tasks

➡ Lots of demos

§ Continuous Integration

➡ Jenkins

➡ Unit tests (after each change)

➡ ROS integration tests (at night)

§ Logging (rosbag)

➡ All important information is always logged

➡ Review logs with RViz and RQT Multiplot
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https://jenkins.io
http://wiki.ros.org/UnitTesting
http://wiki.ros.org/rostest
https://github.com/ethz-asl/rqt_multiplot_plugin


Péter Fankhauser 
pfankhauser@anybotics.com

Thank You
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github.com/ethz-asl
github.com/leggedrobotics

Open-Source Software

www.rsl.ethz.ch

www.anybotics.com

https://github.com/ethz-asl
https://github.com/leggedrobotics
https://youtu.be/wZUE7E14geY

