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Abstract 
  

How society should deal with the self-strengthening Tech Giants is a much-
discussed issue. We suggest to democratize them by giving users a say in their 
decisions. With newly-developed collective decision rules and user councils, 
democratization of Tech Giants becomes feasible.  

 

 

  

                                                 
1 We would like to thank Moritz Hoferer and David Basin for helpful comments. This paper is an extended version of 
Gersbach, H. (2019), "A Bit of Democracy for the Tech Giants: Two Ideas", which appeared in October 2019 as a blog 
on www.voxeu.org.   
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1. Self-strengthening Monopolies 

For better or worse, we daily contribute to risky monopolies: We use products of the worlds largest 

technology companies – Apple, Google, Microsoft, Facebook and Amazon.2 The more of us are using 

them, the more useful they become to us. Several further aspects make this type of monopoly self-

strengthening (see e.g. Müller and Wambach (2018) and Crémer et al. (2019)).  

First, if an internet service like Google attracts more users, its search results become more relevant 

and its algorithms more refined, which makes it more attractive for individual users and thus for 

advertising companies – so that Google reaps more benefits.  

Second, many of the services offered by so-called „Tech Giants“ are free of charge for the individual 

customers, thus heightening incentives to join and use these services. The growing number of users 

allows to demand higher prices for advertising on theses services. Of course, the users pay for the 

services without noticing it, by paying attention to advertisement and by contributing to valuable 

databases. 

Third, for those services and products we do have to pay, the positive network effects entail better 

products. As so many people use Microsoft products, for example, these products are more likely to 

be improved constantly, and the programming of any new (external) application will ensure its being 

compatible with Microsoft products. This, in turn, will attract more consumers and reinforce 

Microsoft s monopoly. 

Fourth, although Tech Giants also face competition for services and products, their monopoly 

manifests itself in various forms. Amazon offers a wide range of products. This makes it attractive to 

buyers and sellers, but also relegates competitors to „niche products“, on a smaller scale. Apple has 

built up such an impressive reputation for innovative, attractive „must-have“ design and the flair of 

innovation in functionalities that customers are practically addicted to its products. 

Fifth, thanks to their economic power, Tech Giants can buy competitors and innovative startups, or 

discourage them, and while a few years ago, we were using Tech Giants by choice, we are now trapped 

into using them for want of equivalent alternatives.  

 

2. Risks for Democracy 

Thus, Tech Giants can become an economic threat – a monopoly generally entailing higher costs and 

limited choice for users/buyers in the long run. What is more, the Tech Giants control important 

                                                 
2 We note that ownership structures are more complicated. Alphabet owns Google, for instance. Moreover, the set of Tech 
Giants must not be limited to these five companies, as social media like Twitter might be included as well.  
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information processes and platforms for spreading information, which are the basis for collective 

decision-making. Information spreading, information storing, access to information, information 

comparison, information weighting and information disregard, all are monitored by the Tech Giants. 

Are these activities a risk or even a threat to democracy? To answer this question, let us start from 

some core principles on which well-founded democracies rely and which might be affected by Tech 

Giants. Parties or their candidates compete for the legislative and executive branches in free and 

anonymous elections. Voters have access to all relevant information to judge the performance and 

behavior of members of parliament and of the executive body. Free speech and freedom of the press 

ensure that this is indeed materialized at the best-possible level. Separation of powers and checks and 

balances ensure that no branch of government can enlarge its power beyond the boundaries specified 

in the constitution. Governmental power is limited and, in particular, the individuals private sphere 

is protected from governmental intervention as long as the citizens do not violate the rules severely.  

There are several areas in which Tech Giants might limit the functioning of these principles. First and 

most obviously, if a Tech Giant operates a platform on which a large amount of social interaction and 

communication takes place, it may limit free speech and communication among citizens.  

Facebook is a good example for this duplicity and the challenges it entails. In a first phase, it 

advertised itself as promoting democracy: all opinions were to be considered equal and were given 

the same chance of being acknowledged, discussed, and promoted. Such was the argument against 

the monitoring of contents. When it became evident that this equality promoted anti-democratic 

forces and benefitted destructive, anti-social groups, the necessity for some kind of control and 

intervention led to a type of monitoring that came dangerously close to censoring. The middle course 

is still to be defined. It has to be free speech, with some dangerous areas and defamatory entries 

censored, for instance.  

Second, the deep knowledge of Tech Giants about users – involving their behavior, opinions and 

revealed preferences, and sometimes entire personal profiles – is amassing a power on the private 

sphere that is unprecedented and can be significantly higher than the power held by the state. While 

this information has been given voluntarily, it may later become a constraint, and hurt individuals as 

citizens in democracy. This is most obvious when such data are given away to third parties or even to 

political parties and interest groups which then might use these personal data to try and influence 

citizens.3 Even more serious events would occur if personal data get into the wrong hands and are 

used to blackmail citizens to behave or vote in a particular way.  

                                                 
3 Hoferer et al. (2020) make an assessment of the value of microtargeting in campaigns.  
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Third, even if Tech Giants remain passive and no personal data leave them, citizens are confronted 

with difficult and unwelcome situations. Having such an amount of personal data about citizens in 

the hand of a monopoly may lead to temptations to use them to influence voters towards preferences 

the owners of the Tech Giants have. This can be achieved in subtle ways through the recommendation 

system and information transmissions. If persons watching videos on the current status of security in 

the streets from time to time constantly receive recommendations for videos about proposals from 

extreme law and order parties, it may influence them. One day, a Tech Giants may simply start a 

campaign on an issue and assume power to influence public opinion that is unprecedented. If 

everybody is aware of this possibility, it may impact politics even without any action from the Tech 

Giants.  

Even if Tech Giants remain passive and have no intention to manipulate the users, the algorithms for 

search and recommendations, for instance, may have intrinsic biases that are not easy to detect from 

the outside and which may persist for a long time.  

Fourth, Tech Giants play a role in the infrastructure for elections. Most obviously, if electronic voting 

takes place, it can rely on operating systems of the Tech Giants. Moreover, political campaigns use 

the platforms of Tech Giants. These functions increase the Tech Giants power.  

Several of the risks discussed above can be avoided and one can count on enlightened and critical 

citizens as well as on a free press and a state who is obliged to ensure free and fair elections to mitigate 

these risks. However, they are too large and threatening, such that the joint economic and potential 

political power of the Tech Giants has to be limited.  

Of course, Tech Giants offer a wide range of services and products, and compete with each other on 

some of them. Moreover, not all services are problematic for democracy. Cloud computing services, 

for instance, are of a lesser concern for competition and democracy than social media.  

 

3. What to Do? 

Many solutions are currently discussed and there seems to be no easy way to deal with the Tech 

Giants, even if standard tools of competition have been applied successfully to limit economic power 

(see Caffarra et al. (2018)).4 Breaking up Tech Giants offering many services might help, but may 

merely entail new Tech Giants. And even if regulations had supranational force – and were effective 

as globally as the Tech Giants –, it would still have to keep pace with the Tech Giants speed of 

                                                 
4 See in Crémer et al. (2019) how competition policy could be reshaped in the digital era.  
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innovation. In particular, time-consuming deliberation and decision processes render democracies far 

less able to monitor the Tech Giants monopolies than non -democratic countries like China.  

The best way to monitor the Tech Giants is via the "currency in which customers buy services" – the 

personal data (Economist (2018)). Such control could operate in two directions: One could develop 

specific supranational laws governing the ownership and exchange of data and monitor the Tech 

Giants through these laws. Yet, such a legal system might be costly and too slow – again.  

But the monitoring could also happen the other way round, by democratization instead of coercion. 

Our idea is to find solutions in which the Tech Giants and users play an active part. We develop new 

collective decision procedures that can be used for experimenting, and our monitoring problem with 

the Tech Giants would be an ideal field of experimentation (Gersbach et al. (2019) and Gersbach 

(2016)).  

We suggest to let the users have a say in matters that are crucial for them. This might not be equivalent 

to an ideal supranational regulator, but would still balance the shareholders  power to some extent.  

The first challenge is to know on which decisions the users should be consulted—it might be 

reasonable to start with important decisions of the shareholders that affect the users right to their 

shared information. Moreover, users should have a say in general specifications for search and 

learning algorithms, for instance, and on user access and censoring rules.  

How should the users be given a voice? We present two basic ways how this could be organized.  

 

4. Solution – Voting 

A first area in which to look for solutions are voting procedures. While a voting among all users is 

conceivable, more efficient voting procedures in the spirit of Co-voting might be more suitable 

(Gersbach (2016)). With Co-voting, a randomly-selected representative subgroup of all users would 

be selected – a so-called „Assessment Group.“ The Assessment Group would vote first and the result 

would be made public. The decision would be aggregated with the subsequent decision of the 

shareholders or their delegates in the Board of Directors to yield the final decision. The two voter-

groups decisions could be weighted according to a pre -defined key. This way to let the users be 

represented and be allowed to have a say in any important decision would certainly change these 

users attitude towards the Tech Giants  – they might even be able to better accept and support a 

difficult or costly decision. In turn, such involvement of users might help to protect the data ownership 

rights and ensure that algorithms are respecting free speech, as well as other desirable properties of 

information provision and dissemination.  
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Several variants of the voting procedures are conceivable. For instance, the voting process does not 

take place sequentially, but simultaneously, and the two decisions of the shareholders and the users – 

suitably weighted – yield the final decision. Furthermore, for issues of highest importance, one could 

imagine that the entire pool of users should have a say. For such cases, one could use Assessment 

Voting (see Gersbach et al. (2019)). Under such voting procedures, once the Assessment Group has 

made a decision and the decision has been made public, the entire pool of users would have a chance 

to vote, either confirming the Assessment Groups decision by abstaining, reinforcing the result, or 

overturning the Assessment Groups outcome. Again, subsequently, the voting outcomes of the users 

and the shareholders, suitably weighted, would be aggregated to yield the final decision.   

Of course, any voting procedure requires an assignment of voting rights to users. The simplest way 

would be to grant one vote per user. Yet, a more refined voting right assignment would be to relate a 

users intensity of usage to the voting power granted for important decisions, including, but not limited 

to, the right to put initiatives to vote, specific veto rights to counteract coordination of shareholders 

on speaking with one voice, or counterproposal rights for users.  

 

5. Solution – User Council 

An alternative way to let users have a say in the Tech Giants decisions is to select a representative 

user group, a user council, who acts as representative body for the pool of users.5 Various possibilities 

exist how co-determination can be structured with user councils. Any of these forms requires the 

assignment of different types of rights – consultation, veto and co-decision rights – to the user council 

on all matters that are relevant for users. With such rights, the user council starts systematic 

communication with the Board of Directors and can negotiate on all matters for which it has veto or 

co-decisions rights. Typically, for decisions regarding the users right to their own information, access 

rules for users and censoring rules, co-decision rights should be strong and comprise veto rights on 

particularly sensitive matters. Furthermore, some members of the user council could be elected to the 

Board of Directors to directly participate in the decisions and to ensure systematic communication 

between the owners and the user council.  

We next discuss who should represent the users in these councils and how these representatives should 

be chosen. The most straightforward way to select representatives via election by other users, no 

                                                 
5 Some forms of this type of co-determination might resemble the German system of "Betriebsrat" (works council). Works 
council members are elected by the company workforce for a given term. They may also be appointed to the board of 
directors. This allows to reduce workplace conflicts by improving and systematizing communication channels and to 
increase the bargaining power of workers towards owners by means of legislation. See e.g. Freeman and Lazear (1996) 
for an early analysis and Hübler (2015) for an account of the pros and cons of work councils.   
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matter whether the selected persons are Super-Users, Expert Users or average users. These would be 

the so-called "Representatives". Such an election could be conducted like normal works council 

elections, with candidates presenting themselves for an office term. However, since the global user 

pool is so large, a randomly selected user sample group would select user representatives from a list 

of candidates.  

The other issue is who should have the right to stand for election. Of course, a precondition is active 

participation and if services are costly, revenue-generating users. Ideally, one would like to have 

"Super-Users", "Expert Users" and "Regular Users" in the user council. The first are the users who 

have the highest usage frequency, the second the ones who have highest technology expertise, and 

the last are regular ("average") users. Ideally, the candidate pool is composed of these three subgroups 

of users, and one might even elect representatives of each subgroup separately.6 Such a user 

representatives group would be a perfect task force: With the leverage power of the Super-Users, the 

extended knowledge of the Expert Users and the legitimacy of the Regular Users, it would certainly 

have sufficient weight to mitigate the Tech Giants monopoly.  

 

6. Implementation  

Of course, this is merely a first attempt to assess how to democratize Tech Giants. Several crucial 

issues await more detailed investigation. We start by providing a roadmap for some of the most 

pressing issues.  

First, if one immediately reflects on the real-like applications of voting procedures, it has to be 

specified who is allowed to make proposals that are put to the vote, i.e. who would decide when Co-

voting should be triggered at all. While this could be captured in an amendment of the constitution of 

the Tech Giants, a user charter, it appears to be useful to grant the right to call a referendum to the 

users.  

Second, with both voting and electing a user council, users may face the problem that shareholders 

coordinate on speaking with one voice, which makes it difficult to overturn such a decision. With user 

councils, this problem is alleviated by user representatives in the Board of Directors and by veto rights 

for the most sensitive matters. With voting, it may be important that users can decide first and the 

result be made public. Then, it will be much more difficult to take an opposing stance for shareholders 

if the users decision is clear -cut.  

                                                 
6 In principle, Super-Users and Expert Users could be selected by the algorithms and measuring tools of the Tech Giants 
themselves. Yet, such measuring tools are susceptible to manipulation.  
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Third, for both voting and electing a user council, the Tech Giants have appropriate technological 

toolkits and thus, they may find it particularly easy to manage this type of process. One can expect 

them to invent and develop ways to organize such democratic processes efficiently, in a fair and 

transparent way. However, since they own the technologies, they may also be tempted to steer the 

voting processes in the direction that suits them best. Since there are many manipulation possibilities, 

it is necessary that users can monitor these processes or – even better – that voting and elections are 

executed by trusted third parties.  

Fourth, if voting and elections for the user councils are based on a randomly-selected Assessment 

Group, the representability of this Assessment Group is central – in the technical sense of 

randomization and in the perception of the users. Only if a vast majority perceives the Assessment 

Group as representative, will the decision by this group be legitimate. This is already a delicate issue 

in a single jurisdiction, so it should be a substantial challenge for a global user pool.  

Fifth, of course, users themselves can differ vastly regarding how Tech Giants should be steered. 

Hence, all significant user perspectives should be represented in the user council if this solution is 

envisioned. On the most sensitive matters such as censoring rules, appropriate minority protection 

may be necessary.  

Sixth, democratizing Tech Giants may evolve and the Tech Giants may become an organization with 

further bodies such as an arbitral tribunal for conflict resolution. Hence, Tech Giants may evolve 

towards a virtual jurisdiction and assume more and more power to structure the users life. Of course, 

such developments should be bridled by national jurisdictions and by the law of nations.  

Seventh, since Tech Giants offer very different services, there is competition for some of these 

services, while others are less of a concern for democracy, so that democratizing is not equally 

pressing for each of the Tech Giants and for each type of services. Clearly, Google and Facebook 

would be the natural starting points for a democratization endeavor. Other Tech Giants or other large 

social media like Twitter could follow.  

 

7. Conclusion 

New democratic procedures alone will not eliminate the monopoly of the Tech Giants, but they might 

re-balance the market by giving users some degree of decision power within this monopoly. If their 

monopoly is not endangered, the Tech Giants might be willing to share some of their power with 

users by including them into key decisions. This might be more efficient than bridling Tech Giants 

with regulations that cannot keep track with technological advances.  
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Lessening the Tech Giants power to shape communication and data handling by including new 

democratic processes in their decision-making might even help to improve deliberation in democracy, 

since the separation of users in media ecosystems7 may be transcended (or lessened) – what a great 

field for experimentation and what a promising outlook for democracy!  
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