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Abstract

As the scale of an economy increases, pollution flows tenddease. But as income
increases, demand for a cleaner environment may lead to strargent pollution standards
and a subsequent decline in pollution. This simple idea w$qgoward by Grossman and
Krueger in 1991, and kicked off a debate which remains ufvedaoday. We show that
the above mechanism should indeed be expected to opergtgeeerally if pollution is
an avoidable by-product of the production of final goods, atility is a CES function of
consumption and environmental quality. We clarify the itidun using a specified model in
which pollution arises from the use of natural-resourcaitapand calibrate a model which
accounts for the timing of adoption of flue-gas desulfui@atechnology across countries.
Policies boosting growth are not the enemy of long-run swahdlity, but environmental
regulations should not be sacrificed on the growth altar; endontrary they should be
tightened in anticipation of future demand for environna¢qtiality.
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1. Introduction

Over the last century we have emitted pollution to the atrhesp which has caused
brain damage in our children on a staggering scale (leadfiafha destroyed the upper at-
mosphere’s ability to filter out damaging ultra-violet ratiibn (CFCs), acidified soils and
waters over vast areas thereby severely damaging foresaguratic ecosystems ($@nd
NOy), and significantly altered the global climate (§@H,, etc.)! That pollution should
expand when economies grow is easily intelligible as thelte$ a scale effect. Butitis less
obvious whether or not there exists an equally general rmestmaleading to a later, long-
run, decline in pollution flows, or whether observed dediresuch as in lead, CFCs and
SO,—are isolated or temporary blips on an upward long-run dloead. In this paper we
use a simple model to show that there is ‘a tide in the affdimen’, by which we mean that
there are very good reasons to expect to see the patterringf @sd then falling pollution
repeated across different pollutants and countries, arileftmore that we expect a trend
towards less pollution and better environmental qualithadd in the long run in growing
economies. The fundamental reason is that a scale effegtsdricreasing emissions, but
growth leads to stricter environmental policy which reearthe trend in the long run.

The paper adds to the literature on growth and the envirohraed particularly the en-
vironmental Kuznets curve or EKC, in which the seminal paee Grossman and Krueger
(1991, 1995% Grossman and Krueger focus on the empirical observatibiosyiag that at
country level there is often a tendency for flows of indivithallutants to grow initially and
then decline as GDP grows over time. In the subsequenttliter¢he focus has remained on
econometric analysis of empirical observations. Seldah €1999) and many others confirm
the patterns found by Grossman and Krueger, but in the absHracconvincing theoretical
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explanation for why the pattern should be observed, its igdiheremains in doubt: flows of
many pollutants are still increasing in many countries, whére a pollutant is decreasing,
it could still turn up again. Furthermore, if we compare gditr the same pollutant across
different countries, it is hard to find clear patterns: thainog point is neither at a given time,
nor at a given level of per-capita GDP (see for instance SRO04).

Our explanation is both general—it builds on very mild asptions about utility and
production functions—and fully consistent with Stern’sebvations. It generalizes the ex-
planation of Stokey (1998), whereas it is fundamentalljedént from those of Andreoni
and Levinson (2001), Brock and Taylor (2010), Smulders ef24111), and Figueroa and
Pastén (2015). There are two keys to our analysis, both aftwdrie unique in the EKC lit-
erature: we derive restrictions on the properties of thelpection possibility frontier (PPF)
over final-good production and pollution from the fact thaligtion is a by-product of final-
good production, and we derive restrictions on the propenf indifference curves over
consumption and polluting emissions based on the assumpiteo CES utility function over
consumption and environmental quality and a general darfusgion.

By-production implies that the PPF is hump-shaped; formgiteehnology, there is some
rate of polluting emissions at which final-good productisnmiaximized, and if (for some
reason) more pollution is to be produced then the effort aigleo will actually detract from
final-good production rather than boosting it further. Hemthen economic activity is low
(because of low labour productivity), pollution is also |loeven in the absence of environ-
mental regulation, and environmental quality—defined asdom from human-generated
pollution in the public sphere—is highAs labour productivity increases, by-production of
pollution also increases, and environmental quality detates.

The CES utility function implies that if consumption riseghvout bound while environ-
mental quality is constant then WTP for better environmlemptiality rises without bound.
Hence in a first-best regulated economy the price of emigioiyition increases with income
growth, and firms shift round the PPF, reducing the ratio difytion to production. Initially
pollution increases nonetheless, but if there is a clearo{gmissions) technology then it
will gradually be adopted and pollution will approach zandhe long run. Intuitively, when
we are very poor we enjoy high environmental quality deslave willingness to pay for
it, because the small scale of the economy ensures thatiensise low. As income per
capita expands—driven by technological progress—basgloiluting emissions expand,
but abatement efforts also increase; the former effect dates initially (when environmen-
tal quality is high but income low), but the latter takes oirethe long run, such that both
environmental quality and income increase as productinityeases.

The consistency of our explanation with the observationStefn (2004) and others
follows because the shape of the PPF of pollution and praatugaries between countries,
even those on the same income level, as does the shape ofdifference curves. For
instance, consider S&missions which are a by-product of the burning of coal fectlcity
production. Regarding the PPF, a country with cheap hidjphsm coal has higher abatement
costs for SQ than a country with cheap natural gas; regarding the indiffee curves, a
country with high population density has higher WTP per tafo reduce S@emissions
than a country with low population density, because a giata of emissions per capita
leads to a higher atmospheric concentration in the fornmeaur model we rule out biased
technological change and imperfect information, for ¢jarif we relax this restriction then
PPFs and indifference curves may also shift over time; fetaince, development of fracking
technology would reduce abatement costs in the coal-riahtrg.

The paper proceeds as follows. In Section 2 we develop tloedtieal model. In Section
3 we develop a specified model which is at a similar level ofegality to Stokey’s model,
but our model has an extremely straightforward an intuiiiterpretation grounded in em-
pirical cases; furthermore, it is significantly richer. AmdSection 4 we further specify the
model, showing how it can be calibrated to explain the tinahgdoption of flue-gas desul-
phurization in six countries over a period of 46 years. Int®acs we discuss the existing
literature in depth. Section 6 concludes.

3As Smulders (2006) put it (p.12), ‘Prehistoric man could thmany deer, but lacked the capacity to destroy
the ozone layer.



2. Model

In this section we aim to set up a simple model in which theasgntation of production
in the economy is consistent with pollution being a by-pretchf production of final goods,
and in which households value environmental quality anattmsumption of final goods in
a straightforward way. We deliberately make technologicagress neutral and preferences
homothetic, ruling out the idea that technological progr@sd concomitant income growth
might change the shape of the production possibility fiemtver aggregate consumption and
pollution or the indifference curves over aggregate corgion and environmental quality,
changes which might give rise to changing patterns of paljuémissions. We do this not
because such changes do not occur in real economies—theypdbbecause they may go
in different directions, either favouring increases oweietin pollution relative to aggregate
production, or decreases. Our aim is to investigate thetfakgase.

2.1. Production

Consider an economy in which a representative firm makesetsdqt) and pollutants
P(t) using inputs of an effective labour—capital aggreg&te, which grows exogenously.
Both X andP are non-negative anflis strictly positive; in the absence of economic activity,
P = 0. Furthermore: (i) for giver\ both X andP are bounded above; (ii) for givel and
P there is some maximal production ¥f and (iii) there are constant returns so that convex
combinations of technologies can be used, and the produgtissibility set inP,X) space
(givenA) is convex. We can therefore define

X =G(A,P), 1)

whereG is a function which returns the maximal value Xffor given A and P; we call
such values oK weakly optimaland say that they are on the production possibility frantie
(PPF). Since there are constant returng\iand P, for any point(P, X) which is weakly
optimal whenA = A(t), the point(sPsX) is weakly optimal whe\ = sA(t), for all s. Now
definep=P/A, x= X /A, andG(1,P/A) = g(p). Then we have

x=g(p)

whereg is a concave function, and the PPF plottedpnx) space—i.e. in intensive form—
is invariant to changes iA.

We have thus defined a very simple economy in which growthefgiy increases in
productivity, labour, and capital) is neutral (or unbigsiedthe sense that the relative costs
of producingX andP do not change aA increases. We have thus ruled out the idea that
changes irfX /P could be driven by changes in the underlying technology.

Now return to widget production. To make widgets requireppaeful effort, and if no
such effort is made theXd = 0 (widgets will never be made by accident). The pollutant can
also be made through purposeful effort, but in addition ityrba made by accident, as a
by-product of efforts to make widgets. Finally, the polhit® is a bad, and an economic
problem. These properties of the production function harectimplications for the shape
of the firm’s production possibility frontier over widgets@pollution, as follows.

1. Since making widgets requires purposeful effort, if dbe is devoted to making
pollution p then widget production will be zero. So wheris maximizedx = 0, and
g(p) must meet the = 0 axis at finitep greater than 0.

2. Since the pollutant is a problerg(0) > 0; otherwise the pollutant would not be a
problem because all firms would sgt= 0 at all times, even in laissez-faire.

3. Sincep is a flow of human-made pollution, it must be possible to reduto zero,
if nothing else by setting = 0 (i.e. ceasing production altogether). Heg¢p) must
meet thep = 0 axis atx > 0. At this point we define the outpuf8, x).

We have assumed thgfp) is concave. If it isstrictly concave then properties 2 and 3 imply
thatg has a single turning point (a maximum) at which point we detfireeoutputs asp, x).



If on the other hand(p) is flat at the maximal value of(so there are many global maxima)
then we defingp,x) as the unique point such thais a global maximum ang takes its
lowest possible value consistent with maximizatiorxoGiven these properties of the PPF,
Figure 1 illustrates three possible cases. (We also defmendximum of the PPF plotted
in (P,X) space (for giver\) as(P, X), and the point where the ppf meets fhe- 0 axis as
(0,X).)
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Figure 1: The functiomy(p) and the pointgp,X) and(0,x), in three alternative cases: (a) strict concavity, 0; (b)
strict concavityx = 0O; (c) multiple global maxima.

2.2. Utility

Consider now the utility function. We aim to specify a ujilfunction which is neutral
with respect to the valuation of consumption and envirortaleuality, without any esoteric
properties. We therefore make utilltya CES function of consumptiofiand environmental
quality Q:

U= {(1_a)x(nfl)/n_,_aQ(nfl)/n}n/(WA)7 2)

wheren is the elasticity of substitution betwe&randQ, andn > 0. We must also link envi-

ronmental qualityQ to pollutionP, hence we defin® = 1/[d(P)], whered is differentiable
and strictly increasing, and{0) > 0.

As we demonstrate in Remark 1 below, this utility functioc@mpasses both the separa-
ble (or additive) form assumed by Lopez (1994), Stokey (1898 many others in the EKC
literature, and the multiplicative form which is standandrtegrated assessment models of
climate policy such as Nordhaus (2008) and Golosov et all420

Remarkl. We can always write our utility function—equation (2)—irthe#r separable or
multiplicative form: separable whem# 1 and multiplicative whem = 1.
Separable: W = v(X) —h(P). 3)
Multiplicative: W =X/f(P). (4)

Furthermore, given separable preferences

—XV/(X)/V(X) = /1. (5)

Proof. There are three caseg: > 1, n = 1, andn < 1. In each case, rearrange equation
2 andQ = 1/[d(P)] to obtain the results. When > 1, we havew = U9/ /(1 - a),
v(X) = X(=1/1 "andh(P) = —[a/(1—a)]/[d(P)]"~Y/7. Whenn < 1, we havew =
—U-=m/m /1 —a), v(X) = —X"I/1 andh(P) = —[a/(1— a)][d(P)|*1)/1. And
whenn = 1, we have (by 'Hépital’'s rulelV = U1~ andf(P) = [d(P)]?/(1-%), Equa-
tion 5 follows directly from the expressions foX). O

SinceUy > 0, we can also define the equation for the indifference cunvgs, P) space:

X=V(U,P) = [U /(1 - a)~a/(1-a)-d(P)E- 1/ v )

The indifference curves then have the following four proigsr

1. V) >0;



2. V5 > 0, so the price of pollution increases with income;

3. WhenX — 0, V}, — 0 for all P, so the price of pollution is zero when consumption is
zero;

4. WhenX — o, V; — o (as long a$ > 0), so the price of pollution approaches infinity
when consumption approaches infinity.

See Figure 2 for an illustration.
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Figure 2: Three sets of indifference curves. The secondes rut becauseXtd/dP does not increase X, implying
that the WTP to remove a unit of pollution does not increasedome, and the third is ruled out because the curves
are not strictly convex.

Finally, we want to ensure th&(U,P) is strictly convex, which (given thabs(A, P) is
concave) will guarantee a unique solution to the problem aximizing utility at givenA.
From the expressions from the proof of Remark 1, the conditior strict convexity are
d’/d'—d'/d[1-a/(1—a)] > 0whenn =1, andd” /d’+ (1/n — 2)d’/d > 0 whenn # 1.4

2.3. The EKC

We now turn to the evolution of polluting emissions over tirB¢aying with our approach
of building the simplest possible framework, we assume &ffiest solution (achieved either
through management by a social planner, or because an épdixnan polluting emissions
is imposed). Note also that since the PPF is concave and dliffeience curves strictly
convex, there is always a unique solution to the utility maixation problem for giver,
the optimal choice ofP, X) is given by the point at which the highest possible indiffexe
curve is tangent to the PPF.

Ouir first step is to show that over time the optimal point maeethe left around the
curveg(p), starting arbitrarily close top,X), and taking a limiting value of0,x) ast — o«
(Lemma 1).

Lemmal. As A increases the locus of the optimal pojmt x) moves to the left along the
curveg(p). Furthermore, ligg)—,0(P,X) = (p,X), and lim—e(p,x) = (0,X).

Proof. For the full proof see Appendix A. The essence of the prodfdd the slope of the
indifference curve at the point of tangency increases froam (b, X), approaching infinity.
Hence in(p, x) space the optimal point moves to the left rowtg). O

In order to investigate the implications of this movementtaf optimal point we define
the elasticity of substitution betweekand P—which we denotec—and then show in
Lemma 2 howo varies as we move roungl p). Finally we show in Lemma 3 how the
relative sizes oo andn determine the direction of change ih Note that Lemma 3 is
closely related to Proposition 4 of Figueroa and Pasténgpd1

“Note that convexity of the indifference curves is intuitiveeasonable but somewhat restrictive; for instance,
if the effect of some pollutant is limited to a valuable bunressential public good then marginal damages of
pollution may increase up to the point where that good isrdgstl, but beyond that point marginal damages must
be zero.

5The key difference is that we have a less restrictive defimitif the link betweet® andQ, pollution flows and
environmental quality.



Definition1. Theelasticity of substitutiotetweenA andP at the optimal allocatiofiP, X)
is g, hence—sinc& is constant returns— (Hicks, 1932) shows us that

0 = GpGp/(GapG). @)
Furthermore, in intensive form we have
s
9(p) g (PP (®)
a(p)g’(p)p

Definition2. A clean technologgxists if the PPF is made up of a convex combination of
technologies (PPFs), up to- 1 of which are intrinsically polluting such that the PPFs iee
the origin (i.e.x = 0), and at least one of which is intrinsically clean, such tha PPF in
(p,X) space consists of a single po{i®x) wherex > 0.

=—d(p)

Lemma2. The evolution ofo alongg(p).
(). The initial point: limp_,5o = 0.

(i). Moving left alongg(p) from (p,x) o may take any positive value; indeed, it may rise
and fall between 0 and infinity any number of times.

(ii). If a clean technology exists then there exists soma-nero level ofp, which we
denotep', such that for alp < p', 1/0 = 0.

Proof. See Appendix A. O

Lemma3. In an economy as defined by equations 1 and 2: RijdA > 0 if o < n; (ii)
dP/dA=0if o = n; and (jii) dP/dA < 0 if 0 > 1.

Proof. See Appendix A. O

The intuition behind Lemma 3 is that when consumers are iiifiexlow n, a strong
preference for holding/Q constant) but firms flexible (higtr, they can easily substitute
betweenrA andP), whenA rises, driving upX, inflexible consumers demand an increase in
Q, and flexible firms reducB. But when firms are inflexible and consumers flexible, when
A andX rise, firms increasP and consumers accept low@r

We now turn to the evolution d® over time: Proposition 1.

Proposition 1. The EKC.

(). There always exists some level of A, denotgdsach that as long as A AT, pollution
P rises monotonically as A rises.

(ii). Assume AD) < AT. Then an EKC is observed (i.e. there exists some time T beyond
which pollution declines monotonically) if there existemonon-zero level of p, which
we denote f such that for all p< p', 0 > n.

(iii). Assume AO) < AT, Then if a clean technology exists an EKC is observed forrany
and pollution P— 0ast— 0.

Proof. (i) Let A(0), the initial quantity of labour—capital, approach zeroefitbemma 1 tells
us that(p,x) — (p,x), Lemma 2(i) tells us thatr — 0, and hence that there must be a value
of A(0) below whicho < n, and Lemma 3 tells us that beyond this poiRydA > 0.

(i) Assume that there exists some non-zero leveppivhich we denotep', such that
for all p < p', 0 > n. Then Lemma 1 tells us that &s— «, p must fall belowp! in finite
time, and hence that after that time (by assumpt®n) . And Lemma 3 then tells us that
pollution declines monotonically after that time.

(iii) If a clean technology exists then Lemma 2 shows thatemaust exist somp' such
that /o = 0 (and hence > n) for all p < p'. Furthermore, since@y/dP is well defined
at P = 0 the point of tangency between the indifference curve ard”AF must approach
P =0, henceP — 0. O
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Figure 3: The movement ¢P*,X*) (panels (a) and (c)) ang*,x*) (panels (b) and (d)) asincreases, given =1

and alternative ppfs. In (a) and (b) the ppf is such thapligio > 1, whereas in (c) and (d) lipn,00 < 1. In both
cases the optimal poirip*, x*) moves to the left irf{p,x) space, in accordance with Lemma 1. But only in the upper
case (when, in the limit, I > 1/0) do we observe an EKC; in the lower case, pollution increasifinitely. See
Proposition 1.

The intuition here is straightforward. Since the initiallimgness to pay for improved envi-
ronmental quality (and hence reduced pollution) is arhitréow, firms produce arbitrarily
close to( p,x), and asA increases over time, bokhandX increase at the same rate. (Strictly,
we can make the growth ratesandX arbitrarily close to the growth rate & by reducing
A(0).) As productive potential increases and agents do not daretgollution, production
expands, the chosen technology stays the same, and polexpgands. But when income
increases without bound and pollution non-zero, WTP to cedhollution increases without
bound, and since the unit cost of switching to the clean teldyy is fixed, all production
will be switched to the clean technology in the lirfit.

A corollary to Proposition 1 is that when (in the limit) = n then pollution flows ap-
proach a constant rate, and wherc ) they increase.

3. A specified model

We now develop a specified model economy and derive andlytisalts. The main
purpose is to exemplify the mechanism of the theoreticalehoda specific case which
can be described in empirical terms, and hence clarify thation behind the mechanism.
We take a very simple case in which alternative natural nesmuare perfectly substitutable
inputs in a Cobb—Douglas production function. Pollutiodiigctly linked to the use of these
natural resources, with some choices being cleaner tharsptbompare for instance coal
and natural gas with respect to sulphur emissions. Thelsmstof using a natural resource
is the sum of the private cost (i.e. the extraction cost) ddeixternal cost (i.e. pollution
damages). Since technological change is unbiased, thactgtr cost remains constant.
However the marginal damage cost of using a given input asge with income. Hence
when income is low the extraction cost dominates the damasfeand the cheapest input is

6In between the extremes, along the straight sections of BferRarginal abatement costs do not change as
abatement increases. Hence as income increases and tfierémdie curves steepen, the optimal point moves
rapidly to the left, i.e. towards lower emissions. On thesotiiand, when the optimal point is at a kink then there is
a jump up in marginal abatement cost, and there is a periadglwhich increases in income lead to no increases
in abatement effort, hence polluting emissidghgrow in line with A andX.



chosen. However, when income is high the damage cost dossitta extraction cost, and
the cleanest input is chosen. If there is a zero-emissiagamative it will dominate in the
long run.

3.1. The environment

There is a unit mass of competitive firms which produce a siagyregate final good the
price of which is normalized to 1. Both the firms and the popwatel. are spread uniformly
over a unit area of land. The utility function has the form gfiation 4W = X/ f (P), where
f(P) = exp(P%):

W = X/ exp(P?). )

We thus have multiplicative utility, and in terms of equat®we have) = 1.

The representative firm in symmetric equilibrium hires deafve labour—capital aggre-
gateA and buys a resource-intensive intermediate ifguhat firm’s production function
is

Y(t) =AMt IR1), (10)

whereaq is the share of the intermediate inpBtis the aggregate flow of pollution—which

is uniformly mixed—andp is a parameter greater than 1. Effective labour—capigdows

at a constant ratg A(t)/A(t) = g. From now on we omit the time index whenever possible.
The intermediate inpuR—which we can think of as electricity—is the sum of inputs

from n different resource-based technologies, which are allgedubstitutes in production.

The quantity of input from technologyis denotedj, so

R= Y Dj. (11)

The use of input quantityp; leads to emission of pollutiog;D;, wherey; > 0, hence
aggregate pollution

P=75 yiDj. (12)
=1

The cost of a unit of inpuf is wj.

We can interpret alternative technologieandk simply as alternative resource inputs,
for instance low- and high-sulfur coal for electricity geagon. However, a third technology
| could be high-sulfur coal combined with flue-gas desulfation (FGD). If the input is
simply a natural resource then we can think of it as beingaeiktd competitively from a
large homogeneous stock, with each unit extracted requivjrunits of final good as input.
But for technology the pricew; would bew plus the unit cost of FGD, and unit emissions
Yy would beyy x the fraction remaining after FGD.

Now consider just one technologyand show (using equations 10-12) that the PPF for
net final-good productioX and the flow of pollutiorP if that technology is used exclusively
is described by the following function:

Xj = A (P/y)" —wjP/y;. (13)

And if there is some technology for whialy; = 0 then this technology islean(Definition
2), and we have (after solving the representative firm’snogtition problem to decide the
quantity ofR; to use) a single point

Xj = A(a/w))?/ TN (1—a). (14)

Since the natural-resource inputs are perfect substjttiesoverall PPF is simply the
convex combination of the alternative PPFs defined abové&idgare 4(a) we illustrate the
PPF (and one indifference curve) when there are three atteertechnologies, two polluting
and one clean.



3.2. The solution

In solving the model analytically we focus throughout on siegial planner’s solution;
given this solution the regulatory problem is straightfard: To begin with assume just two
technologies, so the planner chooses the set of vélbe®,) to maximizeW (equation 9).
Take equation 9 and use equations (11-13) to get a versitie gianner’s problem:

maxw = [AY%(Dy + D2)® —w;D1 — WoDp] expl— (Y1 D1 + ¢D2)?).

1,2

Now take the first-order conditions [y andD» respectively to derive the following neces-
sary conditions for an internal optimum:

aY/(D1+ D) =wi + @1 (Y1D1 + D) ? LY — (WiD1 +woDy)); (15)
aY /(D1 + Dz) = Wa + @ (1D1 + ¢pD2)? Y — (wiD1 +w,D2)). (16)

In these equations, the marginal societal benefits of makingxtra unit of intermediate
goodR (“electricity”) using technologyj are on the left-hand side, and the marginal costs
are on the right-hand side. The marginal benefits are idantibether we use input 1 or 2
to makeR, but the marginal costs differ. The costs are the sum of theralaresource input
costsw;j and the pollution damage costs.

To build intuition we start with the case in whiety < w, andy; < gk, soD; is both
cheaper and cleaner, abd will never be used. Then we take the two-technology case, and
finally multiple technologies.

Proposition 2.

(i) When only input R is used, from any given initial state (defined A, P increases
monotonically and approaches a limit Bf= (a/(p)l/“’. If we let A0) approach zero
then the initial growth rate of P approaches g from below.

(ii) In a two-technology economy, there exist timgg dnd T, (where Ty > Ti1) such
that up to T, D1 increases monotonically while,B3= 0. Between T, and T, Dy
decreases monotonically while;Iincreases monotonically. And foet Ty, D3 =0
and D, increases monotonically. FurthermorgsBind T, can be expressed in closed
form. In the special case gf, = 0 (the cleaner resource is perfectly clean) thepi$
not defined; instead, ast «, D; — 0, and hence P~ 0.

(iii) In an n-technology economy there is a series of m trémss (where nx n— 1), start-
ing with the cheapest input and ending with the cleanesthBathese transitions pro-
ceeds analogously to the transition from technoladyg 2. The remaining - m—1
inputs are never used.

Proof. See Appendix A. O

In Figure 4 we illustrate the development of the economy ipecHic case with three
technologies, the third of which is perfectly clean. Figd(a) shows the PPF, which is the
convex hull of the PPFs for the three individual technolegind in Figure 4(b) we show the
path of pollutionP, and the pollution limiP. We also show—using dotted lines—the paths
of P which would be followed if (respectively) only technologig and 2 were available.

We start with the interpretation of the single-technologge The shadow price of the
polluting input to the social planner is the sum of extracttiost and marginal damages. The
extraction cost is constant, whereas marginal damagesaserinY. So wheny is small the
shadow price is approximately equal to the constant extracst, and both resource use
and polluting emissions track growth. Xsncreases, marginal damages increase and hence
the shadow price of using the polluting input increaseskibgathe growth in its use. When
Y is large marginal damages dominate the extraction cosshih@ow price of using the input
grows at the overall growth rate, and emissions (and inpejt a® constant. So we have a
transition from emissions tracking growth towards (in that) constant emissions. The link
to the theoretical model is straightforward: utility is rtiplicative (n = 1), and in the limit
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Figure 4: (a) PPFs for three alternative technologies, drvehech is clean (Definition 2), and the convex hull of
those PPFs, which is the overall PPF. The PPF is invariaAtwhen plotted in(p,x) space. We also show a single
indifference curve. (b) Pollution flo®® compared to the limit? = a. The dotted lines show pollution paths in case
only one of the inputs is available. Parametegs: 0.02; A(0) = 1; ¢ = 1.3; i1 = 0.0072,y» = 1/2, Y3 =0;
a=025w =a,w, =12a,ws =4a.

of high pollution costs (and hence negligible resourceagtion costs) the PPF is Cobb—
Douglas ando = 1. Hence polluting emissions are—in the limit—constanbff@sition
1).

Now we take the more interesting case when technology 2 is exgrensive but cleaner,
i.e. Y1 > Yn. In this case, a¥ increases, the increasing importance of pollution dam-
ages does not just lead to pollution abatement within telclgyol —i.e. the substitution
of labour—capital foiD; in production—it also narrows the gap between the sociaiscos
of D1 (cheap and dirty) anB®, (expensive but cleaner). At some point the social costs are
equal, and a transition to the cleaner technology beging lifik to the theoretical model
(and Proposition 1) is again straightforward: as long asctbanest technology is not per-
fectly clean we still have, in the limif; = 1 ando = 1, and emissions approach a constant
level in the long run. However, if the cleanest technologyadectly clean then, in the limit,
o — o« and polluting emissions approach zero.

In the multitechnology case, consider drawing the PPFsdoh ®f then technologies,
as in Figure 4(a). The overall PPF is then the convex hull,itiscclear that if all the tech-
nologies are distinct then no more than two technologieksenér be used simultaneously,
and that a subset of technologies will never be used at aflusecthey are both expensive
and dirty.

4. A calibrated model

The central hypothesis of the paper is that rising incomeedrthe imposition of envi-
ronmental regulations which—in the long run—drive switehe cleaner technologies and
hence falling emissions. In this section we provide emaiscpport for this idea by showing
that the timing of adoption of flue-gas desulphurizatioroasrsix countries can be under-
stood based on a model in which underlying preferences &mchir, and the unit cost of
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installing FGD, are constant across the countries and awer, nd the timing of the impo-
sition of the regulation is determined by income per capgitgulation, and the size of the
territory.

4.1. The model to be calibrated

In the introduction we argued that the shape of the PPF ofifjeti and production varies
between countries, even those on the same income leveleashioshape of the indifference
curves. Furthermore, biased technological change and mfewnation may change PPFs
and indifference curves over tinfelt is therefore not possible to test the above ideas by
looking for simple patterns such as turning points in padlnflows at given income levels.

Instead of looking for patterns in emissions, we look fortgmats in the application of
environmental regulation. More specifically, we investigide following hypothesis.

Hypothesisl. The unit costs of sulfur abatement through FGD are constettime and
across countries, and the time of introduction in a givemtguis determined by the marginal
damage cost of sulfur emissions, which is a linear functibmoome per capita, an in-
creasing function of the annual rate of emissions and theilptipn of the country, and a
decreasing function of the land area of the country.

Ideally we would perform an econometric test of a structuratlel, but since we have
only six observations we limit ourselves to a calibratioereise. We base the equation
to be calibrated on equation @/ = X/exp(P?). That is, we assume multiplicative utility
following the climate literature. We then approximateby real GDP, which we denoté,
and convert to per capita terms (sas per capita utility, ang per capita GDP):

_p®
w=ye ™

The next step is to think carefully about the implicationsmfdelling different countries,
which differ in surface area and population as well as GDP oilliting emissions. The
concentration of pollution will (if the pollution is unifanly mixing and remains exclusively
over the territory in question) be linearly related to enaigss per unit of area, and damages
(if they affect humans directly) should be a function of ceniration. Denoting the area as
H (recall that we previously normalized it to 1) we have

P/L\?
w=yexp (H/L> .
This equation puts issues s€aleinto focus: it implies that if we replicate the economy
(doublingP, L, andH but holdingw andy constant) then the proportion of gross product
y lost to pollution damages will remain the same. However, wihve consider pollution
transport it is clear that this will not in reality be the cagar an airborne pollutant, given a
larger territory, a bigger proportion of emissions will thwithin the territory and thus cause
damage there.
To account for pollution transport, we introduce a transpoefficientd, whered is the
proportion of emissions transported out of the territong a

0 =exp—6H),

where® is a positive parameter. A4 — 0,90 — 1, and aH — o, d — 0, so for a very
small territory almost all the pollution emitted leaves theitory without causing damage

"For a specific example of the kind of idiosyncracies that mayedevant, consider sulfur emissions to the
atmosphere in the U.K. and the U.S. In the U.K. there has beapid decline in S@emissions since 1960, driven
mainly by the replacement of coal by oil and gas in the ovexa#irgy mix. This shift was partly driven by the
increase in road transport, but also by the ‘dash for gasleicticity generation, driven in turn by a steep decline
in the price of gas relative to coal. In the U.S., sulfur eroiss started to decline in the mid-1970s (see for instance
Stern (2005)), at least partly due to the introduction ofdlean air act in 1970. However, Ellerman and Montero
(1998) demonstrate that the steep decline in sulfur enmissi@s facilitated by the significant fall in transport costs
of coal which occurred subsequent to the deregulation ofdfimads in the 1980s, which reduced the cost of
shipping coal from the Powder River Basin; this coal is bb#h¢heapest and cleanest in the U.S.
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‘at home’, whereas for a very large territory the reversdiappSo giverd we now have

w=yexp [— ((1— 6)%)1 .

Finally, and also related to scale, the above equation shiwatsvhen land arel in-
creases, pollution damages decrease because the cotioarifaollutant decreases. This
effect should be straightforward if population and emissiare spread homogeneously over
the territory. However, in reality they are spread inhomugmusly, and furthermore if the
degree of inhomogeneity is an increasing function of thesseess of population (because
people concentrate in cities even in sparsely populateatdes) then the effect of increasing
H /L will be weakened. To allow for this possibility we introdug@arametew as follows:

®
w:yexp[— ((1—6) (HP//IS‘*’) ] .

So whenw = 1 population is uniformly distributed, whereas when= 0 overall population
density has no effect because the population and elegtpi@duction are always confined to
a sub-area in proportion to the size of the population. Itaisito find marginal abatement
benefits by differentiating/ w.r.t. P to obtain (after approximating= w)

()
MAB= ¢ ((1— 5) (HP//t)w) VlL y. (17)

4.2. The calibration exercise

We now take equation 17 and apply it to the explanation ofithingy of adoption of FGD
in Japan, the U.S., Germany, the U.K., China, and India. F&®det of technologies used
to remove sulfur dioxide from exhaust gases of coal-firedgyglants (see US EPA (2003)).
We choose it because of the readily available data aboutdadftar dioxide emissions at
country level and the timing of the implementation of FGD.

The data and calibration results are presented in Table gafimg the data, note that
implementation of FGD is spread over a period of almost 50syend the countries differ
widely in many respects at the time of implementation. Werdsfi(s) as the rate of pol-
luting emissions in countriyand times when widespread adoption of FGD is initiated, and
likewise forL;(s) andyi(s); H; is simply the surface area of the country. In each case we
normalize relative to the values for Jagan.

To calibrate the model we must find values &rw, andg. We choose to match the
observation of Smith and Jeffrey (1975) that around 75 perokU.K. emissions leave the
territory. This leaves us witlw and ¢, which we choose in order to fit the data as well as
possible, i.e. we minimize the sum of the squares of the tdemsiof MAB from the mear.
This yields the valueg = 1.91 andw = 0.70, and gives us the final column in Table 1 where
we see that the model is quite successful in delivering dair@vel of marginal benefits at
which FGD is introduced across the six countries, despi&ehtgh degree of heterogeneity
of the countries. Furthermore, the parameter values angiualy reasonable. The effect of
increasing average population density on driving up abat¢tmenefits is dampened slightly

8The year of FGD introduction is taken as the first year whereastl 5 percent of coal capacity has FGD
installed. The sources are as follows: Maxwell et al. (19F8jure 2; US EPA (1995), Figure 4; Taylor et al.
(2005) Figure 4; Markusson (2012) Table 1 (we assume thad thercent threshold was reached in 1993); Wang
and Hao (2012), where the text implies that implementatibR@D took off around 2005; and lastly for India,
Black and Veatch (2016), one of many available documentwisigathat India announced a stringent FGD program
to start in 2016. Pollutiof® is measured in megatons of sulfur per year, and the main slfian Stern (2005). For
West Germany Stern’s information is complemented by infidiiom from The Christian Science Monitor, October
51984, “East Germany disputes its status as the most poblagentry in Europe”, used to distinguish emissions
from East and West in Stern’s data. For China the data is frigur€ 2 of Lu et al. (2010), and for India the data is
from Figure 1 of Lu et al. (2013), extrapolated to 2016. Néi&t in both cases they give mass of S@ther than
mass of S. GDP data is taken from Maddison (2010), extragublair India using data from the World Bank.

9That is, we find the combination @b and ¢ which yields the set of six estimates foVAB with the lowest
variance.
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Country Normalized data Results

Year,s P(s) L(s) H y(s P/L (L/H)® transp. MAB
Japan 1970 100 100 1.00 1.00 1.00 1.00 0.36 1.00
us 1976 519 2.06 2520 1.75 2.52 0.17 1.00 0.99
W. Germany 1985 0.60 0.61 0.66 1.78 1.00 0.94 0.26 0.82
UK 1993 063 057 0.64 1.69 1.09 0.92 0.25 0.78
China 2005 6.64 1295 2533 0.57 0.51 0.63 1.00 0.89
India 2016 181 13.11 8.70 0.55 0.14 1.33 0.98 1.05

Table 1: The data for the six countries, both raw and norredliand results foMIAB

given thatw = 0.70, consistent with the idea that sparsely populated cmsntray still have

densely-populated areas close to the sources gf 86d the fact thatp = 1.91 shows that

marginal damages increase in the total flow of sulfur, sctip@ns are significantly more
likely to mandate FGD (or impose other policies leading $antroduction) when the sulfur
flow is higher. (Wherp = 1 thenMAB is independent of total pollution flow.)

The success of the calibration shows that we can rationtlezéarge differences in the
time of adoption of FGD based on the model. Furthermore,datspn of the data shows
that some of the simpler explanations that might be propasediecisively rejected. For
instance, it is clear that there is no single level of GDP aictvitountries adopt FGD and
thus reduce sulfur emissions. Furthermore, there is kttidence from the model that the
unit costs of FGD have declined over time, thus encouragiwgi-income countries to adopt
at lower GDP levels than the early-adopting higher-incomentries'® The calibration does
suggest that West Germany, the UK, and China adopted whesfiblemels were lower than
in Japan and the US, one explanation for which could be thatalxatement costs were
higher for the latter countries, i.e. the early adopterst i only is the effect very small,
but also the last adopter—India—seems to have higher duststhe first adopter, Japan.

5. Previous literature

In this section we link our analysis more closely to existihgoretical literature. The
discussion of theory starts with Grossman and Krueger (19810 note that if pollution
flows per unit of production decline, this decline must be rissult of one or both of the
following: (i) a change in the composition of consumptiow#ods less polluting products;
and (ii) a change in the choice of production technology uequtoduce the given product
mix. Furthermore, they speculate about what economic $omtight drive composition and
technique effects, discussing the effects of trade and eoatipe advantage on composition,
the effect of biased technological progress on the choiteabinology, and finally the effect
of growth on environmental policy (which could affect bolie ttomposition of consumption
and the choice of technology). We now discuss these thrempal drivers.

Regarding composition effects, Grossman and Krueger paitthat if trade lies behind
the local observations—perhaps because polluting firmsesiout of countries in which
they are strictly regulated, changing the composition afdpiction locally—this strongly
suggests that the declining trend will not hold globallyhiis linked to the pollution haven
hypothesis; see for instance Levinson and Taylor, 2008vyéd+er, the pollution cases men-
tioned in the introduction (especially lead, CFCs, an@)S®here emissions reductions are
patently linked to the introduction and successive tougtgeaf policy regulations, clearly
demonstrate that there is much more to the pattern of riséafiidan trade and comparative
advantage. Regarding the overall composition of consumpitiart (2018a) shows that there
has been a shift towards energy-intensive forms of consompthich are also intrinsically
pollution intensive. Ceteris paribus this should driver@ases in polluting emissions faster

10Note that,ceteris paribustechnological progress is not expected to drive down FG&iscoTechnological
progress implies that more goods can be produced using iipats, however if it is neutral or unbiased then it will
not change the relative prices of these goods. So in an egondtim just two goods—an aggregate consumption
good and sulphur capture through FGD —neutral technolbgicgress implies that given inputs of labour—capital
can produce more of both, but should not change the priceefealative to the other.
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than GDP growth, however this effect is counterbalancechbseiasing energy-efficiency in
producing goods, and hence a bias in technological progress

Some form of bias in technological progress—adriving a tégha effect—seems more
promising as a general mechanism, and several subsequkeotstake up this idea; we dis-
cuss Andreoni and Levinson (2001), Brock and Taylor (2040)i Smulders et al. (2011).
According to Andreoni and Levinson (2001) there are indrepeturns to abatement, hence
there is effectively a bias in technological progress sunet the total cost of abating all
polluting emissions approaches zero as labour—capitaigymithout bound, so pollution
approaches zero under very mild assumptions regardingtility €unction. Why such
a change should occur in general is not clear, and none ofabescmentioned above in
which sustained falls in pollution flows have been observéead, CFCs and S£3—seems
to fit the Andreoni and Levinson mechanist Brock and Taylor (2010) also assume bi-
ased technological change which drives emissions downewemin their model pollution
falls monotonically on a balanced growth path. To genefa¢eupward part of the curve
they have to assume that the economy starts far from the dedgmath, with far too little
capitall? Brock and Taylor claim that their model matches aspects efatjgregate data,
but there is no match between the model mechanism and theieahpgases such as those
mentioned above. Smulders et al. (2011) assume that the sffatt is exactly cancelled
by the underlying bias of technological change: growth igadr by the introduction of new
technologies which require less labour per unit of produgtand generate less pollution.
However, there is a lag in learning about how to make each eelanblogy clean, hence we
have a series of rises and falls. The idea of lags driven byileg effects is clearly relevant
empirically. However, Smulders et al. do not provide anydgunice on the long-run trend in
overall pollution: according to their model it is by assuioptflat, but they could equally
have assumed that it should be rising or falling.

Now we turn to the effect of growth on environmental policyro&@man and Krueger
claim (p.5) that ‘more stringent pollution standards amit&tr enforcement of existing laws
may be a natural political response to economic growth 5 Thearly fits the cases discussed
above. In each case—lead, CFCs,»SM0d NQ, and CQ—it can be argued that there is
also an ‘imperfectinformation’ element to the pattern cfileology adoption and subsequent
regulation and clean-up. However, there is also a cleaeatif richer countries acting on
the knowledge first in the case of local or regional polluanich as lead, SQand NQ, and
of richer countries leading the drive towards global retiatain the case of global pollutants
such as CFCs and G&?3

To test the ‘regulatory response to growth’ mechanism wel meeodel without any of
the other candidate mechanisms which might drive shift@irsamption patterns and tech-
nology choices, hence we need a model in which technologicagiress is neutral, and there
is autarky, perfect information and optimal regulationefidare very few such models, and
we discuss Figueroa and Pastén (2015) and Stokey (1998ier6igand Pastén (2015) treat
pollution as an input in a CES production function togethé&hweffective labour—capital.
The key to their model is the preference function, which ishsthat the price of pollu-
tion first rises slowly with increasing consumption, an@tain more rapidly. Figueroa and
Pastén argue that this function is intuitively reasonalglealnse to the poor, pollution ‘has
the good smell of money’ (p.92), whereas to the rich, it #inlgain, although this idea
may be reasonable in some cases, we argue that it lacks fgné&mwarthermore, our model
demonstrates that such a preference structure is not egesorder to deliver an EKC,
once we model the production side correctly.

11For instance, we do not find any evidence that the cost of fasedgsulphurization has declined significantly
over time, nor that the scale of electricity production israc@l factor. For a specific counterexample consider
hydropower. At small scales, hydropower—both cheap arahelemay be available in sufficient quantity to meet
demand. However, as the scale of the economy increases tiginatlaost of hydro is likely to increase steeply,
because of the limited flow of precipitation in a given geptniaal area.

12Note that Ordas Criado et al. (2011) extend the Brock andofagbdel to allow for optimal policy, and in
their model the pollution flow per capita is constant on ahega growth path, hence there is no EKC.

13But note that the picture is complex for G@ue to factors including the great differences in the platsic
damages between countries (for instance, small islandssteith low levels of GDP per capita stand to suffer
disproportionately), and strategic factors (countrieth\drge reserves of oil or coal have an extra incentive tistres
stringent global climate agreements).
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Stokey (1998) assumes separable preferences over corignmpdl pollution such that
the elasticity of the price of pollution to the rate of conqtion—21/n in our notationg in
Stokey's—is fixed. However, on the production side she assutmat, in effect, pollution is
an inputin a ‘restricted’ Cobb—Douglas production funatid he restriction is that more pol-
luting emissions boost production only up to a certain gitgriteyond which further emis-
sions add nothing to production. This quantity increaseesily in effective labour—capital.
Without this restriction—i.e. with a straightforward Cedbouglas production function—
the trend in polluting emissions as labour—capital grows@notonic, falling continuously
if 1/n > 1, rising continuously if In < 1. However, given the restriction we can obtain
the hump-shaped path as long g 2> 1 (i.e. the price of pollution is sufficiently sensitive
to consumption): when capital is low the restriction bindsl dirms pollute at the maxi-
mum (which increases linearly over time), but at some piatéestriction stops binding and
pollution falls. The problem with the Stokey mechanism @aia, generality. Why should
the relationship between polluting emissions and produadtiave the assumed form? Why
should the utility function have the assumed form? And howegally can we expect the
condition of I/n > 1 to be fulfilled? Stokey does not address these questionseotrating
instead on a number of extensions to the basic model.

The EKC pattern arises naturally in the by-production fravork. WhenA is low then
the PPF constrains both final-good productioand pollution flowsP to be low, and this
implies that consumption is low and environmental quabthigh. AsA grows, households
are keen to increase consumption, even at the expense odemeéntal quality, hence both
X andP rise (butQ falls). AsA rises then—if the technology choice remains unchanged —
production of both final goods and pollution rises, hencesoomption rises and environmen-
tal quality falls. And households demand a shift in the chaittechnology towards cleaner
production methods, sacrificing some consumption in orderchieve higher environmen-
tal quality. If firms are sufficiently flexible in their prodtion methods § is sufficiently
high) then this shift will in the long run lead to a combinatiof rising income and rising
environmental quality.

By treating pollution as a by-product, we go against a loadition in theoretical work
—going back at least as far as Baumol and Oates (1975)—of limggérms’ choice of
polluting emissions by treating the flow of emissions as alfreisposable input; the more
the firm emits, the more goods it can produce. Murty et al. B @hallenge this tradition,
arguing that pollution should be treated as a by-produdi@fise of natural resources. Fur-
thermore, they show that in the field of DEA (data envelopnamatysis), such a change of
approach has a profound effect on the results of empiricaiaas. The implications of the
fact that pollution is a by-product have not been explidiligkled in the literature on growth
and pollution (but note the informal discussion of Smuld@@®06). Some authors, such
as Figueroa and Pastén (2015), simply treat pollution agalaeinput. A more common
approach—used by Stokey (1998), Andreoni and Levinson1(RGthd Brock and Taylor
(2010), following Copeland and Taylor (1994)—is to take tiybrid approach discussed in
the previous paragraph.

In work focusing on specific pollutants—such asG0it is almost unavoidable to treat
pollution as a by-product of natural resource use: see &taite Golosov et al. (2014) and
Hart (2018b). The focus of Golosov et al. (2014) is the stptice of carbon emissions,
whereas Hart (2018b) performs a dynamic analysis of thenbaldetween carbon pricing
and research subsidies. In the latter paper we see how igingne pushes up the carbon
price, which in turn drives a transition to clean technololgyother words, the key mecha-
nism of the present paper is also operative in Hart (2018b).

6. Conclusions

The strongest prediction of the theoretical model is that @lean technology exists, it
should be only a matter of time—in an economy in which effectiggregate labour—capital
grows without bound—before that technology is adopted.headebate about optimal cli-
mate policy should be about the timing of a switch to cleahnetogy rather than whether
or not such a switch should be made. Furthermore, if incoresrwe to increase, more and
more substances will come to be considered pollutants athbewliminated, as WTP for a
pristine environmentincreases; consider for instanceuhent debates about microplastics.
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The theoretical model is built on a very strong assumptiosuabechnological change
—that it is unbiased—which we know does not hold in practi€ke effect of adding di-
rected technological change to the model would be to delytjm reductions compared to
the case where clean technologies are readily availablmutithe need for research invest-
ments, but these reductions should be more abrupt (in aesscmintry context) and more
coordinated (across countrié$).A host of other potential extensions to the model would
have similar effects, including allowing for stock effectsoss-border flows, and learning
about pollution damages. For instance, in the case of CFGsawea stock pollutant which
flows across borders, and where there was initially no kndgdeof the damaging effects.
The result was that when the effects were discovered, thecoantries were already well
past the point at which they would have chosen (given perfiémtmation) to halt emissions
completely. They therefore did so abruptly. Furthermareesthe pollutant crosses borders
(it is uniformly mixing in the stratosphere), they also ereslithat countries with lower GDP
—which would have preferred to carry on increasing theirssioins at the time—followed
suit; to induce them to do so they compensated the lowemiectountries financially (see
Sunstein, 20073 Inter alia, the CFC example shows that the oft-stated clhahthe EKC
applies to local but not global pollutants is wide of the markrough the lens of our model
it should be clear that action on global pollutants may baykd compared to a hypothetical
case with a global government, due to the need for negatistioee-riding incentives, etc.
However—as the CFC case shows—where damage costs aressiiffi¢and indisputably)
large in relation to abatement costs, action is taken.

We postulated the CES utility function with very little disssion. Crucially, it implies
that WTP for higher environmental quali@approaches zero when income approaches zero,
and approaches infinity whe® is bounded above and income approaches infinity. (These
properties are all that are needed to generate the keysgthdtassumption of CES is made
to rule out confounding mechanisms, similarly to the assionmf constant returns in the
ppf.) Here we argue that these assumptions are very mild Haid to see how WTP for
lower pollution flowsP could fail to approach zero as long@s> 0 and income approaches
zero, and similarly it is hard to see how WTP for lowrcould fail to approach infinity
as long ax is bounded above and income approaches infinity. Howevere theems to
be remarkably little research which systematically stadiee WTP to reduce pollution or
increase environmental quality as a function of incomecioe example see Jacobsen and
Hanley (2009). Regarding the exact specification of thatyfiinction, the most common
assumption in the non-EKC literature is that marginal dagsagom a given change i@
are proportional to GDP, i.e. multiplicative utility; seerfinstance climate models such as
Nordhaus (2008) and Golosov et al. (2014), and the study efffalicy of Finus and Tjotta
(2003).

The model has profound implications for environmental@polin an unequal world in
which rich countries’ citizens are concerned about therervihental damages caused by
poorer countries, the model shows that promoting rapidriregrowth may yield better re-
sults than exerting pressure on those countries to shahgémenvironmental regulations.
And in a political arena of conflicting priorities the moddiasvs that concerns about the
environment are not a passing fad, but rather that evextestenvironmental policies—and
concomitant transitions to clean technologies—are iabl#, and this knowledge should
permeate investment policy for both infrastructure andMrdge, and the current genera-
tion’s attitude to irreversible damage to the natural esrwinent.

Finally, the model focuses on pollutants in isolation (oha ime), and in this context
it is easy to see how pollution-free production is possibite practice multiple pollutants

14But note that in the case of FGD the calibrated model abovgesig a limited role for DTC, and Hart (2013,
2018b) argues that the power of the DTC mechanism develapedodels such as Acemoglu et al. (2012) is
exaggerated when compared to reality.

15Another factor which might lead to more abrupt and coordidaeductions in emissions would be a rise in the
prices of natural resources such as coal the use of which teatie by-production of pollution. However, there is
little evidence for generalized resource scarcity drivipgorices any time soon (see Hart and Spiro (2011) and Hart
(2016)), and scarcity of specific resources may push pofiutither way. For instance, natural gas (low sulphur) is
likely to become increasingly scarce long before coal (Isigiphur), and this will push the ppf to the right, tending
to increase pollution.
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are frequently linked together. In many cases, a switch dirielogy will reduce several

pollutants simultaneously, as when natural gas is usedléatrieity generation instead of

coal, or when catalytic converters are added to car exhgsigtres. However, there may also
be trade-offs between pollutants, or more generally batveifferent effects of economic

activity on environmental quality. The ultimate trade-ofly be over the use of the limited
land area of the Earth: it may be used for economic activityeserved for nature, or the
two may be combined. There is a trend in growing economieardsiincreasing areas being
reserved for nature; for instance, species such as wolviehwiay interfere with economic

activity, are being reintroduced or allowed to spread indper(see for instance Trouwborst,
2010). Empirical and theoretical analysis focusing on tomg land allocation (rather than
pollution flows) could be an important contribution to thebdte about sustainability and
growth.

Appendix A. Proofs

Proof of Lemma 1

Regarding the initial limit, consider the PPF and indiffeze curves in(P, X) space.
Assumet = 0, and letA(0) decrease, approaching zero. The entire PPF then approaches
the origin. Hence from the properties of the indifferenceves, the slope at the point of
tangency must approach zero. And from the properties of &g Ehe point of tangency
must approacliP, X), which is(p,X) in (p,x) space.

Now lett (and hence als@) increase without bound. Consider a point of tangency
between an indifference curve and the PPIFRIX) space whem = A*. Denote this point
(P*,X*), and the slope of the tangentms. Now letA = sA, wheres > 1, and consider the
point(sP*,sX*). This point lies on the new PPF, and the slope of the PR§PatsX*) is the
same as atP*,X*). However, the slope of indifference curve(aP",sX*) is greater than
m*, and the new point of tangency must lie to the left. Switchim@p, x) space this shows
that the point of tangency moves to the left al@gig) asA increases.

Finally consider the final limit. Take any point on the PPH mx) space with strictly
positive p, and letA — o (so bothP andX at this point approach infinity). From the prop-
erties of the indifference curves, the slope of the indéfae curve through this point must
approach infinity, implying that the optimal point must (inife time) move to the left of this
point. Hence lim . p= 0.

Proof of Lemma 2

Part (i) follows from Lemma 1, which tells us thgt, x) — (p,x), and from Definition 1,
which shows that wheg/(p) =0, 0 =0.

To prove part (ii), assume that the relevant section of thetiong(p) (i.e. that between
(0,x) and(p, x)) consists of a series ofstraight lines of decreasing gradient, joined to each
other and the continuation af p) beyond(p,x) at n kinks. Along each straight segment,
g”(p) = 0 henceo is infinite, whereas at each kimk (p) is infinite ando = 0.

To prove part (iii), note that when a clean technology exisesfinal section ofy(p)
(closest to theo = 0 axis) is a straight line of positive gradient, as must bditred section of
G(A,P). Choose som&* such that optimal pollution flows are strictly positive; nohoose
any value ofP, denotedP?, such that the pointAT, PT) is on the final (straight) section of
G(A,P), while PT < P*. Within finite time the point of tangency must move to the teffthe
chosen point, hence @sincreases without boun&,— 0.

Proof of Lemma 3

In the first stage of the proof we use the implicit functiondream to derive two expres-
sions for ®/dA, one in the case af # 1, and one in the case gf=1:

Whenn # 1 and the utility function is separable, we can use equaticensd 3 to show
thatW = v(X) — h(P) = v[G(A,P)] — h(P) and hence at an internal optimum

V(X)Gp = (P),
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and the solution foX andP, givenA, must satisfy the following two equations, where the
first is the production function and the second is the opiignabndition above:

G1(A,X,P) =X — G(A,P) = 0;
Ga(A,X,P) =V (X)Gp — W (P) = 0.

Using the implicit function theorem we can write

dx 969G\ 1 [9G

Al __[ax P | oA

e ] G 9G; 9Gy |-

dA oX 0P oA
Perform the calculus and invert the matrix to yield

&\ 1 V(X)G'(P)-N'(P) Gp\ ( -G
® ) =P v —ve® | —vixe 1) \veosks)

Finally use the expressions fgr(equation 5, Remark 1) ara (equation 7, Definition 1) to
derive equation A.1 (below) forR)dA. (Note that the expression foXddA shows thak is
unambiguously increasing.)

Now we turn to the case of multiplicative utilityy = X/ f(P) (equation 4). Analogously
to the above equations we have

Gp = XT'(P)/1(P),
G1(AX,P) =X — G(A,P) =0,
and Ga(A,X,P) = Gh— X f'(P)/f(P) = 0.

Follow a process precisely analogous to the above to obtpiaten A.2.

P V(X)G\Gh/G 11\
Whenn # 1, @ = h”(P) —V’/(X)(GE)Z—V’(X)G”(P) —E + E ) (A1)
. dP GG 11

Given the signs of the derivatives (which follow from the peaties assumed of the utility
function and the ppf), in both cases the sign &/dA depends on whether § n: Pis
increasing whem < n, decreasing whea > n, and constant wheo = n.

Proof of Proposition 2
(i) Take the FOC irD; (equation 15), seD, = 0 and inserY = A1=9D¢ andP = ¢4 Ds:

oA YD =wiD; + @(y1D1)?(A* 9D —wyDy). (A.3)

Then apply the limits o\ to derive expressions fét in the limit, and hence also the
initial growth rate.

(i) Up to some timeTy,, input 1 is used exclusively, and the quanfdy is the unique
solution to equation (A.3). However, &t; the FOC inD, also holds (althougb, =
0). We thus have two equationsy andA. Use these to derive the expression for
D1(Tia), and reinsert this expression into equation (A.3) to obtairexpression for
A(T1a), and finally useA = A(0)e® to find Ti. Finally use an equivalent procedure
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settingD; = 0 to derive the symmetric expression @(T»,) and Ty,

1(T1a) 1— @(ynDq(Tea))? \ Y
Tia= —log A0 <W1 o (p(wlDl(Tla))"’) ’ (A-4)
_1 2(Tap) 1— (YD (Typ))? 1/(1-a)
and Tip= g log A0 (Wz o (p(lpzDZ(le))(p) ’ (A.5)

_ Vg
where Di(Tra) = — (““’1 Wo — W ) (A.6)

Y1\ @ Wolhr —wito — aws (Y1 — y)
1 ayn Wo —Wq Ye
d Do(Typ) = — . A.7
an 2(Tio) l.U2< (0] W2W1—W1¢2—GW2(W1—¢2)) (A1

Between these limits we know thBY falls monotonically and, increases, because
(Lemma 1) the solution moves left alogp), hence it moves (monotonically) left
along the set of convex combinations of the two technologies/, — 0, Dy(Tip) —

o, hencely, — o, hence a$ — «, D; — 0, and henc® — 0.

(i) The proofis straightforward, based on the heuriskiplanation in Section 3.2, and left
to the reader.
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