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Optimal “orthogonal”  
decomposition of multivariate 
risks in terms of

-marginal distributions

-intrinsic dependence
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Heavy tails in pdf of earthquakes

Heavy tails in ruptures

Heavy tails in pdf of seismic rates

Harvard catalog

(CNES, France)

Turcotte (1999)

Heavy tails in pdf of rock falls, 
Landslides, mountain collapses

SCEC, 1985-2003, m≥2, grid of 5x5 km, time step=1 day

(Saichev  and Sornette, 2005)
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Heavy tails in pdf of Solar flares

Heavy tails in pdf of Hurricane losses
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Heavy tails in pdf of rain events

Peters et al. (2002)

Heavy tails in pdf of forest fires

Malamud et al., Science 281 (1998)
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Heavy-tail of price changes
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Heavy-tail of pdf of war sizes

Levy (1983); Turcotte (1999)

Heavy-tail of pdf of health care costs

Rupper et al. (2002)

Heavy-tail of pdf of book sales

Heavy-tail of pdf of terrorist intensity
Johnson et al. (2006)

Survivor Cdf

Sales per day



Heavy-tail of pdf of cyber risks

b=0.7

ID Thefts

Software vulnerabilities

Heavy-tail of YouTube view counts
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ρ12=

Pearson estimator: 

⇔
ρ is a linear measure of dependence

Standard measure of dependence:
the correlation coefficient
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The correlation coefficient is invariant under an increasing affine change of variable

But lack of invariance with respect to NONLINEAR change of variables

•local correlation and generalized correlation for N>2 variables
•Kendall’s tau

•Spearman’s rho

•Gini’s gamma
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Concordance measures of dependence 
Kendall’s tau, Spearman’s rho, Gini’s gamma share the following 
properties  



• Gaussianization of multivariate distributions

• Copulas

• Test of the Gaussian copula hypothesis

• Extreme conditional dependence measures

• Tail dependence for factor models



(Maximum entropy principle)

“Best” representation of the multivariable distribution:

(amounts to using the Gaussian copula)
D. Sornette, P. Simonetti and J. V. Andersen, phi^q field 
theory for Portfolio optimization: ``fat tails'' and non-
linear correlations, Physics Report 335 (2), 19-92 (2000)

D. Sornette, J. V. Andersen and P. Simonetti, Portfolio 
Theory for Fat Tails, International Journal of Theoretical 
and Applied Finance 3 (3), 523-535 (2000)

using Gaussianization by nonlinear change of variable 
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Modified-Weibull distributions
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Definition: A random variable X is said to follow a 
modified Weibull distribution with exponent c and scale 
factor χ, if and only if  the random variable

         
 
follows a normal distribution.

Its density is:



Modified-Weibull distributions

For a modified-Weibull 
distribution:
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Empirical Results about the 
Distributions of Returns

• Models in terms of  Regularly varying distributions:
 






Longin (1996) , Lux (1996-2000), Pagan (1996), Gopikrishnan et al. (1998)…

• Models in terms of  Weibull-like distributions:

 







Mantegna and Stanley (1994), Ebernlein et al.(1998), Gouriéroux and Jasiak 



• VaR(p) at confidence level p: maximum loss 
not exceeded with a given probability level 
p, defined as the confidence level

Pr[Return(t) < -Var(p)] = 1-p

• VaR at 95% confidence level: p=0.95
• VaR at 99% confidence level: p=0.99

VaR: Value-at-Risk

In probabilistic terms, VaR(p) is the p-quantile of the loss distribution.
27
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Implications of the two models
• Practical consequences :

•Extreme risk assessment,
•Multi-moment asset pricing methods.
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x>u (lower threshold)

Asymptotic embedding



33

The statistic follows a 

distribution with one degree of freedom
(Wilks’ statistic holds due to the asymptotic 
embedding of power laws into stretched exponentials)
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Heavy-tail of pdf of cyber risks

b=0.7

ID Thefts



Heavy-tail of pdf of cyber risks (ID thefts)



(Maximum entropy principle)

“Best” representation of the multivariable distribution:

(amounts to using the Gaussian copula)
D. Sornette, P. Simonetti and J. V. Andersen, phi^q field 
theory for Portfolio optimization: ``fat tails'' and non-
linear correlations, Physics Report 335 (2), 19-92 (2000)

D. Sornette, J. V. Andersen and P. Simonetti, Portfolio 
Theory for Fat Tails, International Journal of Theoretical 
and Applied Finance 3 (3), 523-535 (2000)



COPULAS



is automatically a copula





Its main advantages

From a practical point of view, a copula must:
• Be easy to handle even in high dimension,
• Account for non-exchangeable risks,
• Involve only a few parameters,
• Allow for a robust estimation of the 

parameters



Its main advantages

From a theoretical point of view:
• Traditional financial theory relies on the 

Gaussian copula,
• Default modeling: KMV, CreditMetrics, 

Basle II,…
• Options on basket



Its drawbacks

• Weak dependence in 
the tails:

• For a Gaussian 
copula, λ=0.

Student copula
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Its drawbacks

•For n=2-3, the 
dependence 
structure is correctly 
capture by the 
Gaussian copula

•For n>3, the 
Gaussian copula 
underestimates the 
true dependence



Test statistics
H0: The dependence between N random variables X1,
…,XN can be described by the Gaussian copula.
Proposition: Assuming that the N-dimensional random 
vector X=(X1,…,XN), with marginal distribution Fi, 
satisfies  H0 then, the variable:

where  the matrix r is given by

follows a χ2-distribution with N degrees of freedom.

Y. Malevergne and D. Sornette, Testing the Gaussian copula hypothesis for 
financial assets dependences, Quantitative Finance, 3, 231–250 (2003)



We consider two financial time series (N=2) of size T:
{x1(1),…,x1(t),…,x1(T)} and {x2(1),…,x2(t),…,x2(T)}.

The cumulative distribution of each variable xi, which is estimated
empirically, is given by:

where 1{·} is the indicator function, which equals one if its argument is
true and zero otherwise. We use these estimated cumulative
distributions to obtain the Gaussian variables     as

Testing procedure (1)



Testing procedure (2)

The sample covariance matrix      is estimated by the 
expression

which allows us to calculate the variable



Testing procedure (3)
Comparison of the distribution of      with the                     
χ2-distribution: 



Power of the test
Can we distinguish between a Gaussian copula and a Student copula ? 
The values p95%(ν,ρ) shown in the table give the minimum values that the significance p should take in 
order to be able to reject the hypothesis that a Student's copula with ν degrees and correlation ρ is 
undistinguishable from a Gaussian copula at the 95% confidence level. p is the probability that pairs
of Gaussian random variables with the correlation coefficient ρ have a distance (between the distribution of 
z2 and the theoretical χ2 distribution) equal to or larger than the corresponding distance obtained for the 
Student's vector time series. A small p corresponds to a clear distinction between Student's and Gaussian 
vectors, as it is improbable that Gaussian vectors exhibit a distance larger than found for the Student's 
vectors.



Results

• Currencies (1989-1998)
– Swiss Franc, German Mark, Japanese Yen, Malaysian 

Ringgit, Thai Bath, British Pound.
• Commodities (1989-1997)

– aluminum, copper, lead, nickel, tin, zinc.
• Stocks (1991-2000)

– Appl. Materials, AT&T, Citigroup, Coca Cola, EMC, 
Exxon-Mobil, Ford, General Electric, General Motors, 
Hewlett-Packard, IBM, Intel, MCI WorldCom,  
Medtronic, Merck, Microsoft, Pfizer, Procter&Gamble, 
SBC Communication, Sun Microsystem, Texas 
Instruments, Wal-Mart.



Results: commodities

• The Gaussian copula is strongly rejected



Results: currencies

• 40% of the pairs of currencies compatible, over a 
ten-year time interval (due to non-stationary data),

• 67% of the pairs of currencies compatible, over 
the first five-year time interval,

• 73% of the pairs of currencies compatible, over 
the second five-year time interval.

However: p-values are about 30-40%:
 Student copula with 5 to 7 degrees of freedom cannot be 
 rejected.
 In line with Breymann et al.(2003) : Student copula 
 with six degrees of freedom of German Mark/Japanese 
 Yen 

Fraction of pairs compatible 
with the Gaussian copula hypothesis



Results: stocks

• 75% of the pairs of stocks compatible, over a ten-
year time interval,

• 93% of the pairs of stocks compatible, over the 
first five-year time interval

• 92% of the pairs of stocks compatible, over the 
second five-year time

Mashal & Zeevi (2002)  have found that the Student’s copula with 
11-12 degrees of freedom provides a better description



Conditional measures of dependence (I)

• Conditional correlation coefficient on one variable

54

For bivariate Gaussian rv:

=>o

o =>
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• Conditional correlation coefficient on two variables

=>

Conditional measures of dependence (II)



Extreme dependence



1

0 X,Y

u⇒ 1

u⇒ 0

Cumulative distribution



Minimizing extremes, Risk 15(November), 129–132 (2002)

How to account for extreme co-movements between individual stocks and the market, The Journal of Risk 6(3), 71–116 (2004)

Y. Malevergne and D. Sornette







for regularly varying multivariate elliptic distribution 

Multiplicative model:

Definition of copula



Extreme dependence

• Currencies:
–  ρ =0.7 - 0.8
–  Student copula, ν =5 - 7 
–  λ = 30%

• Stocks:
–  ρ =0.4
–  Student copula, ν =11 - 12 
–  λ = 2.5%



Theorem:

with

for Student distributions
with scale factors  σ

between two assets



Evolution as a function of
the correlation coefficient ρ of
the coefficient of tail dependence
λ for an elliptical bivariate
student distribution (solid line)
and for the additive factor 
model with Student factor and 
noise (dashed line)

Student factor

Elliptic bi-pdf

















Portfolio beta: 

Portfolio scale factor:

compare with 



ρ1=0.52      ρ2 =0.7



-provide a completely general analytical formula for the extreme
dependence between any two assets, which holds for any 
distribution of returns and of their common factor 

-provide a novel and robust method for estimating empirically the 
extreme dependence 

-tests on twenty majors stocks of the NYSE. 

-comparing with historical co-movements in the last forty years, our 
prediction is validated out-of-sample and thus provide an ex-ante 
method to quantify futur stressful periods

-directly use to construct a portfolio aiming at minimizing the 
impact of extreme events. 

-anomalous co-monoticity associated with the October 1987 crash.



• Gaussianization of multivariate distributions

• Copulas

• Test of the Gaussian copula hypothesis

• Extreme conditional dependence measures

• Tail dependence for factor models
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