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ABSTRACT 
Real Estate markets worldwide have experienced high growth rates over the past decades. 
Simultaneously, most markets have also been subject to boom and bust periods with phases of 
high volatility. Recent years have shown the severity of such turbulences along with their 
impact on the world wide economic development. To better understand the tools available 
with monetary authorities to counteract such developments, researchers have applied a variety 
of empirical time series correlation analysis techniques. These techniques assist in better 
understanding the causality and dynamics between the real estate market and monetary 
policy. However, little research has focused on the fluctuation of correlation over time. 

Using the recently introduced Thermal Optimal Path (TOP) Method that was developed by 
Sornette et al.119 to quantify the time varying lead-lag dependencies between pairs of economic 
time series, we analysed the interdependence between the development of monetary policies 
and changes in the real estate market across various countries. 

The results of the study suggest that the lead-lag structure between monetary policy and real 
estate markets oscillates over time with respect to both positive and negative correlation and 
the direction of causality. Despite the variations in characteristics of interdependences across 
countries, we identify qualitatively similar patterns. While the expected lead of the interest rate 
level over the returns in house prices could be confirmed with a negative correlation during 
times of stable and prospering economic conditions, it is also found that times of economic 
distress cause strong perturbations in the lead-lag regimes. For countries that show an 
overheating real estate market, the results underline a regime change in terms of causality and 
correlation. This implies that during these times central banks followed the movement of the 
housing market. However, countries that were not affected by a real estate bust had to cope 
with low interest rates caused by the global transmission of the financial crisis, which further 
extended the pressure on housing prices. For the second important instrument of monetary 
authorities, the money supply, the study cannot confirm a significant relationship with the 
development in real estate prices. Taken together, this study suggests that the monetary policy 
of central banks profoundly influences real estate prices depending upon the general economic 
condition and that this influence is mostly through fixing of interest rates rather than money 
supply. 
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I . INTRODUCTION 
The real estate sector is a prominent driver for the wellbeing of the global economy as well as a 
fundamental indicator for the development of other asset prices1. In particular, the residential 
property sector has shown strong growth across countries for the past two decades. Relatively 
low interest rates, favourable mortgage and refinancing conditions, together with rising house 
prices, lead to wealth effects on the consumer side which encouraged consumer spending and 
boosted macroeconomic conditions. 

A theoretical attempt of explaining the development in the real estate market can be found in 
the so-called “financial accelerator” mechanism presented by Bernanke et al.2, Kiyotaki et al.52 
as well as Aoki et al.3 According to this mechanism, rising real estate prices lead to an 
increasing demand in credit volume so as to finance house purchases on an appreciated price 
level. Because most of these mortgages are also secured by the property itself (collateral), 
higher valuation improves the net worth of the household sector by raising its housing capital. 
Through this mechanism, households increase the capacity for borrowing, which in turn puts 
pressure on the development of real estate prices. Finally, higher real estate prices reduce the 
default risks of loans by increasing the value of the pledged collateral, which in turn allows the 
banks to enlarge their borrowing activities.  

Adopting this mechanism, Iacovello43 and Calza et al.95 propose that monetary policy is able to 
amplify this dependence by reducing the target interest rate. According to this theory the value 
of the property and thus the collateral is determined by the discounted future cash flows, 
which will increase with a reduction in interest rate levels. Thus, interest rate shocks can 
propagate through this transmission channel into the housing market, where the effects might 
be amplified, especially in the case of well-developed mortgage markets15.  

In addition to the financial acceleration mechanism presented above, Rajan132 and Borio et al.133 
developed the understanding of a “risk-taking channel”, which encourages financial 
institutions to take additional risks in the case of low interest rates. Because these financial 
institutions are aiming for certain rate of returns, they have to accept higher risks when the 
yield spread towards the risk free interest rates increases. Consequently, higher prices for riskier 
assets are expected together with decaying in lending standards such as loan to value ratios, 
which further increases the leverage of households and increases their net worth.  

The above-mentioned findings underline the importance of real estate prices for bank lending 
and the credit market because it implies that boom-bust cycles can be reinforced and mutually 
transmitted between the credit market and the property market, thus jeopardizing 
macroeconomic stability. Considering this risk, Borio et al.4 argues that monetary policy should 
be reactive to these kinds of fluctuations within the credit and asset market to ensure financial 
and long-run price stability. 

However, the influence of central banks on such cyclical economic behaviour of real estate 
prices and credit conditions is controversial. Using different approaches, Adam et al5, Bordo et 
al.6 as well as Goodhart et al.7 found that the impact of interest rate movements on the 
development of asset prices, triggered by the central banks, have a highly non-linear effect 
depending on economic sentiment. This is mainly caused by the perception of market 
participants depending upon the current phase of the cycle (boom=euphoria, 
bust=depression). In contrast, empirical evidence such as the vector auto-regression (VAR) 
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studies on OECD countries by Giuliodori8 or Demary9 suggest that interest rate shocks have 
significant effect on house prices. These findings are also supported by other researchers such 
as Jarocinsky et al.10, Goodhart et al.33, Dreger et al.11 and Assenmacher-Wesche et al.12 who 
apply similar methodologies to additional sets of countries. Moreover, Luciani13, Hume et al.14 
and Taylor76 even argue that the expansionary monetary policy, with its low levels of interest 
rates, have significantly contributed to the most recent house price boom.  

Despite the influence of such a transmission channel, the national mortgage markets play an 
important role in the potential success of monetary measures. Traditionally, mortgage markets 
are either dominated by fixed rate mortgages (FRM) or adjustable rate mortgages (ARM), which 
determines the sensibility of mortgage rates upon changes in interest rate levels of different 
maturities. While adjustable rate mortgages are based on the medium term reference rate, 
such as the 1-year London Interbank Offered Rate (LIBOR), fixed rate mortgages follow the 
movements of long-term interest rates such as 10 to 30 year Government Bond Yields. Among 
others, a report by the International Monetary Fund135 as well as the results of a VAR analysis of 
ten OECD countries conducted by Jäger et al.134 suggests that countries that rely strongly on 
ARMs have higher fluctuations in real estate prices. Contributing to this finding, Sa et al.15 
suggests that the transmission of interest rate levels to housing activities will be stronger in 
countries where it is less costly to refinance a mortgage.  

In addition, innovations in the mortgage market (such as securitized products) have 
contributed to the responsiveness of the real estate market upon monetary policy decisions79. 
Better liquidity, greater number of market participants, lower transaction costs, and the 
availability of a common marketplace are suspected to cause a quicker adjustment to changes 
in interest rate levels16. According to Diamond et al.17, this innovation in the mortgage sector 
has lead to a misallocation of capital to the real estate market that even amplified the effects 
of interest rate fluctuations.  

Therefore, it is not surprising that central banks take into account the growing importance of 
the real estate sector by including indicators of its performance into their monetary policy 
decisions.  

The thesis is structured the following way. Part II explains the fundamentals of real estate 
prices and their interaction with credit cycles as well as the means of measuring the prices of 
houses. We continue by explaining the goals of monetary authorities and the theoretical 
measures they have for influencing the real estate market. Finally, we introduce various 
methods to analyse the dynamic interrelationship between two economic time series. In Part 
III, the Thermal Optimal Path (TOP) Methodology is introduced and the dataset used for the 
analysis is described. Part IV focuses on each individual country and shows the results we 
gained from the TOP method analysis. These results of the different analyses are summarized 
in part V. Part VI concludes the study. 
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II . BACKGROUND 

II.1. THE SIGNIFICANCE OF REAL ESTATE ASSETS IN THE ECONOMY 

II.1.1. REAL ESTATE PROPERTY PRIC ES 
The fundamentals of real estate property prices are similar to those of other asset classes. They 
are determined by the discounted expected future cash flows over the entire lifetime, as well as 
demanded rate of return on the investment. On one side, the cash flows include future incomes 
through rent or sales and expected expenditures caused by consumption, such as utility bills as 
well as service and maintenance costs. On the other side, expected returns on investment 
include risk premiums and returns on competing long-term investments. Therefore we see that 
property prices in the long-run are affected to a large extend by national or regional demand 
factors, such as the GDP (national income) and average interest rates, as well as by supply 
factors, including the state of the current building stock, the availability of land, and the 
general costs for construction. 

However, real estate property markets are also influenced by a unique set of parameters, when 
compared to other types of assets. Because of the immobile nature of real estate, the supply is 
intrinsically tied to the local market and the creation of new stock is subject to long lags, which 
are caused by the length of the planning and construction phase. Therefore, short-run supply is 
completely dependent on historical investment decision, which is strongly influenced by past 
general economic and real estate market fundamentals. In addition, the responsiveness of the 
property supply is subject to availability of construction land, the length of governmental 
approval processes and other legislative and local structural factors, which include taxes and 
subsidy policies. For example, countries such as the Netherlands, United Kingdom and some of 
the Nordic countries followed an unresponsive housing policy, which could not prevent the 
development of real estate bubbles. In the past, this failure in policy was particularly observed 
in countries like Netherlands or the United Kingdom, where the total volume of housing supply 
was even reduced during the last house price boom periods, which lead to the further increase 
in property prices. The causes for such developments are often found in rigorous land 
development policies that sometimes even introduced caps for the total amount of approved 
developments.18 Following a more liberal approach in terms of land and housing development 
policy, Germany has experienced exceptionally stable real estate prices, which can at least be 
partly accounted for by its legislation. 

The demand in real estate markets is constrained by the demographics of a country and the 
accessibility of the market. However, the transparency and liquidity of the real estate market is 
often low because transactions of properties are usually made by bilateral contracts and high 
transaction costs such as VAT, stamp duties and registration fees. Apart from that, the real 
estate market is blurred by poor flow of information, a lack of comparability and limited 
availability or inaccuracy concerning on-going property transactions and sales prices. 
Particularly, the information necessary to judge the fundamentals of prices within a real estate 
market are subject to regional market dynamics, which can only be understood by gaining 
costly in-depth knowledge about the local characteristics of the market.  

The financing of those transactions is often provided by bank loans that are widely depended 
on other real estate as collateral. Selling short of a property is usually not possible and long-



A TIME DEPENDENT LEAD-LAG STUDY OF HOUSE PRICES AND MONETARY POLICY  II. BACKGROUND 

  7 

term rental contracts cause market prices to be sticky. Therefore, market participants usually 
have difficulties in forecasting the future development of the property market and its prices. 
These special characteristics lead to fundamentally different behaviour compared to other 
assets. This is, in particular, true for short run prices that can significantly deviate from their 
long-run fundamentals caused by intrinsic factors of the property market. However, long run 
fluctuations are mostly due to the cyclic movement of economic fundamentals, risk premiums 
and politically-influenced interest rates.  

Another important feature of the real estate market, which is particularly true for the 
residential market, is that transaction volumes tend to decline with falling house prices. 
Because houses are durable goods and long-term assets that provide shelter and future 
incomes, homeowners are reluctant to sell their property at a loss. The intrinsic reservation 
value for their houses is composed by the historical outlays and discounted predicted future 
cash flows. In sum, this causes the real estate prices to be less sensitive to economic shocks 
compared to other equity prices. This leads to slower, less pronounced and often delayed 
reactions in nominal housing prices. 

However, economic cycles have a straightforward implication on the fluctuations of property 
prices. The improvement of a country’s economy will most likely improve the income of an 
average household and will thus give an upswing in the demand for new homes or in living 
standards (as of increased square meter per person). This would force house prices to increase. 
On the commercial side, similar patterns arise. Prospering companies will start expending and 
increasing their investments, searching for new buildings for storage, manufacturing or office 
space. This puts an upward pressure on commercial real estate prices and rents. Consequently, 
a booming real estate market will lead to a change in the risk perception of investments into 
properties, which in turn drives down the risk premiums that have to be paid. The combination 
of interest rates, which are partly controlled by policy makers and reduced risk premiums, leads 
to more favourable conditions when calculating payback times of such real estate investments, 
which again will have a strong impact on the valuation of property prices. 

Apart from the common dynamics in the real estate market, variations in property prices can 
also be found across different sectors such as residential, commercial, office and retail. While 
the residential sector, as seen in the most recent real estate crisis, is strongly influenced by 
national interest rates, the commercial market segment often depends more on the overall 
economic environment and thus, the wellbeing of firms. This difference in interference by 
national and local factors can lead to an asynchronous development of both markets. 

Overall, market participants are in practice relying heavily on current property prices and 
extrapolating past market movements into the future. This results in endogenous 
oscillations19,20 of property prices and significant deviations from their true fundamental 
values. Such a deviation can be shown, for example, in the case of booming real estate markets 
and increasing prices, as described above. In such periods of low perceived risk, developers and 
constructors initiate new construction projects to leverage on increasing real estate prices. 
However, their decision is based on current prices and past trends, not taking into account that 
by the time construction is completed the demand might have collapsed. This will lead to 
increasing vacancy rates, which together with the oversupply of newly-built properties will 
force rents and real estate prices to decline, eventually even below their fundamental values. 

Excess supply in the real estate market can also be caused by misguided governmental 
legislation or flawed regulatory implementation, resulting in distorted signals for market 
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participants. The financial liberalization that took place in various industrial and emerging 
countries after the 1970s can be seen as an example21,22. The deregulation led to the formation 
of new financial institutions that wanted to compete in the market for loans by offering 
products at much lower prices and less strict terms. With the increase of competition in the 
market, an oversupply of financial resources for real estate projects was developed. Together 
with a generally biased belief in an ever-prospering market, more and more potential investors 
entered the market, fuelling up real estate prices even beyond their fundamental values. In 
addition, financial institutions followed a lax loan policy to earn money as margins were 
dropping continuously. The missing or inefficient regulations and the upcoming of guarantees 
against losses changed the risk perception of the market participants. Lenders started investing 
in projects, promising high returns and accepting the associated higher risks.  

The mechanism described above has garnered much attention in the last few years; especially 
the most recent real estate bubble in the USA in early 2006 that has elucidated the 
vulnerability of a whole economy to this kind of real estate cycles. Similar bubbles are also 
believed to be triggered by the consequences of financial liberalisation, as for example the East 
Asia Crises23 in 1997 or the US Savings and Loans Crisis24 in the late 1980s. 

In literature, there are various studies investigating the macro- and microeconomic 
fundamentals of real estate prices as described above. Most authors use some kind of vector 
auto-regression (VAR) models to analyse the dependence of various variables (inputs) on 
housing prices. The studies generally assume a demand-side driven market where prices 
indicate the need for housing and supply side factors are often absent25. Those demand-side 
factors are, in literature, assessed by various proxies. Tsatsaronis and Zhu25, for example, use 
GDP per capita capturing household income, unemployment and wages while McCarthy and 
Peach26 as well as others27 use consumption of non-durables and services and financial wealth 
as a proxy for the affordability of real estate. 

Proxies for the availability of finance options are also different among authors. Tsatsaronis and 
Zhu25 use nominal short term interest rates as well as the consumer price growth and the 
spread between long-term 10-year bonds and 3-year treasury bills, while other researchers28 
use bank credits such as mortgages, housing or private credits as proxies for the financial 
conditions. However, the most commonly used proxies are short- and long-term interest rates, 
together with specific market characteristics such as the availability of fixed or variable 
mortgages, maximum loan to value lending conditions, or other prudential rules25.  

II.1.2. INTERRELATION OF INTERNATIONAL REAL ESTATE MARKETS 
International real estate prices, while showing robust growth since the mid 1990s, have 
developed heterogeneously over the past decades. In countries such as Australia, Ireland, the 
Netherlands, Spain, United Kingdom, the United States and some Nordic countries, house 
prices have shown particularly strong growth. While in Germany, Japan and Switzerland real 
estate prices only showed moderate development. 

Compared to the various researches available in the area of international stock market co-
movements, the studies aiming at analysing the interdependence of international real estate 
markets are limited. However, the most recent crisis that emerged in the USA in the summer of 
2006, spreading out to European markets in the UK and later on to Spain and Ireland, raised 
questions on the interrelation of international real estate markets29,30. As already explained 
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above, real estate assets are substantially different from other assets, and therefore, are much 
slower in reacting to exogenous economic pressure. Causes for this phenomenon can be found 
in the regional fundamentals of the property prices31 and stronger dependency upon local 
policies. However, the last decades have shown that today some kind of correlations might 
exist across markets.  

The co-movements of real estate markets can be seen under different timeframes. The long-
term movements are dominated by microeconomic fundamentals. Therefore, international and 
national real estate markets should be balanced in the long run. Otherwise population 
movements or capital outflows would occur. The timeframe of such interaction would be 
typically over a few years. In contrast, the short-run dependences are subject to market 
dynamics, which are often caused by international transmissions of economic shocks. 
Literature has various explanations for the correlations within national housing markets. 
However, studies concerning international transmission and co-movement of real estate prices 
are not yet widely available. Focusing on the European market, Vansteekiste and Hiebert32 
showed (using a global VAR approach) that limited spillovers across the countries exist, with 
strong overshoots (upon a housing price shock in one country) during the first 1-3 years, which 
is followed by a long-tailed aggregation period. Goodhart and Hofmann33 explained the impact 
of the credit market, expressed by real macroeconomic or monetary variables on the co-
movement of house prices. The results of their fixed-effect panel vector auto regression on 17 
industrialized countries showed a strong multidirectional link, especially in times of booming 
house prices. Open economies are also directly impacted by fast changes in international 
fundamentals, such as world interest rates, global availability of liquidity and general world 
economic outlooks. Terrones and Otrok29 could confirm that on one side, fundamental values, 
such as interest rates and real income growth have a significant influence on house price 
movements, but on the other side their results also suggest that a major part of the price 
volatility could be explained by autocorrelations effects. Kiyotaki et al34 showed in their study 
that exogenous factors such as world interest rates have a direct impact on domestic house 
prices as global investors arbitraging across national real estate markets. The globalised 
economy already leads to close dependency of national stock markets. However, a multiscale 
dependence of real estate markets in the sense of “contagion effects” is still widely discussed. 
Contagion in the classical definition is a self-reinforcing cycle, where for example a regional 
market affects the global market, which in turn puts pressure on the local market. While Fry et 
al35 and Mun36 found evidence of such effects in the Hong Kong Crisis in 1997 and the US 
Subprime Crisis in 2007, respectively in the Pacific Rim region during four financial crises, other 
authors like Hatemi and Roca37 could not confirm such results. 

While macroeconomic effects are relatively easy to analyse, non-fundamental effects like 
consumer expectations are often not that obvious. However, Costello et al38, among others39,40 
found strong evidence that investors within a market adopt their house price expectations 
according to movements in other international markets.  

II.1.3. RELATIONSH IP OF REAL ESTATE C YC LES AND  C RED IT C YC LES 
The US subprime crisis and its infestation on the global economy have raised concerns about 
the role of real estate markets and their impact on the global financial system. The recession 
that was, and in parts still is, following the most recent crisis, led researchers and economists to 
further study the real estate sector, especially the housing markets. While the previous two 
sections have focused on the creation of property prices and the cross-country interrelation of 
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property cycles, we now turn to the interdependence of real estate markets and business cycles. 
This has been already well documented in a wide number of empirical papers. A study 
conducted by Leamer41 analysed the interrelation between the US business cycles, defined by 
the NBER Dating Committeea and the US real estate market cycles between 1947 and 2006. He 
concluded that the US business cycles are in fact consumer cycles (in terms of contribution to 
the GDP growth), which are driven by residential investments that in turn could be used as an 
early warning signal for future recessions. In another paper published by Ahearne et al.42, in an 
analysis of 18 major industrial countries the authors find that real house price cycles are 
positively correlated to the movements of real GDP, consumption, investment, consumer price 
index, current account balance and output caps. Furthermore, the study identifies that periods 
of expansionary monetary policies are typically led by phases of house price booms. However, 
with the beginning of an economic slack and with rising inflation, monetary authorities begin 
to tighten their policy before housing prices peak. Goodhart and Hofmann33 provide additional 
empirical evidence of a ”significant multidirectional link between house prices, broad money, 
private credit and the macroeconomy”. This interaction is partly modelled in the paper by 
Iacoviello43, who formalizes the interrelation between business cycles and house prices. 

In theory, the effect of property prices economies or vice versa is well known. On one hand, 
property prices are directly influencing private homeowner and commercial or professional real 
estate owners. On the other hand, property prices have an effect on the credit market and the 
banks, thus influencing the whole economy of a country. 

As for the private sector, the effects are theoretically ambiguous. Increasing property prices 
may lead to an increase in rents, confronting individuals who rent properties with altered 
budget constraints that will most likely lead to a reduction in their consumption and borrowing 
behaviour. In contrast, individuals owning a property will, according to the lifecycle model of 
consumption, increase their borrowing and consumption44,45,46. This so-called wealth effect, 
shown by Goodhart and Hofmann 47 , 48 , will stimulate economic activities indirectly by 
increasing homeowners’ credit demand. This is also implied by Tobin’s q-theory of 
investment49, which states that the relationship of the market value of capital to its costs is 
positively correlated with the amount of on-going investment activities. Translated to the 
construction sector, this means that increased construction activities are caused by rising 
property prices, because the ratio of property value to construction costs positively influences 
construction activity. Ultimately, this will lead to an increased demand in credits to finance 
such activities.  

The ambiguity of the theory is represented in a number of empirical studies. In an analysis 
conducted by Kennedy and Anderson 50 , eight out of 15 industrialized countries had a 
significantly negative effect of property price fluctuations on the savings behaviour of 
households, whereas a positive effect was found in the remaining seven countries. In another 
study, conducted by Case et al.51, 14 industrialized countries and even individual States of the 
US were found to have a significant effect on changes in household consumption caused by 
changes in housing wealth.  

 
a

  “The NBER's Business Cycle Dating Committee maintains a chronology of the U.S. business cycle. The chronology comprises alternating dates of 
peaks and troughs in economic activity. A recession is a period between a peak and a trough, and an expansion is a period between a trough and 
a peak. During a recession, a significant decline in economic activity spreads across the economy and can last from a few months to more than a 
year. Similarly, during an expansion, economic activity rises substantially, spreads across the economy, and usually lasts for several years.” 
(http://www.nber.org/cycles/recessions.html) 
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Besides the above-mentioned effects on the private sector, changes in property prices also 
affect financial institutions. For most individuals and firms the potential amount of borrowed 
funds is constrained by the ability to provide collateral. As described by Kiyotaki52 et al. and 
other researchers53,54,55, the borrowing capacity is a function of the net worth available as 
collaterals. Thereby, real estate often functions as a collateral for a credit. Thus, property price 
increases will lead to an increase in borrowing capacity. In theory, such deviations are also 
stimulated by the banking sector through the so-called financial acceleration mechanism52, 
which shows a twofold effect of house prices on bank stability. On one side, the wellbeing of 
banks is affected directly by increasing property prices of their own real estate portfolio. On the 
other side, the value of any collateral pledged by borrowers will increase, which directly reduces 
the default risks56 associated, especially in the case of subprime mortgages. Consequently, 
increasing real estate prices have a direct impact on the risk taking capacity of banks and the 
likelihood of financial distress in the banking sector57. Following the collateral value hypothesis, 
which states that there is a negative relationship of nominal house price changes and the 
banks’ probability to default, increasing real estate prices will enhance the stability of banks.58 

On the negative side, moral hazard59 and adverse selection problems60 might lead to a 
clustering of bad risks as collateral values are declining, determined by falling house prices. In 
contrast, rising house prices can also lead to an increasing risk taking capacity, resulting in 
dropping rates and excessive supply of new loans to the real estate market. This, in turn, puts 
additional pressure on the property prices.61 This is supported by the “balance-sheet” effect 
that increases the willingness of financial institutions to issue loans because of collaterals 
increasing in value on their balance sheets62,52,63. As investors further bet on even higher real 
estate prices, the market starts deviating from its fundamental values, increasing the chance of 
a collapse of prices. The deviation hypothesis therefore suggests that large discrepancies of 
housing prices from their fundamental values, lead to accumulation of risky assets at financial 
institutions, which in turn increase their probability of default58. 

II.1.4. FINANC ING OF REAL ESTATE 
The dynamics within the real estate market are heavily dependent on the availability of a 
financing system, which supports transactions among market participants. Real estate, 
particularly residential properties are usually financed by borrowing funds, typically with a 
mortgage. The property owner, while being liable for the risk of the mortgage, is confronted 
with potential appreciation or depreciation of the property. This liability is usually a large 
commitment for a household because it binds a large portion of a household’s wealth into a 
single asset, which is not diversified. This risk can be especially pronounced in times of high 
income uncertainty64. Despite the conditions of loans offered by banks, the housing market is 
also strongly influenced by various forms of policies, tax breaks and subsidies. 

Home mortgages can be roughly categorized into two types of products. Fixed-rate mortgages 
(FRMs) provide a fixed interest rate over the lifetime of the mortgage, whereas adjustable-rate 
mortgages (ARMs) periodically adjust the interest rates in accordance to public reference rate 
indices. Fixed rate mortgages, depending on the maturity, are usually well tracked by the rates 
of long-term government bonds, such as the 10-year or 30-year US treasury bill plus some risk 
adjustment premium (which in theory should be the same over time). Among the most 
common indices used for adjustable mortgage rates are the rates on short-term government 
bonds, such as the 1-year Constant-Maturity Treasury (CMT) securities in the US, and the 
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Interbank Offered Rates such as the London Interbank Offered Rate (LIBOR) with maturities 
between one month and one year. A hybrid form of the two mortgages are the “rollover” ARMs, 
which are initially based on a fixed interest rate and after a certain period adjust those interest 
rates according to a reference index.  

Worldwide, products that are based on the ARMs principle dominate most of mortgage 
markets. In particular, mortgages in Australia, Canada, Finland, Ireland, Luxembourg, Norway, 
Portugal, Spain and the United Kingdom tend to feature variable interest rates65, thus making 
real estate prices generally prone to changes in the national short-term to medium-term 
interest rates. This is caused by the fact that since the early 1980s declining interest rates have 
provided an attractive environment for such products.  

Exemptions in the dominance of the ARM products can be found in Belgium, Denmark, France, 
Germany, Italy, Japan, the Netherlands and the United States where the majority of mortgage 
financing is based on FRM products66,67 or in the case of Denmark on other special mortgage 
products65. 

During times of low or even declining interest rates, ARMs provide a solid and safe finance 
option. However, they are also bear the risk of increasing interest rates and thus rising monthly 
mortgage payments, while incomes of households remain at a constant level. This effect had 
severe consequences for many homeowners in the UK in the early 1990s and was responsible 
for the subsequent housing crisis65.  

Another aspect of the mortgages financing markets is the ability of early repayment, which is 
usually subject to penalties. Depending on the height of such a fine, households will be more or 
less tempted to renegotiate their mortgages in the case of rising house prices or declining 
interest rates. This behaviour can be seen especially in the United States, because of much 
lower penalties compared to different countries and innovations in mortgage products like 
mortgage securitisation that was introduced by Freddie Mac and Fannie Mae68.  

The loan-to-value (LTV) ratio, which varies among countries, is also an important factor in the 
availability of financing options for the real estate market. It determines “the ratio of the 
unpaid principal balance of the loan to the lesser of the appraised value or sales price of the 
property”69 and indicates the default risk, which is taken by the bank. If the valuation of the 
collateral is based on market prices or the LTV ratio is a near one, the availability of real estate 
financing will increase with the rise in housing prices. As a result, market participants have 
access to higher loans and new potential buyers are able to enter the market, thus fuelling 
house prices. This could lead to a house price boom or a credit crunch when real estate prices 
fall70,71. 

Finally, the extent of real estate transaction costs (such as stamp duties, registration fees and 
taxes) influences the turnover of a market, and therefore, the demand for financing options. 
This transaction cost can vary between 2% in the United Kingdom and 20% in Belgium (14% in 
France) and is added to the actual value of the property. Because transactions are part of the 
cost for real estates, rising demand will most likely have a stronger influence on the real estate 
prices in markets with low percentage transaction cost. 
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II.1.5. SEC U RITIZATION OF REAL ESTATE M ORTGAGES 
Securitization of mortgages can be described as the pooling of individual loans issued as 
securities that are backed by the cash flows from those mortgages. In the process of 
securitization, various financial institutions are involved that connect the capital market, 
supplying the mortgage credits with the borrowers that require mortgages for investments. 
While those institutions are acting as economic agents to the customer, they only have 
temporary interest in the mortgages they facilitate as they are immediately transferring the 
issued risk and debt to the capital market. Thus, mortgage securitization is very opaque and 
allows for information asymmetries as lenders and borrowers are not directly connected. 

The market for mortgage-backed securities is especially well developed in the United States. In 
Europe and other countries, even though they have shown rapid growth since the early 1990s, 
securitization of real estate mortgages is still not common practice. For example, only about 
20% of UKs total mortgages for dwellings are secured42. 

In addition, only little literature is available that analyzes the influence of monetary policy on 
the development of securitized real estate mortgages. However, it is easily understandable that 
the reduction of interest rate will lead to availability of cheaper mortgages, which in turn will 
have a direct effect on the market for mortgage-backed securities. Higher liquidity, smaller 
transaction costs and a greater number of market participants on a common market generally 
leads to the assumption that the market for securitized real estate compared to the direct real 
estate market is more informationally efficient. Thus, it is expected that shocks in the economic 
fundamentals of the real estate market will propagate much faster in the framework of 
securitization16,72. Diamond and Rajan17 even argue that the development of mortgage-backed 
securities strengthens the “risk-taking channel”, which encourages banks to target riskier 
assets because the risks are transferred off their balance sheets to the capital market. 
Maddaloni et al.73 could confirm these findings for the case of Europe where low interest rates, 
together with availability of securitization, led to an amplification of the softening of lending 
standards. In addition, the securitization facilitated foreign investment in mortgage loans17, 
which led to increasing capital inflows into the market, putting additional pressure on the 
stability of the real estate market15.  

II.1.6. H OU SING BU BBLES AND TH EIR IMPAC T – TH E C ASE OF TH E US 
Housing bubbles are a well-known phenomenon in recent global economic history. Over the 
past decades, several real estate crises have caused distress in the banking sector. In the 1990s, 
several countries experienced a burst of a housing bubble, with decreasing real estate prices 
that led borrowers to default on their loans and banks, thus slipping into severe problems as 
they faced increasing losses74. Among the countries involved, Japan, Norway, Switzerland, the 
United Kingdom and the United States had previously (starting from the mid 1980) 
experienced an era of substantially-growing bank lending activities.  

The most recent global economic crisis, which was caused by a collapse of the US subprime 
mortgage market, showed once again the enormous potential impact the real estate market 
has on the banking sector. Even though the cause of the formation of such a real estate bubble 
may vary between countries, there are still common concepts, which trigger or foster such a 
development. Using the case of the most recent US real estate crisis some of these aspects will 
be explained in detail below. 
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During the period of 1997 to 2006 US housing prices rose by 188%, only to fall again by 33% in 
mid 2009b. The causes of this most recent real estate bubble, which preceded the financial 
crisis of 2008, are still not completely revealed and there is much theory behind the potential 
background75. Explanations based on macroeconomics follow mostly the argumentation of 
John Taylor76, which identifies low interest rates as the cause for the build up of the bubble. His 
findings propose that extremely low interest rates issued by the Federal Reserve were resulting 
in cheap mortgage credits, which artificially amplified housing prices. In addition to the 
macroeconomic understanding of the causes of the bubble, several authors have found federal 
governments lending and affordable housing policies (e.g. the 1992 Federal Housing 
Enterprises Financial Safety and Soundness Act) 77 together with loos lending standards78,79,80,81 
and the change of the mortgage market institutional structure82,83, as the contributors to a rise 
in housing prices triggered by an increasing amount of less-creditworthy (subprime) borrowers. 

An alternative perspective on this topic is given by scientists, which find the responsibilities in 
the demand of consumers for credits and housing. Part of this is claimed to be a misbelief that 
house prices will continue to rise forever84 and a failure to understand the values of real 
interest rates in times of decline in inflation85. 

On the background of these different theories, A. J. Levitin and S. M Watcher (2010)75 
summarise the potential causes of the bubble as a supply-side phenomenon. They conclude 
that it was triggered by an excessive supply of housing finance caused by a “fundamental shift 
in the structure of the mortgage financing market from regulated to unregulated 
securitization”.  

Levitin at al. states that the increase in house prices, during the period of 1997 to 2003, can be 
rationally explained by fundamental economic values such as the change in demand, rents 
(compared to purchase) and interest rates. After 2003/2004, however the market shifted 
toward excessive supply of mortgages, based on an unregulated securities market, especially in 
the subprime market that showed strong signs of “informational asymmetries between 
financial intermediaries and investors”. This lead to an underpricing of the risks associated to 
the mortgages and thus, to an oversupply of financing possibilities. This combination was 
further enhanced by the financial intermediaries that tried to increase their volume-based 
profits, allowing homeowners to follow rising house prices, which ultimately led to the creation 
of a real estate bubble. Levitin et al. further explains that during the period of 2001 to 2003 
interest rates where historically low, causing a refinancing boom that fostered earnings of the 
financial industry. To keep up with the profit expectations in 2003/2004, typically investment 
banks introduced new unregulated private-labelled securitization products. Before this period, 
the US regulated government-sponsored entities (GSEs) Fannie Mae and Freddie Mac and the 
federal agency Ginnie Mae were responsible for issuing most mortgage-backed securities 
(MBS). As earnings were dependent on the volume of sales of these new products, the 
institutions became lackadaisical in their underwriting policies (exploiting the inherent 
information asymmetries), while issuing even more new products, thus expanding the market 
of borrowers towards lower creditworthy (subprime) customers. Simultaneously, a shift in 
product types from traditional fixed rate mortgages (FRMs) to non-traditional, non-amortizing 
adjustable rate mortgages (ARMs) occurred in the market. This new product type was riskier 
because the structure of these products made it difficult to come up with a sound valuation of 
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the involved risks. As a consequence, during the time of 2003/2004 default risks of mortgages 
were constantly rising and, nevertheless, risk premiums on housing finance continued to 
drop75. Together with the deterioration in underwriting standards, it led to an oversupply of 
under-priced housing finance, which in return increased the housing prices without effectively 
increasing the demand.  

On the demand side, growing real estate prices had a substantial effect on the wealth of 
borrowers, but it also led to higher mortgage burdens. By 2006, the increase in housing prices 
was slowing down, which resulted in a rise in default rates of subprime borrowers, followed by 
stricter lending standards. This was caused by the fact that the wealth effect that is associated 
with the rise in housing prices, could not compensate for the increase in mortgage burdens, 
forcing borrowers to sell their homes or to become insolvent. 

II.1.7. C ONSTRU C TION OF REAL ESTATE PRIC E IND IC ES  
When talking about real estate prices or even the formation of real estate bubbles, we first 
have to define a way to measure the development of values of houses over time. Because each 
house, together with its site, has a unique set of characteristics, the valuation is difficult and 
cannot be representative for a whole real estate market. To overcome this heterogenic market 
environment, different indices were developed to provide a form of aggregation of property 
values on a regional or national level. In theory there are many possible empirical methods and 
sources of data for constructing real estate price indices. Depending on which function the 
index should serve, methods and data sources have to be chosen carefully, as each 
methodology is usually best suited to a certain type of application. In this section, the different 
empirical methods used in practice are discussed and their benefits and shortcomings are 
highlighted. 

II.1.7.1 AVERAGE AND MEDIAN PRICE INDEX 
One of the most commonly used estimators for housing prices is a simple statistical median 
and mean price86 where data requirements are minimal. However, the distribution of house 
prices is usually sharply skewed, so that the fluctuations in the most expensive house prices 
have a great impact on the average selling price. Therefore, the median is often chosen as the 
reported average price. 

A major drawback of this method, however, is that changes of the qualities of a property are 
not controlled. Because the quality of the building stock is constantly improving, be it through 
renovation and demolishing of existing or construction of new buildings, an average or median 
price index substantially overestimates the price increases of constant-quality-property. In 
addition, the composition of the sample of transacting properties during each period varies to a 
certain extent, thus overestimating the price changes during a period of expensive property 
trades and vice versa. 

As a plus, this sort of an index appeals to a wide audience and is easy to construct and 
interpret.  

II.1.7.2 REPRESENTATIVE-PROPERTY PRICE METHOD 
This method is similar to the way traditional consumer price indices are constructed. A 
representative property is defined and price movements of properties conforming to those 
specifications are recorded in each period. Thus, effort needed for data collection is limited. 
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One concern regarding this methodology is that due to heterogenic real estate markets data 
collectors face a high degree of subjectivity when searching for properties which suit the 
representative definition, thus leading to difficulties in comparing data points in different 
markets and over time. In addition, quality improvements that are not accounted for in the 
representative property definition (e.g. installation of an air-conditioning system which might 
not be specified in the standard definition) will not be correctly mapped in the index. Thus, this 
could lead to a biased source of improving prices. Finally, by focusing only on one single type of 
property, the method takes the risk of not including general market information and price 
movements that might not have an effect on this specific type of property. 

II.1.7.3 HEDONIC PRICE MODEL 
Trying to overcome the issues with the average-/media-price and the representative-property 
price method, economists use the hedonic-price model to estimate price indices. The method 
assumes that the transaction price of a given property is a function of the time period as well 
as the unique (hedonic) characteristics of the property. These characteristics are the physical 
features of a property and the lot, such as size and building standard as well as features of the 
location and its neighbourhood, which affects the transaction price of the property. 

After choosing the main influencing factors a hedonic function is postulated and its 
parameters are estimated using a regression analysis. A common hedonic price function looks 
as follows: 

!!" = !!!
!!!!!!!!!!!!!!!!!!!!⋯!!!!!"  

or in logs, 

ln!!" = ! + !!ln!! + !!!! + !!!!! + !!!!! +⋯+ !!!!" 

with !!"  being the transaction price of the property ! during a time period !. The hedonic 
attributes of a property are represented by !!  and !! , where ! is measure continuously and ! 
being a binary variable (e.g. availability of air-condition). The dummy variable !!"  marks the 
time period ! at which the transaction took place. The parameters !,!!  and !! are estimated in 
the regression, with !! being the price index for the analysed time period. 

Compared to the average-/median-price method and the representative-property method, the 
hedonic-price method has the main advantage that it is able to control for quality changes of 
the properties. These changes, either due to quality changes of individual properties or due to 
preferred transactions of one type of property quality, will be reflected in the hedonic attributes 
!!  and !!  and not in the estimated parameters of the model. Therefore, this method does not 
relay on the subjective interpretation of representative property definitions and is able to 
include the whole property market information for creating a price index. 

One of the disadvantages of the method is however, that the collection of suitable data is 
much more troublesome since in addition to the transaction price at a certain time also, data 
on all of the hedonic attributes of the property have to be collected. As for the representative-
property method, the hedonic-price method is also only capturing quality improvements of 
recorded hedonic parameters. If certain amenities of a property are not recorded and keep 
changing over time, this will materialize improperly as a change of price level instead of a 
change in quality. 
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The fundamental problem of the hedonic-price method is that “a priory” the “functional form” 
of the hedonic-price function, including all relevant hedonic characteristics, has to be specified 
correctly87. If the functional form is chosen incorrectly, hedonic variables are being omitted or 
parameters are changing over time (such as !! ’s which are the “marked prices” of each 
variable) there is a high chance that the estimated price index will be biased. 

However, in practice the method seems to be reasonably insensitive toward small deviations of 
these conditions as long as the major hedonic variables are included within the functional 
form.  

II.1.7.4 REPEAT-SALES METHOD 
Because of the great efforts that have to be put into data collection for the hedonic-price 
model, another method called the repeat-sales method was developed. This method focuses on 
the transaction of the same property during different time periods. Because most of the 
hedonic attributes of the property are likely to be the same, they only have to be measured 
once and consecutively only price changes will be recorded. Thus, the change in property price 
from one transaction to the other can be expressed as a simple function of the duration of the 
time period between transactions. 

!!"
!!!"

=
!!!

!!!!!!!!!!!!!!!!!!!!⋯!!!!!"

!!!
!!!!!!!!!!!!!!!! !!!!!!! !⋯!!!!!"!

 

or, in logs, 
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!!
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+ !! !! − !!! + !! !!! − !!!! + !! !!! − !!!! +⋯+ !! !!" − !!!"  

For !! = !′!  and !! = !′!  the equation can be simplified to 

ln
!!"
!′!"

= !!(!!! − !′!!) + !!(!!! − !′!!) +⋯+ !!(!!" − !′!") 

with !′!"  being the transaction price of the previous sale, while !!!   and !!!  are the hedonic 
characteristics of the house at the time of past transaction. The dummy variable !!!" indicates 
the time period ! in which the sales took place and the parameter !! is therefore the price 
index. 

The easy implementation, together with the reduced cost of implementing this methodology, 
has led to a widespread application, especially within markets of high property transaction 
frequencies, such as the US.  

However, the need for frequent transactions within the property market and the availability of 
large sales data are one of the main disadvantages of this method. While in the US this is the 
case, in Western Europe, for example, the application of the repeated-sales method will fail, 
because of relatively low transaction frequencies. 

One of the major advantages, namely the reduced amount of required data, can easily be 
overestimated, because analysts still have to check whether property characteristics have 
changed over time. This means that in practice the amount of data required is similar to the 
hedonic-price method. However, analysts generally assume that characteristics have remained 
constant, leading to a direct reflection of price increases in the property price index. 
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The repeated-sales method has another advantage over the hedonic-price model, because it 
automatically controls the hedonic characteristics that stayed unchanged between multiple 
transactions, thus making more efficient use of the data of repeated transactions. In contrast, 
the hedonic-price method only controls the characteristics that are measured. Nevertheless, 
the repeated-sales index is only able to include property data with at least two transactions 
that also remained the same quality within the analysed time period; this leads to a large 
amount of market information, which will not be reflected in the index. This is especially 
important if some types of properties within a market have lower trading frequencies, thus 
being less represented in the dataset, which will lead to a bias in the index. 

As the hedonic-price method, the repeated-sales method is unable to incorporate changes in 
the parameters (!!) of the model. If such changes will occur, the price index will be improperly 
affected by the implicit market prices. As Shiller88 pointed out, this can be overcome by 
estimating separate price indices for each hedonic characteristic on the basis of a generalized 
repeat-sales formulation. 

II.1.7.5 HYBRID MODELS 
To resolve the issues of repeated-sales and hedonic-price method, such as failure to use data 
from properties with only a single transaction during the measurement period, failure of 
implementing changes in the model parameters (“market price” of attributes) and measurable 
changes in property quality, hybrid models where introduced89. These models are weighted 
averages of both methods, which impose that estimated price changes in both models have to 
be equal over time. 
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II.2. MONETARY POLICY AND ITS INSTRUMENTS 
This section introduces the role of monetary policy in a globalized economy that exists today. 
We especially focus on the impact of decisions of monetary authorities on the development of 
the real estate market and the effectiveness of the set of instruments that can be applied. 

II.2.1. GOALS OF MONETARY POLIC Y 
Monetary policy can be defined as the set of instruments and actions taken by monetary 
authorities to achieve certain predefined economic objectives. The potential measures include 
control over money supply, interest rates and exchange rates as well as the influence on the 
credit conditions offered to the national borrowing market. 

While the explicit goals of monetary policy vary across countries, there is a worldwide 
agreement that ultimately the central banks should focus on price stability and high 
employment rates, fostering economic growth rates and monitoring imbalances in the 
country’s trading account, which includes stable exchange rates to other currencies to protect 
international competitiveness and purchasing power.  

Traditionally, there are two main themes central banks can follow; contractionary monetary 
policy for fighting inflation and expansionary monetary policy to combat signs of economic 
recessions, such as unemployment. When following a contractionary policy, monetary 
authorities decrease the money supply, for example by increasing the central bank’s base rate 
to increase the cost of loans and reduce the consumption, which eventually stops prices from 
rising. Expansionary monetary policy on the other hand typically involves at first, a reduction in 
interest rates by central banks to increase economic activities. This is usually effective because 
the availability of cheaper liquidity leads to growing aggregated demand. With rising prices 
and a prospering economy, central banks can again increase the interest rates to stabilize the 
economic development and counteract inflation. 

For the case of the United States since the year 2000, these effects where not showing the 
anticipated results. While the low interest rates led to an increase in aggregated demand, a rise 
in prices did not take place. Causes for this can be found in China and other Asian countries 
entering into the global economy, providing excessive supply of labour-intensive 
manufacturing goods at prices that are kept artificially low. This reduced the wage pressure 
within the US, as imports, due to fixed exchange rates, remained at low prices. However, this 
kind of policy resulted in a current account with an increasing deficit90 and hugely indebted 
households. As claimed by the Bank of International Settlement (BIS)91 the inflation target was 
set at an extremely high level, thus making it easy for monetary authorities to reach their 
target and as interest rates stayed at a historical low, cheap mortgages fuelled the 
development of a real estate bubble. These house prices, on the other hand, generated a wealth 
effect, which increased the consumption of the household, pushing the current account deficit 
even further.92 

II.2.2. INSTRU MENTS OF MONETARY POLIC Y 
As already stated above, the objectives of monetary policy are price stability, full employment 
and growth in aggregated income. To achieve these targets, central banks have a set of 
instruments that enable them to control the monetary aggregate, the interest rate and the 
foreign exchange rates in a way that is favourable for their strategy. The instruments used by 
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each central bank depend to large extent on the level of development of an economy, its 
financial system and the targets set by monetary authorities. 

According to European treaties, the European Central Bank (ECB) has the goal of providing 
stability of price (control of inflation) for the whole Euro system. To follow the objective of 
maintaining low inflation rate to the optimum, set to close or below 2% in the medium-term, 
the ECB has a strategy based on two pillars. On one side it includes a short- to medium-term 
determination of price developments by analysing a large set of economic and financial 
indicators, such as demand and labour market conditions, asset prices and financial yields as 
well as macroeconomic projections. On the other side, the long-term perspective of the money 
market is used as a crosscheck for the short- and medium-term, by analysing the impact of 
monetary and credit developments as well as monetary aggregates on the economy. This way, 
the ECB can carefully select its instruments and apply measures precisely. A set of these 
potential, commonly-used instruments is provided below. 

INTERBANK RATE 
The interbank rate is the rate at which other commercial banks (Deposit Money Banks) can 
borrow funds for the central bank (CB). Changing the interbank rate thus allows them to 
control the credit supply. As the central bank increases the interbank rate, all commercial banks 
will follow by adjusting their interest rates charged for loans, which in turn decreases the 
availability of credit financing in the market. In an opposite way, the central bank can decrease 
its interbank rates, thus allowing other banks to give out more loans at cheaper conditions. 

O PEN M ARKET O PERATION 
The term open market operation summarises all measures conducted by the central banks that 
aim to purchase or sale securities (such as Treasury Bills), on behalf of the fiscal authorities to 
commercial banks or to the non-banking public in the open market. By selling securities, the 
central bank reduces the supply of reserves and by redeeming the securities it directly affects 
the money supply with increases in the availability of reserves to the commercial banks. 

LENDING BY THE C ENTRAL BANK 
The central bank can provide credit to a Deposit Money Bank, which affects the monetary base 
caused by increasing reserves of the bank. 

RESERVE REQUIREMENTS 
The central bank may define the ratio of reserves (deposit liabilities) that have to be held by a 
commercial bank in the form of cash and or deposits at the central bank. This reserve limits the 
availability of loans a bank can give to the economy and thus directly influences the money 
supply. The assumption made by the central bank, to control money supply through this 
channel, is that commercial banks maintain a stable relationship between reserve holdings and 
issued credits. 

D IREC T C REDIT C ONTROL 
The central bank can also directly manipulate the availability of credits from commercial banks 
by issuing credit ceilings (maximum amount of loans) depending on the industry sector, 
specifying interest rate caps, demanding certain liquid asset ratios or setting credit guarantees 
to preferred loans. This helps to precisely allocate funds in accordance with monetary targets. 

M ORAL SUASION 
The central bank is responsible for regulating the operation of the banking system and the 
licencing of commercial banks within this system. Therefore, they are able to govern 
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commercial banks to follow certain standards, such as credit restraints or expansions, thus 
pursuing increased savings and supporting export investments. 

PRUDENTIAL G UIDELINES 
Central banks may issue these guidelines to commercial banks to guarantee that the 
operations of those banks are in accordance with monetary targets. Such guidelines can involve 
rules for the management that influence the conducting of their operations. 

E XC HANGE RATE 
The domestic money supply is directly influenced by the balance of payments account, which 
summarizes all international transactions. By selling or buying foreign currency, the central 
bank is able to manipulate foreign exchange rates and the balance of payments account in 
such a way that it will not negatively affect domestic money supply. However, real exchange 
rates that are not carefully aligned and they can significantly influence the external 
competitiveness, and thus exports. 

II.2.3. MONETARY POLIC Y AND  REAL ESTATE 
Monetary Policy is a strong instrument that affects the entire economy of a country, sometimes 
with unforeseeable substantial costs. Especially, if developments within an economy 
unilaterally involve only one sector, the results of monetary actions could have strong side 
effects in other sectors. However, in case of bubbling economies, contractionary policy can 
potentially reduce the cost of busts93,94. Recent years have shown catastrophic consequences 
that can follow misdevelopments within the real estate market if there is no precise 
interference from monetary authorities. Therefore, it is substantial to better understand the 
dependencies of this market and the consequences of monetary policy actions.  

In theory, the real estate market and monetary policy are closely connected, and its 
transmission channels have been well documented15. On one side, the interest rate policy 
directly influences the real estate market by determining the reference values of real estate 
financing options such as mortgages. On the other side, the development of the real estate 
market has an impact on inflation, economic development and the stability of the financial 
system.  

Most central banks indirectly focus on the status of the real estate market because of the 
above-mentioned reasoning. As national consumer price indices usually include some sort of 
property rents, overall real estate market developments will have a significant impact on 
determination of inflation. National construction activities also strongly influence the 
development of the economy since the sector has a strong weight in the national GDP. In 
addition, real estate market developments have the potential to indirectly influence the 
economy through the channel of private consumption.  

Lowering interest rates will provide direct relief, especially to customers with variable interest 
rate mortgages, as they have to pay less interest on their debt. Debtors with fixed interest rate 
mortgages can also profit when the runtime of the credit expires and refinancing with cheaper 
mortgages is possible. Tenants will also profit in the medium term as rents will decrease with 
falling real estate prices due to increased supply. This reduction in household spending can lead 
to an increase in consumption and investments, which stabilizes the macroeconomic demand. 

In contrast, the risk of low interest rates has been shown by history. In periods of low interest 
rates, there tends to be overinvestment and loose standards both for customers buying houses 
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and banks giving away mortgages. This overinvestment is either characterized by 
inappropriately high construction activity or investments at wrong places. Loose standards for 
buyers are usually developed, as costumers overestimate their buying power due to cheap 
mortgages. In addition, low interest rates lead to increased competition in the mortgage 
market, with decreasing strictness in lending practices and overall low equity ratios demanded. 

However, if central banks want to counteract the development of real estate bubbles, they can 
effectively increase interest rates again. This leads to more expensive mortgages and thus 
reduces the affordability of houses for an average household. Together with an indirect 
reduction of the potential leverage of financial institutions, it could prevent serious damage 
from an economy. A study conducted by Calza et al.95 showed that the transmission channels 
described above are found to be stronger in countries with mortgage markets that are more 
developed. In addition, countries with higher loan to value ratios are even able to further 
amplify this effect, as households are able to leverage upon the increasing value of the 
collateral52. 

While the impact of interest rates on the development of real estate prices is well documented 
in literature, this is not the case for the other instruments of monetary policy. Money 
aggregates, which are a measure of the central banks money supply, are also an import policy 
instrument that allows stimulating output and consumption96 within an economy and thus 
could also have a positive impact on the development of real estate prices. However, empirical 
evidence for this relation is limited97. An example of such an analysis can be found in the vector 
autoregressive study conducted by Berlemann et al.98 with a focus on the Swiss real estate 
market.  

Therefore, it is well established that central banks today are particularly interested in the 
development of asset prices in conducting their monetary policy. It is most likely that in the 
future this perspective will find its way into monetary policy guidelines, as asset prices become 
increasingly important as a proxy for the world and national economic conditions. Among the 
asset prices, housing prices are especially relevant because they provide a strong transmission 
mechanism between monetary policy and the development of the economy. A better 
understanding of real estate sector and monitoring of its development could therefore 
substantially improve the forecast of inflation. Following this line of argumentation, some 
researchers proposed to target asset prices instead of inflation and Leamer99 in particular even 
proposed a monetary policy based on real estate market statistics rather than on output gap.  
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II.3. REVIEW ON THE CAUSALITY OFT TWO TIME SERIES 
This master thesis has been conducted using a novel technique, the Thermal Optimal Path 
(TOP) method for the quantification of time varying lead-lag structures between pairs of 
economic time series. Therefore, we use this section to elaborate on alternative methods that 
are used for the analysis of similar datasets. Knowing the limitations of the different methods 
will give readers a chance to better understand and judge the quality of alternative studies.  

While traditionally, correlation analysis techniques are non-dynamic and have to consider 
issues of stationarity as well as sample size, to provide accurate results, modern methods that 
evolved with the help of computers are able to deliver time-dependent correlation measures 
while even overcoming some of the previously named issues. 

The list of the introduced method is not claiming to be complete. However, it represents 
fundamental concepts of the more advanced methods that are today used in practice. 
Especially within the frequency domain, there is extensive literature available that deals with 
the multivariate and time-varying coherence of time series. For example, the method of Time-
Varying Coherence Function (TVCF), developed by Essaadi et al.100, which allows one to 
determine cyclical dependencies of the time series over time without previous treatment for 
stationarity. 

II.3.1. TIME SERIES ANALYSIS 
Time series data usually represents a sequence of observations, which are recorded outcomes 
of an event over a certain interval in time. This could, for example, be housing price indices that 
are used to describe the fluctuation of the housing valued in a certain area. A time series ! is 
usually represented by 

! = {!!,… , !!} 

where !!  is the observed outcome at time ! ∈ ! and ! is the duration of all observations. The 
individual observations within a time series can be conducted in variable (irregular time series) 
or regular intervals (regular time series).  

In general, time series analysis seeks to identify patterns and trends in a sequence of data. 
These patterns can be caused by a systematic underling correlation or could be the results of 
stochastic processes. These unknown dynamics lead many researchers to develop different 
methods on time series analysis, to better understand and forecast such time series. 

The analysis of one time series might give information about the type of patterns and trends 
discovered, but might not be sufficient to explain when it will occur. Especially with non-
systematic patterns, the causes will often be found in externalities influencing the dynamics of 
the time series. Therefore, the study of interrelations or “similarities” of two or more different 
time series (multivariate time series) is an essential part of modern time series analysis. 

Most of the data used in research shows non-stationary and complex behaviour. Furthermore, 
these time series provide only a short period of measurements, which reduces the 
meaningfulness of classical linear approaches for time series analysis. Therefore, non-linear 
techniques were developed to analyse data of complex systems. 
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II.3.2. STATIONARY TIME SERIES 
The usual prerequisite of most statistical Time Series analysis is stationarity. If the joint 
distribution (!!! ,… , !!!) of a vector representation of the time series !! = {!!}!!!!  is identical to 
that of (!!!!! ,… , !!!!!) for all ! (with ! being a random positive integer and (!!,… , !!) being a 
random selection of points) the time series is considered to be strictly stationary. This strong 
requirement, however, can hardly be found in empirical data sets. Therefore the weak form of 
stationarity is often considered. It requires both the mean of a time series !!  and the 
covariance between !!  and !!!!  (! being a random integer) to be independent of time. 

Formally, a weak stationary time series fulfils the following conditions: 

! !! = !     with ! being constant, 

!"# !! = ! !! − ! ! = !!  with !! being constant and  

!"# !! , !!!! = !"# !! , !!!! = !!   depending only on the distance ! between the time series. 

In other words, this means that the statistical properties, such as mean, variance and 
covariance do not change over time.  

However, most financial time series show some kind of trend, cyclical behaviour or random 
walk and thus cannot be assumed to be stationary. The simplest way to overcome this problem 
is by taking the first logarithmic differences of the original data (e.g. log asset return series). For 
cases where the original data is required, different mathematical transformations such as de-
trending, deflation and seasonal-adjustment can be applied to stationarize the time series.  

II.3.3. C ROSS-REC U RRENC E PLOTS (CRP) AND C ROSS-REC U RRENC E 
QU ANTIFIC ATION ANALYSIS (CRQA) 

C ROSS-REC URRENC E PLOTS (C RP) 
A cross-recurrence plot is a graph that illustrates the joint occurrence of a particular state in 
two separate time series. It therefore helps to reveal all the times, when the phase trajectory of 
the first time series visits roughly the same area in the phase space as the phase space 
trajectory of the second time series. 

The phase space is reconstructed from a time series !!  following Takens’ embedding 
Theorem101 that uses an embedding dimension ! and a time delay !, sampled every time !. The 
reconstructed phase space trajectory is represented by: 

!! = (!! , !!!! ,… , !!! !!! !) 

The parameters ! and ! should be chosen according to usual parameter-detecting methods 
such as false nearest neighbours for ! or mutual information for !. 

The cross-recurrence plot of two time series102 !!   (! = 1…!) and !!   (! = 1…!) is represented 
by the visualisation of the !×! matrix !"!,!  which contains either zeros (represented by the 
white areas in the plot) or ones (represented by the black areas) and is defined as 

!"!,! = Θ(! − !! − !! ) 
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With Θ(!) being the Heaviside function, ! as the predefined “threshold” for the closeness of 
the two time-series and …  as the norm (for example the Euclidean norm). To change the 
“resolution” of the results, ! can be fixed or altered also depending on ! and !. The cross-
recurrence plot exhibits characteristics of the joint dynamics of both time series. If randomly-
distributed recurrence points occur in the plot, this is a sign for two independent processes. If 
longer diagonal lines occur in the plot, this can be interpreted as periodically stable lead-lag 
relations between the time series. The distance to the main diagonal (in the case of ! = !) in 
the plot represents the actual lead-lag between the movements of the time series.  

C ROSS-REC URRENC E QUANTIFIC ATION ANALYSIS (C RQA) 
The Cross-Recurrence Quantification Analysis was developed to quantify the similarity of the 
phase space trajectories and thus allows determining the dynamic relations between two time 
series. Marwan and Kurths103 proposed a measure of similarity, which assesses the distribution 
of the diagonal length !!(!) for each diagonal parallel to the main diagonal. The main diagonal 
is represented by the index ! = 0, diagonals above the main diagonal (equivalent to a lead of 
the second time series over the first) are denoted by ! > 0 and diagonals below the main 
diagonal (equivalent to a lag) are denoted by ! < 0. 

The probability of both time series having similar states with a time lag of ! is shown by the 
recurrence rate !!(!) which is defined as 

!! ! =
1

! − 1
! ∙ !!(!)

!!!

!!!

 

The higher the value of !! is, for a given value of !, the higher is the density of recurrence 
points in the chosen diagonal parallel to the main diagonal. 

The determinism measure quantifies the proportion of long diagonal structure formed by 
recurrence points, to all recurrence points in the matrix. It is calculated by 

!"# ! =
! ∙ !!(!)!!!

!!!!"#

! ∙ !!(!)!!!
!!!

 

where high !"# !  values represent a deterministic system. 

Another measure of similarity of two time series is the average diagonal line length ! ! , which 
shows the average duration of those similarities within the data. 

! ! =
! ∙ !!(!)!!!

!!!!"#

!!(!)!!!
!!!!"#

 

To better understand the results of the cross-recurrence analysis and illustrate the changes in 
correlation properties, the concept of the line of synchronisation (LOS) was developed by 
Marwan et al.104. The LOS algorithm starts by picking the first point in the cross-recurrence 
space and then further picks the next recurrent point within a predefined window. If within the 
window no point is available, the window size is iteratively increased. As a measure of LOS 
quality, Marwan et al. introduced the following indicator: 

! =
!!

!! + !!
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Where !!  and !! are the number of target and gap points within the line of synchronisation. 
Higher values of ! demonstrate a better fit of the LOS. 

It is important to mention that the soundness of the results, as with all statistical measures, 
increases with the sample size. While high values of !! suggest that it is likely that both 
datasets exhibit similar states within a certain time lag !, high values for !"# and ! give 
information about the length of the occurrence of those similarities. 

II.3.4. C ORRELATION ANALYSIS IN TH E TIME D OMAIN 
Time domain methods are usually based on the standard correlation or cross-correlation 
analysis. However, for empirical data it is often necessary to de-trend or de-seasonalise the 
data prior to the correlation analysis. This is important, because strong trends in the data can 
lead to biased high correlation results, which would suggest a misleading relationship between 
the time series. Therefore de-trending filters, such as the Hodrick-Prescott (HP) filter, were 
developed and are frequently used. 

Nevertheless, time domain correlation analysis methods are commonly applied in a wide 
variety of economic studies. They appeal to a many scientists because of their implementation 
into various statistical software packages and the ease of interpreting their results. 

II.3.4.1 LINEAR CORRELATION ANALYSIS 
Linear correlation analysis, also known as Pearson’s correlation or cross-correlation, is one of 
the most frequently applied methods for assessing the relationship of two time series. It is a 
measure of similarity of two different data sets on the basis of a defined time lag. Formally, the 
sample correlation at lag ! for stationary time series is defined as follows: 

!!,! ! =
!"# ! ! ,! ! − !

!"# ! ! ∙ !"# ! ! − !
=

! !(!) − !! !(! − !) − !!

! !(!) − !! ! ∙ ! !(! − !) − !!
!

 

where !!  and !! represent the mean of X and Y, and ! is the time lag between the two time 
series. The strength of the linear correlation is shown by −1 ≤ !!,!(!) ≥ 1, with !!,! ! = 0 
corresponding to both variables being uncorrelated. 

If not applied with care, linear correlation analysis can face major statistical issues. The 
statistical significance of correlation analysis in general is dependent on the sample size and 
certain correlation values will not guarantee a meaningful economic dependency 105 . 
Furthermore, in samples with changing dependencies, correlation information is washed out 
when considering the entire data set. While small intervals could reveal true correlations, 
results will become increasingly uncertain because the number of considered data points is 
decreasing. For time series containing stochastic trends, correlation is usually biased upwards 
and correlation analysis would result in spurious correlation. To overcome these issues, 
regression techniques such as granger causality test have emerged to better analyse the 
dependencies of multiple time series. 

II.3.4.2 GRANGER CAUSALITY 
Granger Causality106 named by the Nobel Prize winner in Economics Clive Granger is a term for 
a specific causality relation in time-series analysis. A variable !! , which is part of the time-series 
!   =    {!!, !!,… , !!}  is Granger Causal for !!  which is part of a second time-series 
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!   =    {!!, !!,… , !!} if the variance of the optimal linear predictor of !!!! based on ! and ! has 
smaller variance than the optimal linear predictor of !!!! based only on ! for all ℎ. In other 
word if !!  helps predict !!  at some stage in the future. 

In the case that !!  Granger causes !!  and !!  Granger causes !! , ! and ! are interacting in a so-
called feedback system. 

A formal representation of the “direct” Granger causality test is given by the following to 
equations: 

!! = !!!!!!! + !(!!) + !!,!

!

!!!

 

!! = !!!!!!!

!

!!!

+ !!!!!!! + !(!!) + !!,!

!

!!!

 

Thus, testing for Granger Causality can be done by a simple regression which will involve 
rejecting the null hypothesis !!" = 0  ∀  !. The test can be simply reversed to check the direction 
of causality. 

As pointed out by Sims (1972), Granger Causality is a powerful tool to test for exogeneity of two 
time series since ! can only be exogenous of ! if ! fails to Granger cause !. If ! and ! both fail 
to Granger cause each other, this is can also be seen as prove of independence of the two time 
series. 

II.3.4.3 CO-INTEGRATION TECHNIQUE (VAR) 
Another time domain approach to verify the interdependence between two time series is to 
check if they are cointegrated107. However, economic time series, as described above, are usually 
non stationary and thus distort correlation analysis of most kinds.  

All data that is non stationary only due to unit roots, i.e. that is integrated of the order !(!), can 
be transformed into a stationary time series by linear transformation. If !!~!(1) , then 
differencing the time series as in ∆!! = !! − !!!! leads to ∆!!~!(0) by definition. Alternatively, 
if for the case of two non-stationary time series {!!} and {!!} the linear transformation !! − !"!  
is stationary, !!  and !!  are said to be cointegrated. The cointegration vector is thus given by 
[1 − !]. In summary, cointegration is the case when the linear combination of multiple non-
stationary time series results in stationarity. 

There are many possible tests for cointegration of time series. Among the most common ones 
is the Engle-Granger test based on the augmented Dickey-Fuller test and the Johansen test, 
which is an extended version of the Engle-Granger test dealing with multiple time series. This 
test uses the vector auto-regression representation (VAR) for testing its hypothesis. 

The Engle-Granger test is based on an OLS regression of the linear combination 

!! = !! + !!!! + !!  

 

For {!!} and {!!} to be cointegrated the residuals !!  have to be stationary. That means that for  
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!! = !!!!! + !!  

the coefficient ! has to be ! < 1 and the error term !!  is a white noise process. The test can be 
done by an augmented Dickey-Fuller test 

∆!! = 1 − ! !!!! + !!∆!!!! +⋯+ !!∆!!!! + !!  

with the null hypothesis being expressed by !!: 1 − ! = 0 . However, this test has been 
criticised108 and further developed to increase the power of the hypothesis testing109,110. In 
general, if the null hypothesis is rejected, one accepts that the residuals are stationary and 
therefore the time series are cointegrated. This however, does not necessarily imply a direct 
causal relationship between the time series. The relation can be seen as a “long-run 
equilibrium” because it acts as an attractor that leads to convergence in the case of departures 
from the relation111.  

The Johansen test procedure for multivariate cointegration is based on the maximum 
likelihood estimator of the vector error correction model (VECM). 

∆!! = ! + Π!!!! + Γ!∆!!!!

!!!

!!!

+ !!  

The VECM can be seen as a first differenced VAR where Π!!!! is responsible for correcting 
short-run fluctuations of the variables describing the long run (cointegrated) relationship. The 
coefficient matrix Π has a reduced rank r < ! with n being the size of the vector !!  and r being 
the number of cointegrating relationships such that Π = !"′ and !′!!  is stationary. Thus, 
each column of ! is a cointegration vector and the number of available cointegration vectors 
(the rank ! ) expresses the number of time series that can be constructed by a linear 
combination of the remaining series. The null hypothesis is therefore rejected, if the rank of the 
matrix is ! ≥ 1.   Johansen proposed two different likelihood ratio tests to identify the 
cointegration rank ! of the coefficient matrix Π. 

The trace test is given by: 

!!:            !!"#$% = 0 = −! ln  (1 − !!)
!

!!!!!

 

and the maximum eigenvalue test is given by 

!!:            !!"# = 0 = −!  ln  (1 − !!!!) 

where "! is the size of the sample and !!  is the !th largest canonical correlation of ∆!!  with !!!! 
after correcting for lagged differences and deterministic variables when present”.112 Within the 
Johansen test it is important to consider how many lagged variables ! should be considered for 
the test. As high numbers increase the distortion from the long-run cointegrated relationship 
and small numbers will lead to an increasingly biased estimator of the residuals !! . 
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II.3.5. C ORRELATION ANALYSIS IN TH E FREQU ENC Y D OMAIN 
In contrast to the time domain methods presented above, the frequency domain methods 
analyse mathematical functions or signals with respect to their underling frequencies. With 
the help of mathematical models such as Fourier transform, a time series can be completely 
decomposed into its cyclical components. Such components can be described by their periods 
and frequencies (Fourier representation), where periods are the time length of a cycle and 
frequencies are the number of occurrences of one state within a defined time period. The 
Fourier transform method is able to detect those cycles and compute their corresponding 
frequencies. The results are usually presented in a so-called spectrum, which is a plot of the 
amplitude (rate of occurrence) against the frequencies.  

II.3.5.1 SPECTRAL ANALYSIS 
One of the most commonly used data analysis methods within the frequency domain is 
Spectral analysis. It is widely used by economists, because it can also be extended to the 
multivariate case, which allows the simultaneous analysis of multiple time series. While the 
univariate analysis identifies the intrinsic cycles within one single time series, the multivariate 
also known as cross-spectrum analysis is aimed to uncover common cycles in terms of 
magnitude and lead-lag patterns of multiple time series. 

The Fourier representation of a time series, as a function of sines and cosines, is the basis of 
every Spectral analysis. Today, many consecutive methods based on the frequency analysis of a 
dataset have been derived using different types of Fourier transformations. Depending on the 
properties of a data set, the Fourier transformation has to be chosen. 

D ISC RETE FOURIER T RANSFORMS 
The Discrete Fourier Transform (DFT) is used to convert a finite sample of a continuous function 
into its frequency domain representation. This method treats the data as it was sampled from a 
periodic time series and thus shares the same patterns as the whole series. 

The DFT of any discrete time series {!!} with ! observations, which transforms the series given 
as a function of time ! to a complex valued function of ! with ∆! = !!

!
, is given by 

! ! = !!!
!!"(!!"! )

!!!

!!!

 

where ! !  represents the distribution of energy (variance) over the frequencies. In the case of 
stochastic time series the spectral density function is usually considered as the Fourier 
transform. It describes the distribution of power over the frequencies and is given by 

!!! ! = !!(!)!
!!"(!!"! )

(!!!)

!!!(!!!)

 

with !!(!) = !"#(!!, !!!!) defined as the auto-covariance function of {!!}. It can also be 
expressed in a non-imaginary representation 

!!! ! = !!! + 2 !!(!)cos  (
2!"#
!

)
!!!

!!!
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For non-deterministic discrete stationary time series, the spectrum is a continuous function of 
!. The total variance of the data is represented by the area underneath the curve, where large 
peaks indicate a strong cyclical component at the specified frequency range. 

For the case of the comparison of two stationary time series {!!} and {!!}  in the frequency 
domain, the cross-spectrum analysis is given by 

!!" ! = !!"(!)!
!!"(!!"! )

(!!!)

!!!(!!!)

 

with !!!(!) = !"#(!!, !!!!) defined as the cross-covariance function of {!!} and {!!} . The 
function !!" !  is generally an uneven function and is thus represented by complex numbers. 
The real part Λ!" ! (co-spectrum) and the imaginary part Ψ!" ! (quadrature spectrum) can be 
decomposed in the following way 

!!" ! = Λ!" ! + !Ψ!" !  

The cross-amplitude spectrum !!" ! , which describes the relationship between the 
magnitudes of the components in the time series at different frequencies, is thus given by 

!!" ! = Λ!" ! ! + Ψ!" ! ! 

The phase spectrum Φ!" ! is represents the relative phasing of the components at different 
frequencies. It measures the amount by which one series is leading the other at a certain 
frequency and thus indicates the time delay between the two time series. The spectrum is 
therefore able to provide information about the lead-lag relation between the data over time. It 
is given by 

Φ!" ! =   arctan
Λ!" !
Ψ!" !

 

with the exceptions 

Φ!" ! =

0                          if  Ψ!" ! = 0  and  Λ!" ! > 0
±!                  if  Ψ!" ! = 0  and  Λ!" ! < 0
! 2               if  Ψ!" ! > 0  and  Λ!" ! = 0
−! 2         if  Ψ!" ! < 0  and  Λ!" ! = 0

 

A measure of linear predictability, at different frequencies, between two time series is given by 
the squared coherence spectrum !!"(!). It is a function of the cross spectrum and the auto-
spectra of the two time series113,114 

!!"(!) =
!!" ! !

!!! ! !!! !
 

The measure of coherence is similar to R2 in the time domain and is an indicator for the 
strength of common cycles and synchronisation. Squared coherence can be plotted against 
frequency to identify the pattern of correlations between pairs of components. The value of 
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squared coherence is between 0 and 1 with higher values representing stronger relationships of 
the cyclical components of the two time series. 

SHORT-T ERM (STFT)  OR W INDOWED FOURIER T RANSFORMS 
The short-term or Windowed Fourier Transform (WFT) was developed to better represent data 
which is non-stationary (i.e. non periodic). This method allows providing a time-frequency 
representation of the data, giving simultaneous information about cyclical components and 
their occurrence in time. 

The STFT uses a window function to divide the time series into segments, where stationarity 
can be assumed and each section is analysed for its frequency components separately. This can 
be expressed as: 

! !, ! = !!!(! −!)!
!!"(!!"! )

!!!

!!!

 

where !(!) is the analysis window, which is assumed to be non zero only in the interval 
[0,!! − 1]. 

The window functions width and position over the actual time series localizes the signal in 
time. If for the outer boundaries of the windowed time series sharp transitions exist, this 
section is weighted differently in such a way that it converges to zero at its endpoints.  

The problem of this method is that to get a good resolution in time, the window function has 
to be narrow, while for a good frequency resolution a wide window has guaranteed sufficient 
data points for the analysis. This problem is also known as the Heisenberg uncertainty 
principle. 

II.3.5.2 WAVELET ANALYSIS 
Similar to the Fourier analysis, the wavelet analysis is a frequency domain method that uses 
wavelet functions as a basis instead of sines and cosines. The wavelet analysis was developed 
to overcome the problem of time resolution loss in the classical Fourier analysis and improve 
the time-frequency resolution compared to the short-term Fourier analysis. This is essentially 
helpful for time series that show fluctuations in their cyclical components over time. The 
inherent problem of a time-frequency representation of a time series is the uncertainty 
principle expressed by Heisenberg, saying that it is impossible to know which spectral 
component occurs at any given time. The best that can be done is to investigate what spectral 
components exist within a defined interval of time. The wavelet analysis uses the fact that high 
frequency components can be better resolved in time (i.e. less data points need to be analysed 
to define the cyclical component) and lower frequency components are better resolved in 
frequency. 

The wavelets are obtained from a so called “mother wavelet” ψ(!), by simply scaling and 
translating it as follows 

ψ!,! ! =
1
!
ψ

! − τ
!

 

The parameter ! is a dilation factor controlling the length of the wavelet and τ represents the 
location factor indicating the centre of the wavelet. The term !

!
 is responsible for normalizing 
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the energy across the different scales. A commonly used wavelet is for example the Morlet 
wavelet, 

ψ ! =
!!!!!

!! !!!!! ! 

where !! is the central frequency of ψ. For the wavelet transformation, the scale parameter ! 
has to be transformed to a frequency parameter ! ≈ !!

!
 with !!  representing the central 

frequency of the energy ψ in the Fourier domain. The Discrete Wavelet Transform (DWT) for a 
discrete time series {!!} with ! observationsis given by 

!! !, τ =
!
!!

!!ψ∗ (! − τ)
!
!!

!!!

!!!

 

For two stochastic time series {!!} and {!!} Hudgins et al115,116 proposed the Cross Wavelet 
Transform (XWT) defined as 

!!" = !!!!∗ 

where !!  and !!  are the wavelet transforms of {!!}  and {!!}  respectively. The wavelet 
coherence between time series {!!} and {!!} at frequency ! and time τ is defined by 

!!"! (!, τ) =
!!"(!, τ)

!

!!(!, τ)!!(!, τ)
 

In this equation !!"(!, τ) is the wavelet cross spectrum (WCS) between {!!} and {!!} and 
!!(!, τ) respectively !!(!, τ) are the wavelet auto-spectra (WAS). The estimates of the WCS 
and the WAS are defined as follows 

!!" !, τ =
1
!

!!! !, τ !!! !, τ
!

!!!

 

!! !, τ =
1
!

!!! !, τ
!

!

!!!

 

!! !, τ =
1
!

!!! !, τ
!

!

!!!

 

The wavelet coherence !!"! (!, τ) indicates the time-frequency dependence between two time 
series and is expressed by a normalized measure between 0 and 1. Values close to 1 are seen as 
an evidence for a significant coherence between {!!} and {!!}. 

As for the spectral analysis the wavelet coherence phase117 is also defined as 

ϕ!" !, τ =   arctan
ℑ(!!" !, τ )
ℜ(!!" !, τ )
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Gish and Cochran118 developed a null hypothesis !! based on the wavelet coherence for testing 
whether two time series {!!} and {!!} are independent white noise. 

!!:          !!"! (!, τ) ≤ !! 

!! = 1 − !! (!!!)   for   0 ≤ ! ≤ 1 

where ! is the significant level for rejecting the null hypothesis. 

Today, cross wavelet analysis is one of the most advanced techniques for analysing the time 
varying interdependence between two economic time series. However, because it is a complex 
application and depends on the quality of the input data, it is not widely applied in economics. 
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III . M ETHODOLOGY 
In this section we introduce the Thermal Optimal Path method as well as the data chosen for 
the analysis. The TOP method, introduced by Sornette and Zhou119, has already been applied to 
a couple of time series and is still subject to further research. However, the quality of the results 
are promising, especially when comparing the method with other dynamic time-decencies 
analysis techniques. The method is situated in the time domain, but unlike other popular 
methods, it uses a non-parametric approach. In some senses, it has similarities to the cross 
recurrence analysis, which is also based on the construction of a “distance matrix” (“phase 
space”) but extents this tool by the concept of a weighted average minimal path within the 
“phase space” or the “distance matrix”. This allows one to better analyse non-monotonic 
correlations of time series with less pronounced lead-lag relationships. 

Despite the major advantages of the TOP method, our analysis also faces some difficulties that 
are sourced in the scarce availability of suitable data. While the TOP method is good in finding 
stable patterns within datasets of many observations, the outcomes become harder to 
interpret as the amount of measurements decrease and the dynamics of the lead-lag pattern 
increase. Even though the temperature allows for some adjustments in this regard, we face the 
additional problem of losing essential information when temperature increases. The datasets 
available on monetary policy measures and especially on the real estate market are not 
optimal. While most countries have some kind of yearly or quarterly data on residential 
housing market, only a few countries have a history of tracking the development of the market 
on a more frequent basis or even providing statistics on the entire real estate market. The 
United States and the United Kingdom are well-documented examples that offer a wide variety 
of monthly and quarterly indices that allow reconstructing the development of the housing 
market until the early 1950s. In large parts of Europe and Asia, this is however not the case. The 
importance of such statistical data were only recently realised and measurements are therefore 
limited, providing sometimes only less than one decade of suitable information. 

In addition to the limitation in data availability, we also have to account for the differences in 
the construction of statistical representations of the real estate market. As described earlier, 
there are various possibilities of measuring and aggregating data within a market, which can 
potentially lead to biased comparisons.  

Furthermore, it is important to realise that the TOP method, while producing astonishing 
straightforward results, is not a direct indicator for a causal relationship between two time 
series. It also does not allow to precisely determine whether a lead-lag relationship is positive, 
in the sense that an increase in one time series follows an increase in the other, or negative. 
However, this issue can be overcome by visualizing the results together with lead-lag patterns 
corresponding to an “a priory” assumption on the direction of correlation. 
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III.1. THE THERMAL OPTIMAL PATH (TOP) METHOD 
The thermal optimal path (TOP) method is a novel non-parametric method to identify the 
dynamic time variation of the lead-lag structure between two time series. It was introduced by 
Sornette and Zhou119 in 2005 and successfully applied to a number of economic researches. In 
2006, Zhou and Sornette analysed the causality relationship between the movements of the 
US stock market and the Treasury bond yields, which allowed confirming previous results that 
the stock market leads all decisions of the Federal Reserve Funds as well as the yield rates with 
short maturities, during the period of 2000 to 2003120. In another paper both authors showed, 
on the basis of an analysis of the historical volatility of US inflation and the economic growth 
rate, that the TOP method is able to significantly outperform traditional cross-correlation 
methods121. 

The method is based on the following framework. A distance matrix !!,! is composed of the 
elements: 

!! !!, !! = ! !! − ! !! ! 

!! !!, !! = ! !! + !(!!) ! 

!± !!, !! = !"# !! !!, !! , !! !!, !!  

Where !  and !  are two standardized time series with ! !! : !! = 0,… ,!  and ! !! : !! =
0,… ,! . The elements !± !!, !!  are a measure of the distance between the realization of the 
first time series at time !! and the second timer series at time !!. The matrix !!,! with its 
! + 1 ×(! + 1) elements therefore embodies all possible pairwise distances between the two 

time-series. Note that the distance matrix is constructed to allow for non-monotonic behaviour 
of time-series correlations, which allows identifying trends of both positive and negative 
correlation. 

The matrix !!,! is then used to determine an optimal path that describes and quantifies the 
lead-lag relationship between the two studied time series. The scheme on how the optimal 
lead-lag path is found is illustrated in Figure 1. The first and second time series are indexed with 
!!  and !! . Each node within the matrix contains the distance information for each pair 
!± !!, !! . The path along the main diagonal corresponds to the instant comparison of the time 
series one and two (!! = !!). A path above the diagonal corresponds to the second time series 
leading the first and a path below correspond to the opposite case. Also shown in the figure are 
the allowed causal steps, represented by the red arrows, in order to construct the lead-lag path. 
A path constructed by this method is composed of a continuous set of nodes (with the 
constraint that time flows from the past to the future) beginning at the lower left corner and 
ending at the upper right corner. Whether the path is a true representation of the actual lead-
lag structure between two time-series can be determined by the sum of the distances along its 
length, also called the “cost” of the path. It is important to note that the single layer approach 
followed here was found to perform better then the multi-layer approach120, which allowed the 
nodes to connect over multiple time steps.  
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To ease the later analysis it is convenient to use a rotated coordinate system, with axis ! and ! 
such that: 

!! = 1 +
! − !
2

!! = 1 +
! + !
2

 

thus 

! = !! − !! 

Where ! is the main diagonal direction of the (!!, !!) system and ! represents the distance 
perpendicular to the diagonal. The origin (! = 0, ! = 0) is thus identical to (!! = 1, !! = 1) and 
the standard reference path is along the diagonal with ! = 0. Each other path (Lead-Lag 
structure) can be represented by a relationship !!(!!) respectively !(!). Per definition this 
means that a positive value of ! corresponds to !! > !!, which means that on the optimal 
thermal path the second time-series !(!!) is lagging behind the first time-series !(!!). 

 

Figure 1: Representation of the two-layer approach in the lattice (t1, t2) and the rotated axis (x, t) according to the 
text. Illustrated by the three red arrows are the moves allowed to reach any node in one single step. 

While the goal of the TOP method analysis is to discover the lead-lag relationship of two time-
series by finding the optimal path with the minimum of average distances (sum of distances 
divided by the length), the reliability of the results can be strongly influenced by noise patterns. 
In order to avoid such bias and to discover a robust lead-lag relation, Sornette and Zhou 
proposed to define an average over many possible path (with similar costs), each weighted 
according to a Boltzmann-Gibbs factor119,120,121 to derive the “thermal” optimal path.  

This is done by calculating the “probability” !(!, !)/!(!)   for a path to be at distance ! from the 
diagonal for a value of ! along the diagonal, with ! !, !  being the partition function for all 
values of ! at a fixed time ! and their sum ! ! = !(!, !)! . The probability !(!, !)/!(!) helps 
to identify the best compromise between the combinatorial weight of a set of paths with 
similar mismatches or “entropies” and the path with the absolute minimum mismatch or 
“energy” as defined above.122Figure 1 indicates that there are essentially three ways one may use 
to arrive at node !! + 1, !! + 1 , a vertical path from !! + 1, !! , a horizontal path from 
!!, !! + 1  and a diagonal path from !!, !! .  

 

t=0 t=1 t=2

( 1+1 , 2)( 1, 2)

( 1+1 , 2+1)( 1, 2+1)

t 2 t

x

t 1
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According to Wang et al.123 the recursive equation of the partition function can be written as 
follows: 

! !, ! + 1 = ! ! − 1, ! + ! ! + 1, ! + ! !, ! − 1   !!!(!,!)/!  

The exponent ! !, ! /! is defined by each element of the distance matrix ! !, !  (see above), 
where the “Temperature” !  represents the input factor controlling the above-mentioned 
compromise between combinatory entropy and minimal mismatch122. With an increasing value 
of ! the number of paths with similar mismatch are considered in the partition function. In the 
opposite, for ! → 0 only one single path, with the minimum cost is considered. Guo et al.122 
describes the further procedure within the algorithm in the following way. “To get !(!, !) at 
the tth layer, we need to know and bookkeep the previous two layers from !(·, !   −   2) to 
!(·, !   −   1). After !(·, !) is determined, these values are normalized by !(!) so that !(!, !) does 
not diverge at large t. The boundary condition of !(!, !) plays an crucial role. For !   =   0 and 
!   =   1, !(!, !)   =   1. For !   >   1, the boundary condition is taken to be !(!   =   ±!, !)   =   0, to 
prevent paths to remain on the boundaries”. 

With the help of the partition function !(!, !), the statistical average position of the path 
weighted by the !(!, !)’s can be calculated. Thus, the local thermal average time lag !(!)  at 
time ! over all possible lead-lag correlations weighted by the distance ! !, !  (as a measure of 
co-movements of two time-series), is given by 

!(!) =
!  !(!, !)
!(!)

!

 

Therefore the optimal thermal path can be determined for a given temperature ! and an initial 
lead-lag !!. In addition, the “energy” or cost of the path !! !!  can be defined as the thermal 
average of the measure ! !, !  of similarities of two time-series. 

!! =
1

2(! − !! ) − 1
!(!, !)!(!, !)

!(!)
!

!!!!! !!

!! !!

 

III.1.1. TESTING OF TH E M ETH OD  WITH  ARTIFIC IAL D ATA 
To verify the soundness of the TOP Method, we conduct a numerical example with the use of 
two artificial time series !(!!) and !(!!). At first, the time series ! !!  is generated from an 
autoregressive (AR) process, following the procedure proposed by Sornette et al.119: 

! !! = !" !! − 1 + ! 

where ! < 1 and the serial uncorrelated noise is !~!(0,!!). The second time series !(!!) is 
derived as a linear function of ! !!  with a time lag  ! 

! !! = !" !! − ! + ! 

with !  being a constant and the noise !~!(0,!!)  that is serially uncorrelated. The 
interdependence of the two time series !(!!) and !(!!) is disturbed by the amount of noise 

and can be described by the factor ! =
!!

!! . An increase of !!  and therefore !, will result in a 
degrading of the dependence between the time series. 
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For the following example, the parameters for two time series with a duration of ! = 300  are 
set to ! = 0.7, ! = 0.8, !! = 1 and ! = 1 5. To allow multiple changes in the lead-lag regime of 
the two time series, we define the model in the following way: 

! ! =
0.8! ! + 5 + !                          1 ≤ ! ≤ 100
0.8! ! + !                                101 ≤ ! ≤ 200
0.8! ! − 10 + !            201 ≤ ! ≤ 300

 

where the time lead-lags are !! = −5, !! = 0 and !! = 10 and each change in the lead-lag 
structure is designed to occur after periods of 100 time steps. As defined above, a positive ! 
corresponds to the time series ! leading the time series ! (where a negative value is indicating 
the opposite).  

Figure 2 shows the results of applying the optimal thermal causal path method to the artificial 
time series generated upon following the system above. The average thermal path !(!) is 
determined as a function of ! time steps at three different temperatures ! = 2, ! = 1 and 
! = 0.5. To allow for an initial and final lead-lag structure, we analyse a total of 10x10 thermal 
optimal paths with 10 different starting points ( !!,!"#$" , !!,!"#$" ) and 10 ending points 
(!!,!"# , !!,!"#). Out of these samples, the overall optimal path ! ! is selected as the one with the 
least average energy among the 100 sampled thermal paths. 

 

Figure 2: Average thermal path of the two artificial time series with N=300 time steps at different temperatures 

The time lags within the three different time periods are clearly resolved and only short 
transient perturbations occur at the points of changing time lags. The same test can also be 
demonstrated with linear change of ! over time, where we also found the method to produce 
sound results. 

However, reducing the available amount of data for processing decreases the sensibility of the 
thermal optimal path methods. To illustrate this and to get a better understanding of the 
capabilities of the method, we rerun the example with a reduced set of time points of ! = 90. 
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Figure 3: Average thermal path of the two artificial time series with N=90 time steps at different temperatures 

As can be seen from Figure 3, the resolution of the lead-lag structure has clearly decreased. Yet, 
it is still possible to qualitatively identify the dynamics, even though especially the periods of 
changing lead-lag structures are fairly blurred. In the results we can also identify the 
compromise we have to make in terms of the temperature used for the analysis. While low 
temperatures are faster in detecting a change in lead-lag patterns, higher temperatures 
significantly reduce the disturbances, which occur in these situations. This makes it by far more 
reliable in identifying time varying interdependencies in the case of fast changing lead-lag 
structures.  

For further tests of the method and application to real life data, please refer to Sornette et al.119 
, Zhou et al.120,121 and Guo et al.122. 
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III.2. DATA 
During the conduct of this master thesis, a large dataset was collected that described the 
development of the real estate markets and the market operations of monetary policy in 
various countries. This dataset includes over 30 different counties, covering residential and 
commercial real estate price indices as well as stock market real estate indices, statistics on the 
transactions within the real estate market, statistics on the development of the mortgage 
market and proxies of the effect of monetary policy, such as central banks base rates, Interbank 
rates, yields of government bonds and money aggregates. 

While the amount of available data is at first overwhelming, only a few time series within the 
dataset are suitable for a comparative analysis. Especially countries that have no tradition in 
the statistical aggregation of economic data or only just began with this kind of 
measurements, provide insufficient amounts of data for a trustworthy analysis. In addition, 
various countries only provide yearly or quarterly data, which often lack in resolution for the 
use of the TOP method.  

Another issue are changes in the way time series are constructed, which could lead to biased 
results. This can be seen in the unique case of Europe with its Economic and Monetary Union 
(EMU). Since 1998 the European Central Bank took over the role of its member states’ individual 
central banks, which lead to decupling of the direct impacts of monetary decisions (especially 
base interest rates) on the regional real estate markets. 

In the following section, we provide an overview of the housing and interest rate data that we 
chose for analysis. Emphasis was laid on the compilation of large economies that have similar 
dataset available and give a good representation of the development of the real estate market 
worldwide. In addition, we focused on countries that have recently experienced a real estate 
boom and have a representative and well-documented time series. 

For the subsequent TOP Method analysis, logarithmic returns are used for the analysis of 
monthly and quarterly data sets. The returns are defined as continuously compounded returns 
as follows:  

!!" ! = ln ! ! − ln !(! − 1)  

with ! !  being the initial non-stationary time series at time !. After generating the return time 
series, the data is being normalized so that their mean is zero and their standard deviation is 
equal to one. This procedure ensures the comparability of the time series and allows to produce 
meaningful results during the TOP method analysis. 

III.2.1. REAL ESTATE D ATA 
As already discussed above, finding a meaningful approximation of the true changes in 
housing prices can be difficult. However, house price indices are today widely available across 
countries and are regularly chosen for empirical analysis. In addition, more and more stock 
market indices are constructed that either summarize the development of the real estate 
companies or real estate investment trusts (REITs). Nevertheless, there is still a strong 
discussion on whether house prices or commercial real estate prices could be assessed with the 
help of such stock market indices as a proxy124,125.  
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In general, house prices are known to vary seasonally between -2% and +1% in a way that 
reflects seasonal changes in demand. During Christmas and the New Year, house price tends to 
decrease sharply while during June-July, prices show a broad peak. Strong seasonal influence 
can, however, make it difficult to interpret monthly changes in house prices in terms of either 
trends or irregular volatility. Therefore, it is common practice to report seasonally adjusted (SA) 
house prices. In the following analysis we use seasonal adjusted house price data whenever 
available. 

Below, we describe the different datasets we used for the analysis, providing a methodological 
explanation of the way the time series is constructed. 

III.2.1.1 AUSTRALIA 

AUSTRALIAN BUREAU OF STATISTIC S (ABS) H OUSE PRIC E INDEX -  E IGHT C APITAL C ITIESc 
The ABS house price index is constructed using the housing data of eight capital cities, Sydney, 
Melbourne, Brisbane, Adelaide, Perth, Hobart, Darwin and Canberra. It “uses a stratification 
approach to control for compositional change in the sample of houses used to compile the 
House Price Indexes each quarter. This approach stratifies (clusters) houses according to two 
characteristics: the long-term level of prices for the suburb in which the house is located, and 
the neighbourhood characteristics of the suburb, as represented by the ABS Socio-Economic 
Indexes for Areas (SEIFA).”126 

The cluster weight is defined as the proportion of housing value within a cluster compared to 
the total value of housing stock in the capital city. Each quarter, the median prices of houses 
within a cluster are determined on the basis of comparing current and past median prices of 
the cluster. Summing up the weighted values of each cluster results in the total housing value 
of the entire city. Therefore, the dynamics of the capital price index is subject to both, 
movements of median prices within a cluster and the weight of each cluster in the index. 

Finally, the countrywide house price index based on the observation of eight capital cities is 
constructed by summing up the weighted city house price indices. However, low numbers of 
transactions within a period can substantially affect the median value within one cluster and 
thus the calculation of the whole index. 

The ABS House Price Index - Eight Capital Cities data is available beginning third quarter 1986. 

S&P ASX 200  A-REIT  INDEXd 
The Standard and Poor’s ASX 200 index is the primary investable benchmark in Australia. It 
covers approximately 78% of the equity market capitalization. As a sector index the ASX200 A-
REIT contains all Real Estate Investment Trusts (REIT) represented in the index and therefore 
provide a good overview of the professionally-managed Australian property market starting 
from 2000. 

 

 

 
c

 Source: http://www.abs.gov.au/ 
d

 Source: Bloomberg 
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III.2.1.2 CHINA 

N ATIONAL BUREAU OF STATISTIC S OF C HINA –  REAL E STATE M ARKET D ATAe 
The real estate market data provided by China’s National Bureau of Statistics consists of 
quarterly data on Land Price Index for residential and commercial real estate, the total floor 
space under construction for residential buildings and the selling price index of residential real 
estate. 

SHANGHAI STOC K E XC HANGE PROPERTY INDEX 
Shanghai Stock Exchange Property Index is a capitalization-weighted index that measures the 
performance of the property sector of the SHCOMP Index. The index was developed on April 30, 
1993 and consists of 34 members. 

III.2.1.3 UNITED KINGDOM 

H ALIFAX -  H OUSE PRIC E INDEXf 
The Halifax House Price Index is produced by Halifax (part of the HBOS plc group), the largest 
mortgage provider in the UK. It is the longest-running monthly house price series covering the 
whole country and covers all types of houses beginning from January 1983. The Halifax bank 
covers roughly 25% of all UK’s mortgages, allowing it to use a monthly sample of typically 
15000 house purchase transactions of residential properties to construct the index. Because 
only already approved loans are covered, the Halifax HPI is faster in publishing the 
development of the house prices compared to e.g. the Land Registry, which uses complete 
mortgages.  

The Halifax index is estimated by using a hedonic regression model to estimate the price of a 
typical house and its characteristics (such as type of property, region, age of property, number 
of habitable rooms, garages, bathrooms, etc.). The typical housing characteristics are based on 
the year 1983 and are recorded for every transaction. However, the weights of these 
characteristics are able to change every period to compensate for a shift in demand. In addition, 
the final index is adjusted for seasonal fluctuations to allow for inter-year comparability. 

N ATIONWIDE BUILDING SOC IETY -  H OUSE PRIC E INDEXg 
The Nationwide Building Society House Price Index is very similar to the Helifax HPI. It is based 
on its own mortgage transactions on an approval stage, accounting for 10% of UK’s total 
mortgage market. The monthly data is available since 1993, covering “true market price” 
transactions all over England.  

The Index is volume weighted and constructed using a hedonic regression model to estimate 
the price for a typical house and its characteristics. Unlike the Halifax Index, the characteristics 
of the typical house are revised every year, which allows for the change in quality of the real 
estate stock. The data is aggregated using regional weightings based on the HM Land Registry 
and finally adjusted for seasonal fluctuations. 

  

 
e

 Source: Bloomberg 
f
 Source: http://www.lloydsbankinggroup.com/media1/research/halifax_hpi.asp 

g
 Source: http://www.houseprices.uk.net/links/ 
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LSL PROPERTY SERVIC E/AC ADAMETRIC S H OUSE PRIC Eh 
The LSL Property Service/Acadametrics House Price Index is published since 1971 on monthly 
basis, using every residential property transaction in England and Wales recorded by UK’s Land 
Registry. Because recording and publishing every single real estate transaction takes time, the 
LSL Acad forecast the development of the future property price index with the help of 
alternative Index series and adjusts these forecasts upon the publication of the actual property 
transactions. 

Therefore, the LSL Property Service/Acadametrics House Price Index combines the advantage of 
short publication periods, as can be found with approved mortgage-based indices together 
with the accurate property price representation that can be found in the case of the Land 
Registry dataset. 

BRITISH BANKERS ASSOC IATION (BBA) –  LOANS APPROVED FOR HOUSE PURC HASINGi 
The data is based on UK’s main high street banking groups (MBBG) which account for two-
third of all mortgages lending outstanding. On a monthly basis, it records every approved loan 
for a house purchase starting in 1993. 

III.2.1.4 UNITED STATES 

S&P/C ASE-SHILLER C 20  H OME PRIC E INDEXj 
Karl Case, Robert Shiller and Allan Weiss developed the index as a method of analysing home 
price trends by comparing repeated sales of the same homes. Today, the index is owned and 
maintained by Fiserv and was further developed together with Standard & Poor’s. The 
S&P/Case-Shiller Home Price Index is updated monthly and is composed of the observed 
changes in single-family home price in 20 different major metropolitan areas starting in 2000. 
The calculation of the index is based on a three-month moving average algorithm, which 
includes that past two and the current month. The data used for constructing the index is 
based on arms-length sales of the same single-family home, ensuring that the quality of the 
home stayed the same. After identifying outliers in the sample (e.g. due to changes in quality) 
the weight of each sales pair is constructed in accordance to the statistical distribution of price 
changes within one geographic area, the time interval between the sales and the initial home 
value. Finally, all house prices are aggregated and divided by the initial value to generate the 
House price Index. 

FEDERAL H OUSING F INANC E AGENC Y (FH FA FORMALLY OFH EO) H OUSE PRIC E INDEXk 
The FHFA HPI index is published monthly by the US Federal Housing Finance Agency (FHFA) as 
an index of the single-family housing prices. The HPI is constructed by measuring the weighted 
average price change in repeated sales of houses in 363 metropolitan areas. The Data is gained 
by repeat mortgage transactions on single-family properties, which have been purchased or 
securitized, by Fannie Mae or Freddie Mac since January 1975. However, the index has a natural 
cap because individual mortgage data entering the index are subject to conforming amount 
limits. Compared to the S&P/Case-Shiller C20 HPI, the FHFA HPI uses equal weights for each 
housing transaction and is based on mortgage transactions rather than official information 
from the local authorities. 

 
h

 Source: http://www.acadametrics.co.uk/acadHousePrices.php 
i
 Source: Bloomberg 

j
 Source: Bloomberg 

k
 Source: http://www.fhfa.gov/ 
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BLOOMBERG REAL E STATE O PERATING C OMPANY INDEX  
The Bloomberg Real Estate Operating Company is a capitalization-weighted index of Real 
Estate Operating Companies that have a market capitalisation of $15 million or greater. The 
BBREOC Index was developed with a base value as of December 31,1996. 

U .S. C ENSUS BUREAU –  N EW SINGLE FAMILY H OUSES SOLD & FOR SALEl 
The U.S. Census Bureau records every real estate offer and completed real estate transactions 
within the United States. The data is seasonally adjusted and published on a monthly basis 
starting from 1963. 

III.2.1.5 SWITZERLAND 

SWISS N ATIONAL BANK -  RESIDENTIAL PROPERTY PRIC E INDIC ESm 
The Swiss National Bank (SNB) Property Price Indices (PPI) are quarterly published and compiled 
by Wüest & Partner since 1970. Prior to 1995, the index was reconstructed using samples of 
roughly 100000 real estate transactions per year, which were grouped into homogeneous 
clusters and weighted according to a moving average. Today, the index is continuously updated 
using transaction data from Internet property portals such as Homegate, Immoscout24, 
Immoclick and Immostreet. 

III.2.2. MONETARY POLIC Y D ATA 
As proxies for the effects of monetary policy we use the interest rates offered within a country 
as well as data on the money aggregates published by central banks.  

For the analysis of interest rates, a set of short-, medium- and long-term rates were chosen in 
accordance with the theoretical background presented in the previous chapter. As for short-
term interest rates, we study the effective central bank base rate that is directly influenced by 
the country’s monetary policy. The medium-term interest rate is represented by the one-year 
Interbank Offered rates (e.g. LIBOR), which is commonly used as a lead index for adjustable 
mortgage rates. Finally the influence of long-term interest rates is studied by analysing the 10-
year maturity government bonds, which are theoretically correlated with fixed rate mortgages 
up to 30 years of maturity. 

For the analysis of monetary aggregates we use, depending on the countries, the monetary 
base (M0/M1) and the so-called broad money (M3/M4). 

However, since not every type of data is available in a sufficient time period for the various 
countries, we provide an overview of the actually used datasets below.  

All interest rate data, except the once indicated were obtained from Bloomberg. 

III.2.2.1 AUSTRALIAn 
As proxies for the Australian interest rate levels, we use the Reserve Bank of Australia’s 
Interbank Cash Rate, the 12-month Australian Dollar LIBOR and the 10-year Australian 
Government Bond Yields. 

 
l
 Source: http://www.census.gov 

m
 Source: http://www.snb.ch 

n
 Source: http://www.rba.gov.au/ 
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For the money aggregates we use M1 (currency plus bank current deposits of the private non-
bank sector) and M3 (M1 + all other deposits of the private non-banking sector plus certificates 
of deposit issued by banks). 

III.2.2.2 CHINA 
As proxies for China’s interest rate levels, we use the Chinese Central Bank Base Rate, collected 
by the IMF, the 1-year Interbank Rate and the 10 year Government Bond Generic Bid Yield 
provided by Bloomberg. 

III.2.2.3 UNITED KINGDOM 
As proxies for the interest rate levels in the United Kingdom we use the Bank of England’s 
Official Bank Rate, the 12-month average British Pound LIBOR and the 10-year UK Government 
Bond Note Generic Bid Yields constructed by Bloomberg. 

For the money aggregates we use the money stock M0 (Cash outside Bank of England and 
Banks' operational deposits with Bank of England) and the money supply M4 (Cash in 
circulation, private-sector retail bank and building society deposits, private-sector wholesale 
bank, building society deposits and Certificate of Deposit). 

III.2.2.4 UNITED STATES 
As proxies for the interest rate levels in the United States, we use the effective Federal Funds 
Rate (FFR), which is the open market rate that follows the Target Rate issued by the Federal 
Reserve, the 12-month US Dollar LIBOR and the 10-year Treasury Bond. 

For the money aggregates we use M1 (Cash in circulation, Bank reserves and banks demand 
accounts) and M2 (M1 + Banks savings and money market accounts and small deposits). 

III.2.2.5 SWITZERLAND 
As proxies for the Swiss interest rate levels, we use the Swiss National Bank (SNB) Cash Rate 
published by the IMF, the 12-month Swiss Francs LIBOR and the 10-year Swiss Government 
Bond Note Generic Bid Yields constructed by Bloomberg. 

For the money aggregates we use M1 (Cash in circulation), M2 (M1 + Bank deposits and saving 
deposits at banks) and M3 (M2 + Swiss Franc time deposits at banks). 
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IV. RESULTS 
In the following section we apply the TOP method to the dataset introduced above. Among the 
countries analysed are Australia, China, the United Kingdom, the United States and 
Switzerland. The countries where chosen in accordance with the availability of data and to 
provide a representative overview of the real estate market worldwide. Due to the limited 
amount of time for this study, further results of other countries are not discussed but the 
results are available upon request. 

In addition to each TOP method analysis we introduce a graph that illustrates the variations of 
the lead-lag patterns when accounting for monotonic or non-monotonic behaviour. As 
explained previously, we find it reasonable to assume that the interrelation of the time series 
fluctuate between a positive and negative correlation. This implies that an increase in the first 
time series can either lead to a gain or a loss in the second time series, for every instant in the 
analysis. However, by following the assumption of non-monotonic behaviour, expressed by 
!± !!, !! = !"# !! !!, !! , !! !!, !! , we lose information on the direction of causality. Thus, it 
is necessary to regain this information of the causal link between the two economic time series 
by a comparative analysis of the three major assumptions, being positive correlation 
(!! !!, !! = ! !! − ! !! !), negative correlation (!! !!, !! = ! !! + ! !! !) and mixed 
correlation (!± !!, !! = min   !! !!, !! , !! !!, !! ). A conclusion of the direction of causality 
can thus be drawn by a visual interpretation of the three lead-lag dynamics.  

Because of the unique way the TOP method averaging algorithm works, we find periods within 
the analysis where the lead-lag signal fluctuates between the directions of causality. This can 
be caused by weak signals or strong noises within the dataset, which prevents a clear 
interpretation of the sign of correlation.  

The temperature used in our analysis was carefully chosen to guarantee data accuracy while 
dampening some of the noise trajectories. With a chosen temperature of T=3 we find robust 
and qualitatively similar results to previous analysis within a temperature range between T=2 
and T=4. Furthermore, the results of the TOP Method lead-lag analysis are gained by allowing a 
brought initial lead-lag window of up to three years to capture the true interdependence in the 
beginning of the datasets. However, as seen in the Figures below the calculated initial lead-lag 
sometimes strongly overshoots, but levels off to reasonable values of ! !  after usually only 
half a year.  

It is important to mention that even though the TOP method is a powerful tool when 
comparing the time dependent relation of time series, results do not prove causality. 



A TIME DEPENDENT LEAD-LAG STUDY OF HOUSE PRICES AND MONETARY POLICY  IV. RESULTS 

  47 

IV.1. AUSTRALIA 
For the analysis of the interdependence between the Australian real estate market and its 
monetary policy we use the House Price Index of Australia’s 8 Capital Cities, which is quarterly 
published by the National Statistical Office (NSO) and a representation of the Australian real 
estate sector by the ASX 200 A-REIT Index published by Standard and Poor’s (S&P). For the 
interest rate data we use the Reserve Bank of Australia’s Official Interbank Cash Rate, the 12-
month Australian Dollar LIBOR and the 10-year maturity Government Bond Yields. All data is 
available starting form the first quarter of 1989, with the exception of the S&P industry sector 
index, which is available starting Q1 2001 until the last quarter in 2011. 

IV.1.1. INTEREST RATES AND  H OU SE PRIC ES 
Figure 4 shows the quarterly development of the three different interest rate proxies. During 
the two decades covered in the graph, we see that Australian interest rate levels have declined 
from around 15% to today’s 5%. This reduction has particularly occurred in the early 1990s and 
the beginning of 2009. The overly high interest rates in the beginning of the 90’s where caused 
by the monetary policy of the Central Bank, which tried to control the economy to cope with 
the stock market boom between 1983-1987, its crash in 1987 and the property boom that 
continued until 1989. In the aftermath of the real estate price crash, interest rates plunged 
again to a low level, staying almost constant until the end of 2007 when the global financial 
crisis hit Australia, which forced the Central Bank to further reduce its Cash rate. 

During this period, the real estate market has seen a continuous increase in price levels. 
Especially between 1997 and 2010 the market showed high growth rates which were only 
disturbed by a small stagnation in 2004 and minor decline in 2008. 

 

Figure 4: Quarterly Australian interest rate data of the Reserve Bank of Australia’s Interbank Rate, the 12-month 
Australian Dollar LIBOR and the 10-Year Government Bond as well as the Australian house price development 
according to the National Statistical Office’s House Price Index measure in the 8 capital cities between the first 
quarter of 1989 and the last quarter of 2010. 

Below in Figure 5 we present the results of the lead-lag analysis between the returns of 
Australian interest rates and the change in the house price index for the 8 Australian capital 
cities. In the first decade, until the year 2000 we see a stable interrelation for all three interest 
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rates with different maturity. While both short- and medium-term interest rates are leading 
the house price development, the outcome of the analysis suggests that returns of long-term 
Government Bond Yields are lagging behind the house data by about 2 quarters. For the short 
maturity rates, the lead of the Reserve Bank of Australia’s (RBA) Interbank Cash Rate is with an 
average of 4 quarters stronger than the 2-quarter lead of the Australian Dollar 12 month LIBOR. 

 

Figure 5: Lead-Lag dependence ! !  between the returns of various Australian interest rates and the returns of the 8 
Capital Cities House Price Index measured by the Australian National Statistical Office on a quarterly level at 
temperature T=3 

During the period of 2000 and 2005 the lead-lag patterns of the analysis are strongly distorted. 
We can observe a regime shift towards a general lead pattern of the house prices over the 
interest rates. This is astonishing because Australia was only marginally affected by the burst 
of the dotcom bubble, which was especially pronounced in Europe and the United States after 
early 2000. During this period, with the exception of one quarter, positive growth rates were 
seen for house prices along with decreasing interest rates as a reaction to the financial crisis. 
Therefore, one conclusion can be that the prospering real estate market took over the position 
of economic health indicator for the entire Australian economy, which then encouraged the 
RBA against the slowly increase in their Official Cash Rate band. In the following time, the lead-
lag regime changed once more towards the initial setup. The impact of the global finical crisis 
in 2008, which brought a steep drop in target interest rates and a smaller drop in house prices, 
is also visible as a dent in the graph shown in Figure 5. 

Figure 6 gives additionally information about the direction of the lead-lag relationship. The 
graph shows that the determined interrelation under the assumption of non-monotonic (!±) 
behaviour clearly follows the path of the negative correlation, which implies that a reduction in 
interest rates leads to an increase in the level of house prices. This finding is also confirmed 
when analysing the short- and long-term interest rate proxies. However, during the period of 
2001 to 2004 a clear statement about the direction of correlation cannot be made. 

Despite some external trends, which are not modelled in this analysis, we find the results of the 
analysis being in accordance with the theoretical background. As elaborated in the previous 
chapters, we know that the majority of mortgages in Australia are based on adjustable rates. 
Thus, it is not surprising that the short term interest rates, represented by the RBA Interbank 
Cash Rate and the 12 month LIBOR, lead the development (negative correlation) of house prices 
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as they are the key determinants for setting mortgage rates and providing cash for potential 
home owners.  

 

Figure 6: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

IV.1.2. INTEREST RATES AND  TH E REAL ESTATE IND U STRY 
Apart from the direct effect of interest rates on house prices, we also investigate the impact on 
Australian Real Estate Investment Trusts (A-REIT).  

 

Figure 7: Quarterly Australian interest rate data of the Reserve Bank of Australia’s Interbank Rate, the 12-month 
Australian Dollar LIBOR and the 10-Year Government Bond as well as the development of the Real Estate industry in 
accordance to the S&P ASX 200 A-REIT Index between the first quarter of 2000 and the last quarter of 2010. 

The interest rate data presented in Figure 7 is the same as already described above, ranging 
from the first quarter of 2000 to the last quarter of 2010. The second part shows the 
development of the A-REIT sector, summarized by the S&P ASX 200 A-REIT Index. Similar to the 
development of Australian house prices, the time series shows a continuous growth until 2007, 
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followed by a considerable drop below the starting point in 2000. Within a little more than one 
year the S&P index had lost roughly two third of the initial value in 2007. Until today, the index 
shows no signs of recovery. 

Figure 8 displays the dynamic lead-lag relation between the various Australian interest rates 
and the Australian S&P ASX 200 A-REIT Index during the last decade. For the whole period, the 
returns of the S&P index are leading the changes in the interest rate data for all three 
maturities. In early 2000 the lead is roughly one quarter of a year, which linearly increases to 
almost a one-year lead by the end of 2009. Thereafter, the lead is reduced again in the direction 
of the initial values.  

 

Figure 8: Lead-Lag dependence ! !  between the returns of various Australian interest rates and the returns of the 
Australian S&P ASX 200 A-REIT Index on a quarterly level at temperature T=3 

For the 1-year Australian Dollar LIBOR, Figure 9 confirms the dominance of the lead-lag path, 
assuming a negative correlation (!!) between 2000 and 2006. Thereafter, the lead-lag path 
could also be described by a positive correlation. For the RBA Interbank Rate the path fluctuates 
between negative and positive correlation until 2005 and later continues following the positive 
correlation path. The results for the 10-year Government Bond Yields are found to be similar to 
the one of the 1-year LIBOR. 
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Figure 9: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

The S&P ASX 200 A-REIT index can be seen as a representation of bundled, professionally 
managed real estate assets that are traded on the stock market. Therefore, the results are 
coherent, especially starting from 2005, with previous findings of Guo et al.122 who discovered a 
similar lead-lag pattern for the interdependence between the S&P 500 index and US interest 
rate data. The interpretation of the RBA Interbank Rate and the S&P ASX200 A-REIT suggests a 
strong interest of monetary authorities in the development of the stock market as a proxy of 
the health of the whole economy. 

IV.1.3. MONEY AGGREGATE AND  H OU SE PRIC ES 
Supply of money is the second important instrument of a central bank and it is responsible for 
potentially influencing both output as well as consumption. Figure 10 shows the development 
of the money supply measured by the RBA money aggregates M1 and M3. Over the last 20 
years, the money supply has experienced continuous growth with only minor disturbances 
during the beginning of 2002 and 2008. 

 

Figure 10: Quarterly development of the money aggregates M1 and M3 published by the Reserve Bank of Australia 

In the dependency analysis of the Australian Money Aggregates and the Australian National 
Statistical Office HPI we combine both data sets that are presented above. The results shown in 
Figure 11 indicate that during 1989 and 2002 there has been a stable relationship between the 
change in monetary aggregates and the returns of house prices in Australia. During this period 
the money aggregate M3, which includes all currency in circulation as well as all bank deposits, 
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is lagging behind the changes in house prices by about four quarters of a year. The lag of the 
money aggregate M1, which is solely the currency in circulation plus current deposits of the 
private non-banking sector, is with 2 quarters only half of the one of M3. After the year 200o 
both lead-lag relations experience some distortions with a first overshoot to a stronger 
pronounced lag and than a correction towards a leading relationship, especially for the money 
aggregate M3. However, during the period between 2006 and 2011, the interrelations are less 
clear because we can see a leading and lagging dependency for M3 respectively M1. 

 

Figure 11: Lead-Lag dependence ! !  between the returns of the two Australian money aggregates and the returns of 
the 8 Capital Cities House Price Index measured by the Australian National Statistical Office on a quarterly level at 
temperature T=3 

 

Figure 12: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

Figure 12 indicates that for an analysis of the money aggregate no clear statement can be made 
regarding the direction of causality. During the whole period, the analysis based on non-
monotonic behaviour fluctuates between positive and negative correlation. In theory, however, 
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we expect that money aggregates lead the development of house prices based on a positive 
correlation because an increase in output and consumption is usually ascribed to a growth in 
money aggregates. Our results represented in Figure 11 however, indicate that this is not true 
for the case of Australia, where the house prices, with the exception of the period after 2006, 
are leading the development of the money supply. Even though the direction of correlation 
remains unclear from this analysis, it seems reasonable to assume that the prospering real 
estate sector could have taken over the function of an indicator for the “wellbeing” of 
Australia’s economy during the last two decades. Thus, the Australian Reserve Bank fostered a 
continuous increase in money supply to guarantee price stability and liquidity for the growing 
market. 
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IV.2. CHINA 
Compared to other countries, an analysis of the Chinese market is difficult because of the 
limited amount of data available. For the following analysis, we compare three quarterly and 
one monthly real estate market proxies with the development of the Chinese short- to long-
term interest rates. The real estate market data consists of the Land Price Index for residential 
and commercial real estate, the total floor space under construction for residential buildings, 
the selling price index of residential real estate and the Shanghai Stock Exchange Property Price 
Index. The limiting factor in this analysis is the lack of historical interest rate data. Only the 
Chinese Central Bank Base Rate, which is collected by the IMF, is available since the first quarter 
of 1998. The 1-year Interbank Rate is available starting only in 2007 while the 10-year 
Government Bond Generic Bid Yield provided by Bloomberg is available since 2005. Because of 
this, we present the results of our analysis in a reversed fashion for various timeframes. 

IV.2.1. INTEREST RATES AND  H OU SE PRIC ES 
In the upper three graphs of Figure 13 we display the development of the real estate market 
representations. The land price index for commercial and residential buildings, compiled by the 
National Bureau of Statistics of China, shows strong fluctuations during the period of analysis. 
Overall, there is a trend of increasing land prices, which was sharply disturbed by a steep drop 
between 2008 and 2009. On the second graph we see the total amount of residential floor 
space under construction with a similar upwards trend and strong seasonal fluctuations over 
the past 13 years. The actual Real Estate Selling Price data, provided as a dataset of quarterly 
price changes is shown in the third graph. During the beginning of the observation in the year 
1998 and during the global financial crisis in 2008, we observe a minor downwards correction 
of the price level. However, in general there is a continuously strong increase in quarterly real 
estate prices, showing in some parts even exponential growth as can be seen for the period 
between 2001 to 2005. The fourth graph visualizes the movement of the Shanghai Stock 
Exchange Property Price Index. In contrast to the Residential Selling Price Index, it shows a 
small price peak in early 2001, which is followed by declining prices until 2005 when the trend 
is reversed. In mid 2005 the appreciation of price levels starts to pick up in speed, leading to an 
enormous increase in real prices with a climax in early 2007. Thereafter, in an environment of 
economic uncertainty, prices decrease again, reaching a low in 2008 followed by a small 
recovery and additional losses until today.  

Finally, in the last graph we present the movement of the Base Interest Rate issued by the 
People's Bank of China. In the early 1990s, China’s interest rates were constantly falling and its 
economy was booming, which resulted in ever-increasing inflation rates that peaked at around 
17%. As a consequence, China’s Central Bank increased the money supply and interest rate 
levels. This development was interrupted in 1998-1999 when the Chinese economy slowed 
down as a result of the Asian Financial Crisis. As illustrated in the Figure 13, the interest rate 
levels stayed on a stable plateau until 2001, showing only minor fluctuations. With the bust of 
the dotcom bubble, the People's Bank of China drastically reduced the interest rate levels over 4 
years, waiting for a recovery of the economy to return to higher interest rate levels. This was 
the case in 2005 where interest rates jumped up again, only to be lowered once again as 
consequence of the global financial crisis in 2008. Until today, China has kept the rates on a 
low level. 

When directly comparing the development of the Real Estate Selling Price with the levels of the 
People's Bank of China’s base rate, we see during the period of 2001 to 2005 a strong, almost 
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exponential growth of real estate prices, which directly corresponds with a period of dropping 
interest rates. After the interest rate reaches its plateau, the changes in house prices equalise. 

 

Figure 13: Quarterly Chinese real estate market data on the land price development for the residential and 
commercial sector, the total amount of residential floor space under construction and the quarterly change of 
residential real estate selling prices as well as the development of the Chinese Central Bank Base Rate published by 
the IMF between the first quarter of 1998 and the last quarter of 2010. 

The results of the lead-lag analysis shown in Figure 14 endorse our previous findings gathered 
by the visualisation of the input data. Until 2006, we observe that the Central Bank Base Rate 
leads all three real estate market proxies with initially one to two quarters lead, which after 
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2003 is further increased to 4 to 6 quarters of a year. Thereafter, corresponding with the 
emergence of the global financial crisis, the interdependence changes towards a less stable 
lead-lag regime with all three price indices leading the interest rate and the residential floor 
space under construction lagging behind the interest rate level. The spike in the lead-lag 
regimes in early 2005 could be interpreted by a change in market perception that was triggered 
by a steady decrease in interest rate levels starting form 2001. It seems that investors not only 
considered the most recent changes in interest rates but also the ones of the more distant past. 

  

Figure 14: Lead-Lag dependence ! !  between the returns of the three chines real estate market proxies and the 
returns of the Chinese Central Bank Base Rate on a quarterly level at temperature T=3 

 

Figure 15: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

Figure 15 shows as an example the variations of the lead-lag patterns considering the three 
types of assumptions concerning monotonicity. The result is in line with the other two real 
estate market datasets, clearly illustrating that the lead-lag structure, which allows non-
monotonic behaviour follows the assumption of negative correlation until late 2006. This 
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implies that a reduction in interest rates leads to an increase in house prices, and therefore in 
construction activity. Thereafter, we can identify signs of a positive correlation between the 
datasets of real estate market prices leading the interest rate level development. One 
explanation for this finding might be that the Chinese Central Bank, concerned about the 
negative development of house prices, reduced its Base Rate to counteract this development in 
the real estate market. 

To confirm the results we gathered by using the People's Bank of Chinas base rate we apply the 
same analysis for the Chinese 1-year Interbank Rate and the 10-year Government Bond Generic 
Bid Yields. Both input data is presented in Figure 16 and Figure 17, showing similar patterns as 
we have already identified in Figure 13. In 2008 both interest rate levels decreased by about 2%, 
followed by a slow recovery until today. 

 

Figure 16: Quarterly data of the development of the Chinese 1-year Interbank Rate between the first quarter of 2007 
and the last quarter of 2010. 

 

Figure 17: Quarterly data of the development of the 10-year Government Bond Generic Bid Yields between the first 
quarter of 2005 and the last quarter of 2010. 

Figure 18 and Figure 19 show the lead-lag analysis of the real estate market data with the 
medium- and long-term interest rate respectively on a reduced time frame. Even though the 
meaningfulness of the results are reduced by the limited amount of data points available, the 
outcome of the analysis is able to verify the findings of Figure 14 by showing a similar lead-lag 
pattern. In addition, we find the variations of the lead-lag patterns for the Chinese 1-year 
Interbank Rate and the 10-year Government Bond Generic Bid Yield to be the same as for the 
last analysis. 
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Figure 18: Lead-Lag dependence ! !  between the returns of the three chines real estate market proxies and the 
returns of the Chinese 1-year Interbank Rate on a quarterly level at temperature T=3 

 

Figure 19: Lead-Lag dependence ! !  between the returns of the three chines real estate market proxies and the 
returns of the Chinese 10-year Government Bond Generic Bid Yields on a quarterly level at temperature T=3 
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IV.3. UNITED KINGDOM 
In the United Kingdom our study compares three major house price indices (HPI) with interest 
rates covering short- to long-term maturities including the Bank of England’s Official Bank 
Rate, the 1-year British Pound LIBOR and the 10-year Government Bond Generic Bid Yields 
constructed by Bloomberg. Two of the house price datasets used are gained from the largest 
mortgage providers in the UK, namely the seasonal adjusted Nationwide Building Society (NBS) 
HPI and the seasonal adjusted Halifax HPI (incl. all house types). As a third dataset, we chose 
the House Price Index published by LSL Property Services/Acadametrics, which is based on 
transaction data from UK’s Land Registry.  

In a next step we investigate the impact of a change in house prices, or interest rates on the 
amount of approved mortgages. For this analysis we use data provided by the British Bankers 
Association (BBA) starting with January 1993.  

In a final analysis for the UK we focus on the impact of money supply on real estate prices. 
Therefore, we compare the three house price indices with the money aggregates M0 and M4 
published by the Bank of England. 

IV.3.1. INTEREST RATES AND  H OU SE PRIC ES 
The fist dataset in Figure 20 illustrates the development of the UK interest rates over two 
decades starting from 1991. Within this period one sees an almost continuous decline of 
interest rates with two particularly steep drops during 1991-1992 and by the end of 2008. In late 
1980s, the Bank of England had to cope with the aftereffects of the stock market crash in 
October 1987 leading to comparably low interest rates, which supported the creation of a house 
price bubble. With the intention to stop this development, the Bank of England increased its 
base rate. However, in 1991 the bubble collapsed with a significant impact on the UK’s 
economy, resulting once again in a decline of interest rate levels. This development was further 
pronounced by the so-called “Black Wednesday” which was triggered by the UK joining the 
European Exchange Rate Mechanism (ERM). In the period between 1992 and 2008 the interest 
rates remained on a relatively stable level with a less pronounced downward trend and only 
minor fluctuations around an average interest rate of roughly 5%. Stronger variations only 
occurred around the period of the bust of the dotcom bubble in late 2000. The most recent 
drop in interest rate levels was directly associated with the peak in United States’ house prices 
around 2006 and the following credit crunch in 2007. 

The second graph in Figure 20 shows the development of housing prices measured by the 
Nationwide Building Society. After the collapse of the 1991 housing bubble, the prices stayed 
almost constant for over half a decade, followed by a period of massive growth that climaxed 
by the end of 2008. Starting from early 2009, the house prices exhibited a small moderation 
that was again followed by light decrease of the valuation of real estate. It is interesting to see 
that the peak of the real estate prices is delayed by over one year compared to the peak in the 
United States. 
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Figure 20: Monthly UK interest rate data of the Bank of England’s Official Bank Rate, the UK Pound 1-year LIBOR and 
the 10-Year Government Bond as well as the seasonal adjusted House Price Index published by Nationwide Building 
Society between January 1991 and March 2011. 

The lead-lag analysis of the UK interest rates and the NBS HPI are presented in Figure 21. On a 
first glimpse, we might see that the results do not match the ones we have seen in our previous 
comparisons. Over the first decade, our analysis reveals an average 10-month lag of the 10-year 
maturity Government Bond yield compared to the NBS House Price Index. For the two short- 
and medium-term interest rate measures, the Bank of England’s Official Rate and the UK LIBOR, 
the signals are weaker, yet showing a stable 2-4 month lead of the interest rates over the HPI, 
at least during the period between 1995 and 2000.  

 

Figure 21: Lead-Lag dependence ! !  between between the returns of various UK interest rates and the returns of the 
seasonal adjusted UK’s Nationwide Building Society HPI on a monthly level at temperature T=3 

This period coincides with the slow recovery of the UK’s housing market as well as low and 
stable interest rates, leading to the availability of fairly cheap housing finance options. At the 

100

50

0

50
LO

G
 R

et
ur

n 
[%

]

Dataset 1: Vairous UK Interest Rates Datasets

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

0

5

10

15

U
K 

In
te

re
st

 R
at

es
 [%

]
U

K 
Bo

E 
O

ff
ic

ia
l B

an
k 

Ra
te

U
K 

 LI
BO

R 
1Y

 (m
.

av
g.

)
U

K 
 G

ov
er

nm
en

t B
on

ds
 10

YUK  Bank of England Official Bank Rate
UK  LIBOR 1Y (m. avg.)
UK  Government Bonds 10Y  Generic Bid Yield

4

2

0

2

4

LO
G

 C
ha

ng
e 

[%
]

Time [Years]

Dataset 2: UK  Nationwide Building Society HPI (SA)

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

0

100

200

300

400

U
K 

 N
at

io
nw

id
e

Bu
ild

in
g 

So
ci

et
y H

PI
 (S

A)

UK  Nationwide Building Society HPI (SA)

30

20

10

0

10

20

30

Time [Years]

LE
AD

LA
G

 T
im

e 
[M

on
th

]

Dataset1: Vairous UK Interest Rates at T= 3 vs. Dataset 2: UK  Nationwide Building Society HPI (SA)

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

For values of x(t)>0 dataset 1 is leading dataset 2
For values of x(t)<0 dataset 1 is lagging behind dataset 2

UK  Bank of England Official Bank Rate at T=3
UK  LIBOR 1Y (m. avg.) at T=3
UK  Government Bonds 10Y  Generic Bid Yield  at T=3



A TIME DEPENDENT LEAD-LAG STUDY OF HOUSE PRICES AND MONETARY POLICY  IV. RESULTS 

  61 

time of the dotcom bubble, all three lead-lag relations are disturbed but return to their 
previous configuration until 2007. In the last period until 2011 strong deflections, potentially 
triggered by the global financial crisis, hinder a clear interpretation. 

 

Figure 22: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

Figure 22 demonstrates the variations of the lead-lag pattern for the short- and medium-term 
interest rate levels. During most of the time period analysed we see that for both interest rates 
the non-monotonic lead-lag path follows the path of negative correlation. This implies that a 
reduction in interest rate level will lead to an increase in real estate prices. However, during the 
time of the dotcom bubble, as well as at the time of the global financial crisis in 2007, this 
relationship seems to fluctuate more, resulting in both lead-lag regimes moving towards a 
positive correlation. 

When considering that traditionally houses are financed by mortgages, which in the United 
Kingdom are mostly based on adjustable rates, the picture we see between 1995 and 2007 is 
quite coherent. As described in the previous chapter, the adjustable rate mortgages (ARM) use 
medium term interest rate proxies, such as the 1-year UK Pound LIBOR, to adjust the mortgage 
rates upon changes in the interest rate level. The results gained in the TOP Method analysis are 
able to confirm that through the described mechanism, the change in 1-year LIBOR leads the 
changes in UK’s house prices with a time difference of one quarter to half a year. The only 
exceptions are the two periods following the dotcom crisis and the US Credit Crunch, which 
show a tendency for a positive correlation. This result suggests that the Bank of England 
reduced its base rate because of declining house prices. Therefore, it identifies the Central 
Bank’s efforts of coping with the consequences of the economic turbulences. For the UK, the 
influence of the 10-year Government Bond Yield can be neglected since it only has a theoretical 
impact on loans that are based on fixed rates (FRM). However, both the 1-year LIBOR and the 10-
year Government Bonds Yields, are closely interrelated to the Bank of England’s official bank 
rate as they represented in theory the discounted averaged expected future interest rates for 
one respectively 10-years.  

To better understand and verify the results we gathered in the last analysis, we compare UK’s 
Interest Rates with the House Price Index developed by the Halifax Bank ( Figure 24) and by the 

30

20

10

0

10

20

30

Time [Years]

LE
AD

LA
G

 T
im

e 
[M

on
th

]

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

20
07

20
08

20
09

20
10

20
11

For values of x(t)>0 dataset 1 is leading dataset 2
For values of x(t)<0 dataset 1 is lagging behind dataset 2

Dataset1: Vairous UK Interest Rates at T= 3 vs. Dataset 2: UK  Nationwide Building Society HPI (SA)

UK  Bank of England Official Bank Rate at T=3
UK  LIBOR 1Y (m. avg.) at T=3

[± corr]
[  corr]
[+ corr]



A TIME DEPENDENT LEAD-LAG STUDY OF HOUSE PRICES AND MONETARY POLICY  IV. RESULTS 

  62 

LSL Property Services/Acadametrics (Figure 27). In Figure 23 the interest data is presented again 
to ease the comparison between the two types of time series. The lower part of the graph 
shows the development of the seasonal adjusted Halifax HPI that reveals the same patterns we 
previously saw with the NBS HPI. Until 1999, there was a relatively consistent development in 
house prices which, by the beginning of the 20th century, entered a state of constant growth 
with a small plateau in the end of 2004 and a peak in the end of 2007. 

 

Figure 23: Monthly UK interest rate data of the Bank of England’s Official Bank Rate, the UK Pound 1-year LIBOR and 
the 10-year Government Bond as well as the seasonal adjusted House Price Index for all house types published by 
Halifax between January 1989 and March 2011. 

The lead-lag analysis of the UK interest rates and the Halifax HPI presented in  Figure 24 
corresponds to our previous findings in Figure 21. Especially, during the period between 1991 to 
2001, a leading relationship of the 1-year LIBOR over the house prices can be identified that is 
roughly within the same magnitude as it has already been found for the case of the NBS HPI. 
The disturbances between 2001 and 2004 as well as after 2008, which are presumably caused 
by the two major crises, are also present with even stronger signs of overshoots.  
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 Figure 24: Lead-Lag dependence ! !  between between the returns of various UK interest rates and the returns of 
the seasonal adjusted UK’s Halifax HPI for all house types on a monthly level at temperature T=3 

Figure 25 allows determining the direction of causal relationship. From the mid 90’s onwards 
we see once more that the lead-lag relationship assuming non-monotonicity closely relates to 
the pattern of negative correlation. Before that period, the UK 1-year LIBOR seems to be 
positively correlated. However, this finding could also result from initial fluctuations of the 
lead-lag pattern, caused by the setup of the TOP method. During the times of economic 
contractions we identify similarly to Figure 22 a tendency towards a positive correlation. 

 

Figure 25: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

As a final comparison, we introduce a third House Price Index, which is of a different nature 
compared to the previous two. Rather than using private data gathered by Mortgage providers, 
it relies on official data from the government body responsible for recording land and property 
ownership, the Land Registry.  
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Figure 26 visualises the same interest data together with the house prices calculated by LSL 
Property Service/Acadametrics. This measure of the house price development is similar to the 
indices based on private mortgage data with a sideward moving stable period until 1998, 
followed by a steep incline, which peaked in the end of 2007.  

 

Figure 26: Monthly UK interest rate data of the Bank of England’s Official Bank Rate, the UK Pound 1-year LIBOR and 
the 10-year Government Bond as well as the LSL Property Services/Acadametrics House Price Index between January 
1989 and March 2011. 

 

Figure 27: Lead-Lag dependence ! !  between between the returns of various UK interest rates and the returns of 
the seasonal adjusted UK’s LSL Property Services/Acadametrics HPI on a monthly level at temperature T=3 

The TOP Method analysis for these datasets, shown in Figure 27 and Figure 28, verifies our past 
findings once again. This time the lead of the 1-year LIBOR over the house price index has a 
similar time delay between a quarter of a year and half a year and shows less fluctuations over 
the period analysed. However, the variation of the lead-lag patterns suggests a tendency 
towards a positively-correlated relationship, which is especially noticeable during the periods of 
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crisis that corresponds with a drop in interest rate levels. During the time of stable economic 
conditions, the non-monotonic path fluctuates strongly between the two directions of 
causality, thus allowing no clear interpretation. 

 

Figure 28: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

IV.3.2. INTEREST RATES AND  LOANS APPROVED 
Another important indicator for the real estate market in the United Kingdom is the amount of 
loans approved for the purchase of house. It measures the availability of financing options for 
potential future house owners and thus, should be strongly tied to interest rate guidelines 
issued by the Bank of England. In addition, it should drive the real estate prices because it is a 
proxy for demand in an inelastic market. 

 

Figure 29: Number of approved loans for house purchases in the UK published by the British Bankers Association 
(BBA) between January 1993 and March 2011. 

Figure 29 shows the dataset available from the British Bankers Association between 1993 and 
2011. Despite strong seasonal fluctuations, we see a constant increase of issued loans between 
1994 and 2002, followed by a gradually decline with some steep drops in 2004 and 2007. It is 
especially interesting to see that the peak of the amount of loans issued in the UK was well 
before the time when house prices reached their maximum.  
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Figure 30: Lead-Lag dependence ! !  between between the returns of various UK interest rates and the change of 
the number of approved loans for house purchases in the UK published by the British Bankers Association (BBA) on a 
monthly level at temperature T=3 

The theoretical assumption that interest rates lead the amount of issued loans is proven by 
analysing the interrelation between the two types of time series. Figure 30 shows a continuous 
positive lead of around 5 months, which peaks to an almost 20-month lead in 2009. This strong 
divergence coincides with the first signs of the central bank’s expansionary monetary policy. 
The massively reduced base interest rates allowed mortgage providers to increase the amount 
of approved loans, thus supporting the stricken real estate market, which showed some small 
signs of recovery by the end of 2009. However, the direction of correlation is less obvious as can 
be seen in Figure 31. 

 

Figure 31: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 
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IV.3.3. H OU SE PRIC E IND EX AND  LOANS APPROVED 

 

Figure 32: Lead-Lag dependence ! !  between between the returns of various UK House Price Indices and the change 
of the number of approved loans for house purchases in the UK published by the British Bankers Association (BBA) 
on a monthly level at temperature T=3 

In a further analysis for the UK, we compare the three major house price indices with the 
amount of approved mortgages. The data used for the analysis was already presented in Figure 
20, Figure 23, Figure 26 and Figure 29. As expected, the TOP method analysis seen below in 
Figure 32 encourages that the house prices lag behind changes in the amount of approved 
mortgages. The result is a strictly positive lag between roughly 5 and 20 month. This long time 
delay is however surprising since loans are usually issued after identifying the object to 
purchase. Thus, one explanation for this prolonged lag might be found in the time it takes to 
acquire, construct and publish the necessary data.  

 

Figure 33: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 
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Figure 33 shows a clear negative correlation between the price level of houses and the amount 
of approved mortgages. This suggests that an increase in real estate prices lead to a reduction 
in approved mortgages for house purchase. This might be explained by the fact that increasing 
house prices lead to a reduction of the affordability of real estate and thus to a shrinking 
volume of mortgages.  

IV.3.4. MONEY AGGREGATES AND H OU SE PRIC ES 

 

Figure 34: Monthly money supply measure by the two seasonal adjusted money aggregates M0 and M4 published 
by the Bank of England between January 1991 and March 2011. 

Our last analysis aims to discover the empirical interdependence between money supply and 
house price development. The theoretical implication was already explained in the previous 
chapter and supposes that an increase in money supply will support growing demand and 
output, which in turn should lead to increasing real estate prices.  

Figure 34 shows the development of the two money aggregates M0 and M4 over the last 20 
years. Both indicators increased steadily since 1991 more than doubling the UK money supply 
until today. In 1999, 2007, 2009 and 2010 the growth of the money aggregate M4 was slowed 
down for some time as a possible reaction on the previous and on-going financial crisis. 

The outcome of the dynamic interrelation analysis of the three house price indices and the 
monetary aggregate M0 is presented in Figure 35. The patterns of lead-lag structure are 
heterogenic and do not allow for a clear interpretation. On the one side, the NBS HPI seems to 
lead the change in money aggregates. On the other side, we see that the Halifax HPI lags 
behind it and the LSL Acad HPI is somewhere in between. When conducting the same analysis 
with the money aggregate M4, presented in Figure 34, we get similar results. This leads us to 
the conclusion that there is no clear relationship between changes in the house price indices 
and in the money supply in the UK. 
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Figure 35: Lead-Lag dependence ! !  between the money aggregates M0 and M4 measured by the Bank of England 
and the change of the National Building Society House Price Index on a monthly level at temperature T=3 

 

Figure 36: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

The most particular findings of the analysis are the peaks within the lead-lag patterns in mid 
2000 and the end of 2008. Both peaks can be directly associated with the two major financial 
crisis and are homogeneously formed across the three house price indices. During the period of 
the dotcom bubble in 2000, which had only minor effects on the development of real estate 
prices, we can identify an oscillation towards a leading role of the real estate price development 
on the money supply. In the case of the second crisis in 2008, which was essentially triggered 
by a bust of a real estate bubble, we observe that the money supply is a reaction to these 
changes of real estate prices. As can be seen in Figure 36, for both cases the direction of 
correlation remains positive. 
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IV.4. UNITED STATES 
For the case of the United States, the seasonal adjusted house price indices (HPI) published by 
the Federal Housing Finance Agency (FHFA), the Standard &Poor’s Case-Shiller Index and the 
Bloomberg Real Estate Operating Company Index is compared with the effective Federal Funds 
Rate, the 1-year dollar LIBOR and the 10-year Treasury Bill. As shown in Figure 37, the FHFA HPI is 
available starting from January 1991 while the data of the S&P Case-Shiller HPI starts in January 
2000.  

In addition, the interrelation between the amount of new single-family houses sold in the US 
and the three abovementioned interest rates as well as the impact of the amount of new 
single-family houses for sale on the development of the two major house price indices 
described above is analysed.  

Finally, the influence of the development of money supply measured as the money aggregates 
by the Federal Reserve on the real estate prices is investigated. The latest data point selected 
for every analysis is April 2011. 

IV.4.1. INTEREST RATES AND  H OU SE PRIC ES 
The first dataset in Figure 37 shows the development of US interest rates over two centuries. 
Three periods of decreasing interest rates, which were led by the target rate of the Federal 
Reserve (FFR) can be identified. This change in interest rate on a level of monetary policy was 
triggered by periods of economic recessions, namely the US Savings and Loans Crisis between 
1990 and 1991, the dotcom bubble that climaxed in March 2000, together with the shock of the 
9/11 terrorist attacks in 2001 and the most recent Subprime mortgage crisis which caused a 
global financial crisis beginning in late 2007. Each period preceding the crisis was characterised 
by economic recovery with slow constant rises in Federal Reserve Target Rate. In general, during 
the last two decades the interest rate level has decreased significantly for all these types of 
maturity, resulting in historical lows today. 

 

Figure 37: Monthly US interest rate data of the Effective FFR, the 1-year US Dollar LIBOR and the 10-Year Treasury 
Bond as well as the US house price development according to the FHFA House Price index between January 1991 and 
April 2011. 
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The development of house prices in the United States, represented by the FHFA House Price 
Index is characterised by a strong, almost exponential, growth since the early 1990s which 
peaked 2007. The consequences of this development are explained in the previous chapter and 
have their counterpart in the decline in interest rates in late 2007. It is also important to note 
that the house price time series is obviously non-stationary and even the logarithmic returns 
seem to have three different regimes, one until 1997-1998 with small growth, another until 
2007 with increasing growth rates and until the end of 2010 strong decay. 

The results of the TOP Method analysis between the various US interest rate proxies and the 
Federal Housing Finance Agency’s House Price Index are presented in Figure 38. It shows a 
stable relationship between the interest rates and the housing data between 1991 and 2002, 
followed by some disturbance and a regime shift between 2003 and 2007. For the first decade 
in the analysis, the three interest rates lead the growth of house prices, measured by the FHFA 
HPI, with an average time difference of roughly 10 months. In the subsequent period until 
2006, which was characterized by extensive growth in house prices, the analysis reveals a 
perturbation of this stable regime. As a result, we see in mid 2007 (roughly at the climax of US 
house prices) a change in regime towards all three interest rates following the development of 
house prices with about a 5-month average time difference. 

Figure 38: Lead-Lag dependence ! !  between the returns of various US interest rates and the returns of the US FHFA 
House Price Index on a monthly level at temperature T=3 

In Figure 39 the variations of the lead-lag patterns in regard to the “a priory” assumptions of 
correlation is displayed. Between 1991 and 1999, it is possible to identify relatively stable 
regimes. The non-monotonic lead-lag structure of the US FFR seems to be negatively correlated 
to the development of the house prices, while the 10-year Treasury Bond Yields suggest a 
positive correlation during that time. With the beginning of the economic turbulences, caused 
by the bust of the dotcom bubble, these stable relationships disappear. Later, the lead-lag 
pattern of the FFR somehow follows a negative correlation but finally leaves the path in 2004 
towards a positive correlation in regard to the development of house prices. For the 10-year T-
Bond a trend towards a positive correlation until 2004 is observed, devolving into a period of 
strong disturbances which hinders a clear interpretation. 
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Figure 39: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

The direction of causality we discovered, especially for the FFR is found to be in line with the 
theory previously presented. Until 2004, the Central Banks’ low interest rate policy was driving 
the increase in house prices. But as house prices start to climax and eventually collapsed, the 
dependence turned around towards a lead of house prices on interest rate levels based on a 
positive correlation. This implies that as soon as the Federal Reserve realized the danger of an 
overheating in the real estate market, it increased its Target Rate. But, as the bubble collapsed 
and the house prices started falling, the Central Bank tried to stop the development by 
massively decreasing the interest rates. The 1-year US Dollar LIBOR, which has been left out in 
this analysis to allow better readability, follows the same changes in dynamics as the FFR. For 
the case of the 10-year Treasury Bond Yield, the positive correlation to the house price 
development during the first decade of the analysis is surprising. In theory, lower Treasury 
Bond yields would correspond to decreasing fixed rate mortgage rates, which in turn would 
lead to an increase in real estate prices. 

Because of the availability of a second US proxy for housing prices, the S&P’s Case-Shiller House 
Price Index, we have the opportunity to verify our previously gained results. In Figure 40, the 
three interest rates together with the development of the S&P’s Case-Shiller index are 
displayed between January 2000 and April 2011. As already stated for FHFA HPI, we can identify 
a strong growth period between 2000 and 2006 with a brought peak during 2006-2007, which 
is an early sign of the real estate bubble when compared with Figure 37. After 2007, we see the 
same crash in housing prices followed by a stabilisation of price levels in mid 2009.  

It is important to indicate that this analysis only covers half of the time period presented in 
Figure 38. 
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Figure 40: Monthly US interest rate data of the Effective FFR, the 1-year US Dollar LIBOR and the 10-Year Treasury 
Bond as well as the US house price development according to the S&P’s Case-Schiller House Price index between 
January 2000 and April 2011. 

Figure 41 is able to prove some of our previous findings gained in Figure 38. We see the same 
patterns as before, namely a stable plateau of roughly 10-month average lag of the house 
prices compared to the changes in interest rates until 2006 followed by a regime-changing 
period. However, this time the results beyond 2007 are not as stable any more. On the one side, 
the analysis of the US effective FFR and the 1-year Dollar LIBOR suggests a lead of the house 
prices compared to the interest rate in the magnitude of roughly five month. On the other side, 
the influence on the 10-year Treasury Bond is not as stable and allows no clear conclusion. 

 

Figure 41: Lead-Lag dependence ! !  between the returns of various US interest rates and the returns of the US 
S&P’s Case-Schiller House Price Index on a monthly level at temperature T=3 

The results of the variation analysis of the lead-lag structure, in regard to the underlying 
correlation of the two time series, show a slightly different picture than we have seen in Figure 
39. However, it is important to mention again that the plot covers only the period between 
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2000 and 2011. Within this period, we see that the US FFR first leads, based on a positive 
correlation, the development of house prices measured by the S&P Case-Shiller HPI until 2007. 
This relationship is reversed later on, but a positive correlation still exists. From 2007 onward 
this is essentially the same result as we have identified for the FHFA HPI and the FFR. The 
results for the 10-year Treasury Bond, in contrast to the previous findings, suggest a lead with a 
negative correlation until 2007. Thereafter, this interdependence is disturbed and no clear 
interpretation is possible. Despite being contradictory to what we have identified previously, 
this result is more in line with the theoretical background presented in this study because it 
would suggest that low 10-year T-Bonds would lead to higher real estate prices. 

 

Figure 42: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

Finally, we compare the Real Estate Operating Company Index (REOCI) introduced by 
Bloomberg with the development of the three US interest rates with different maturities. The 
Bloomberg index represents publicly-traded Real Estate Operating Companies that specialise in 
the professional management of real estate. The Index, as seen in Figure 43, behaved similar to 
the house price indices presented above. There was a strong price increase during mid 2000 
with a moderation period starting from 2005 and a peak in 2007. Thereafter, prices decreased 
rapidly, thus leading to the lowest values for over one decade. 

 

Figure 43: Monthly development of the Bloomberg Real Estate Operating Company Index between January 2000 and 
April 2011. 

The lead-lag analysis between the US interest rate data and the Bloomberg REOCI is presented 
in Figure 44. Once again, it provides similar results, showing that until 2008 short- to long-term 
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interest rates lead the development of house prices. In mid 2007, this relationship is disturbed 
and drops towards a lagging relationship for roughly one year.  

 

Figure 44: Lead-Lag dependence ! !  between the returns of various US interest rates and the returns of the 
Bloomberg Real Estate Operating Company Index on a monthly level at temperature T=3 

Figure 45 visualizes the variations in lead-lag patterns between the US interest rates and the 
Bloomberg REOCI under the three correlation conditions. While the FFR roughly follows the 
path of positive correlation (especially after 2004), we see that the 10-year T-Bond is directly 
related more to the negative correlation. The results are less pronounced but qualitatively 
similar to the findings in the last two analyses, which allows us to adopt the previous 
interpretations. 

 

Figure 45: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

In summary, our findings are a great source for verifying the theoretical dependence between 
interest rates and house prices in the United States. As stated in the previous chapters, the US 
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mortgage market is traditionally composed of fixed rate mortgages that are using long-term 
government bond yields such as the 10-year T-Bond plus some risk premium as a guideline for 
their mortgage rate levels. This is exactly what we see in Figure 38,Figure 41 and Figure 44, 
where the 10-year Treasury Bond is leading house price development with a negative 
correlation. This implies that a reduction of T-Bond Yield will have a positive effect on the 
development of the real estate price levels. In addition, the US real estate market is reacting 
sensibly to the changes in Federal Funds rate. The negatively-correlated lead of the FFR over the 
house prices between 1991 and 2000 might be due to the fact that penalties for early 
repayment of loans are relatively low in the US and therefore refinancing of mortgages, in the 
case of dropping interest rate levels, is a common practice. In contrast, the change of this lead-
lag path towards a positive correlation and even a lead of the development of house prices over 
the FFR level in 2000 could be a sign of the growing importance of the real estate sector for 
monetary policy decisions. In short, this means that the Federal Reserve reacted on both, the 
overheating of the real estate market and the later decline in houses prices, by increasing 
respectively decreasing its FFR. 

IV.4.2. INTEREST RATES AND  H OU SES SOLD 
When comparing the lead-Lag structure of interest rates and house prices it is also interesting 
to see the impact of interest rate movements on the change in property sale statistics. As 
already described in the introduction, homeowners are sensitive to changes in house prices and 
are reluctant to sell their homes at a loss (or below their asking price). Therefore, a drop in total 
sales volume should be experienced during periods of declining house prices and the opposite 
in periods of house price booms.  

In Figure 46 the seasonal adjusted sales volume of new Single-Family homes is displayed for a 
period between January 1991 and April 2011. As expected, we can see that the sales volume 
closely followed the development of house prices illustrated in Figure 37 and Figure 40. 
However, it is also noticeable that the peak of houses sold was in end of 2006, roughly half a 
year before the peak in house prices.  

 

Figure 46: Seasonally adjusted data of houses sold during the period of January 1991 and April 2011. (Number of 
housing units in thousands) 

The dynamic interdependence between the three types of interest rate data and the total 
amount of houses sold is represented in Figure 47. The analysis shows that over the past two 
decades returns of interest rates lead the changes in the volume of house sales and therefore, 
confirm our theoretical assumption. Again, we see a more or less stable relation between 5-12 
month time difference during the first decade and thereafter some disturbances, especially 
after the peak of the real estate bubble. 
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Figure 47: Lead-Lag dependence ! !  between the returns of various US interest rates and the change in sold houses 
in the US on a monthly level at temperature T=3. 

To identify the causal direction of this lead, the variation analysis of the lead-lag pattern is 
presented in Figure 48. Based on the results, we find that until 2004 the FFR has a positive 
correlation with the development of the amount of houses sold while the 10-year T-Bond yields 
are negatively correlated. Thereafter the correlation seems to be reversed under the same lead-
lag pattern. This outcome allows no clear interpretation until 2004. However, from 2004 to 
2011 the results are in line with our previous findings. 

 

Figure 48: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

IV.4.3. H OU SE PRIC ES AND  H OU SES FOR SALE 
In a separate analysis shown in Figure 49, Figure 50 and Figure 51, we compare the two proxies 
for the US house prices with the amount of houses for sale within the US. As expected, 
according to common economic theory, we can prove that the development of house prices 
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leads the change in houses for sale following a positive causal relationship. The lead-time is 
relatively stable between 4 and 10 month. 

 

Figure 49: Seasonally adjusted data of houses for sale during the period of January 2000 and April 2011. (Number of 
housing units in thousands) 

 

Figure 50: Lead-Lag dependence ! !  between the returns of the two major house price indices and the change in 
houses for sale in the US on a monthly level at temperature T=3. 
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Figure 51: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

IV.4.4. MONEY AGGREGATES AND  H OU SE PRIC ES 
To complete the set of analysis, we publish the TOP Method results of the comparison between 
the United States Monetary Aggregates M1 respectively M2 and the two main House Price 
Indices. Figure 52 visualises the development of the United States money supply. The money 
aggregates are showing an almost continuous growth rate over the entire two decades, which 
is only interrupted by some minor decreases during 1994-1997 and 2006-2008. 

 

Figure 52: Monthly development of the money aggregates M1 and M2 published by the United States Federal Reserve 

The findings of the lead-lag relationship presented in Figure 53 are mixed. On the one side, the 
results suggest that the Money Aggregate M2 was leading the house price development over 
the period between 1991 and 2007. On the other side, this cannot be confirmed by the Money 
aggregate M1, which allows no clear interpretation. However, in the aftermath of the financial 
crisis in 2008 both Money Aggregates are lagging behind the interest rate development. 

The results of variation analysis presented in Figure 54 are not able to provide additional 
information. For both Money Aggregates M1 and M2 the non-monotonic result is strongly 
fluctuating between a positive and a negative correlation, thus the direction of causality 
cannot be determined.  
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Figure 53: Lead-Lag dependence ! !  between the returns of the two United States money aggregates and the 
returns of the US FHFA House Price Index on a monthly level at temperature T=3 

 

Figure 54: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

When conducting the same analysis with both, the S&P Case-Shiller HPI as well as the 
Bloomberg REOCI, we get qualitatively similar results. Even though the analysis allows no clear 
interpretation, it is similar to the results we gathered in the UK. Again, Figure 53 illustrates that 
during periods of financial busts we see stronger disturbances. For the dotcom crisis in 2000 
we see a reaction towards Monetary Aggregates leading House Prices and during the Credit 
Crunch in 2008 we can observe the opposite.  
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IV.5. SWITZERLAND 
In Switzerland we analyse the correlation between three different maturity interest rates and 
real estate prices represented by the Swiss Property Price Indices for residential flats as well as 
single family houses. The interest rate data is composed of the Swiss National Bank Cash Rate 
reported by the IMF, the 12-month Swiss Franc LIBOR and the 10-year Government Bond Yields. 
All data is given between 1994 and 2011 on a quarterly basis. 

In addition, we report the interdependency analysis between the three Money Aggregates M1, 
M2 and M3, published by the Swiss National Bank and the development of the Swiss real estate 
prices. 

IV.5.1. INTEREST RATES AND  H OU SE PRIC ES 
Swiss house prices boomed during the late 1980s and the early 1990, which forced the Swiss 
National Bank (SNB) to raise the interest rate level, thus counteracting the development of a 
bubble. Consequently, house prices began to fall but as a side-effect the whole Swiss economy 
was slowing down, facing a 3 year recession until 1993, which led to a small shrinkage of the 
economy and a rise in unemployment rates.  

 

Figure 55: Quarterly Swiss interest rate data of the Swiss National Bank Call Rate (IMF - Swiss FFR), the Swiss Francs 
12 month LIBOR and the 10-Year Government Bond as well as the house price development according to the Swiss 
Residential Property Price index for all Flats between first quarter of 1994 and last quarter of 2011. 

In Figure 55 we see that Swiss interest rates, represented by the SNB Cash Rate, the Swiss 
Francs 12-month LIBOR and the 10-year Government Bond Yields continuously deceased in the 
aftermath of the house price peak and the economic recession until 1999. Thereafter, interest 
rates were brought back to higher levels because authorities feared the risk of increasing 
inflation and economic overheating. This period was, however, of a short duration because in 
2000 the dotcom crisis hit the US and Europe, which together with the after effects of the 9/11 
terrorist attacks led to an economic downswing in 2001. The SNB reacted upon this 
development with massive decrease in targeted cash rate level until 2003. In mid 2003 the 
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economy started to recover again, which allowed the SNB once again to slowly increase the 
interest rate levels. This development was suddenly stopped in 2008 as the result of the US 
credit crunch, which also had strong effects on the Swiss economy, forcing the SNB to bring 
interest rate levels down to a historical low. 

In the lower part of Figure 55, we see the development of the Swiss Residential Property Price 
Index (PPI) for all flats (not seasonally adjusted (NSA)). As described above, house prices were 
declining until 1999 when the market turned around, allowing for a modest but continuous 
growth until today (with the small exception of a plateau in 2003-2004). 

The results of the lead-lag analysis between the three Swiss interest rates and the residential 
PPI are presented in Figure 56. For both medium and long-term interest rates the lead-lag time 
is always positive. This means that the return of Swiss Francs 12-month LIBOR and the 10-year 
Government Bond Yields have been leading the changes in property prices within Switzerland 
over more than one decade. This leading relationship is stable for both interest rates at around 
one to two quarters of a year until 2004. After that, some disturbances increase the lead of the 
Government Bond Yield up to one year, while the LIBOR lead vanishes only to return to previous 
values in 2008. The Swiss National Bank’s Cash Rate shows a completely different pattern. The 
analysis suggests that it follows the development of property prices by one to two quarters of a 
year until 2006, with the exception of the period between 1997 and 2000. After 2006, the SNB 
Cash Rate flips towards a leading role over the PPI between 2006 and 2009.  

 

Figure 56: Lead-Lag dependence ! !  between between the returns of various Swiss interest rates and the returns of 
the Swiss Residential Property Price Index for all flats on a quarterly level at temperature T=3 

Figure 57 gives additional information about the direction of the lead-lag relationship. The 
graph shows that both non-monotonic determined interrelations clearly follow the path of the 
negative correlation. The result for the 10-year Government Bond Yield implies that a reduction 
in this long-term interest rate measure will lead to an increase of the real estate price level. For 
the SNB Cash Rate a positive correlation, together with a lagging relationship, suggests that a 
decrease in house prices would lead to an increase in the target rate of Central Banks. However, 
this is counterintuitive as we would expect the opposite to take place. Only in the aftermath of 
the financial crisis in 2007, we see results that follow the common theory. The result for the 1-
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year Swiss Francs LIBOR, which is similar to one of the 10-year Government Bond Yield, is not 
presented in the analysis for the sake of the graphical representation. 

 

Figure 57: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

To verify our previous outcome, we conduct the same analysis using the Swiss Property Price 
Index for all one family houses. Figure 58 shows the development of the index over the same 
period between 1994 and 2011. The graph is the same as the PPI for all flats, with decreasing 
prices until 1999 followed by a continuous growth until today. 

 

Figure 58: Quarterly Swiss house price development according to the Swiss Residential Property Price index for all 
one family houses between first quarter of 1994 and last quarter of 2011. 

Figure 59 describes the dynamic dependence between the returns of the PPI and the changes in 
interest rates. Again we see that both changes in medium and long-term interest rates lead the 
development of Swiss property prices by roughly one to two quarters during the whole 
timeframe of the analysis. Only the SNB Cash Rate is lagging behind the house prices during 
the first period but it becomes unstable in the beginning of the 2000-century and finally 
changes towards leading over the PPI. The results are therefore similar to the ones we have 
seen in Figure 56. 
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Figure 59: Lead-Lag dependence ! !  between between the returns of various Swiss interest rates and the returns of 
the Swiss Residential Property Price Index for all one family houses on a quarterly level at temperature T=3 

Figure 60 shows the variation of the lead-lag patterns, which is analogue to the findings in 
Figure 57. However, this time the results suggest, especially after 2000, a higher tendency of 
the SNB Cash Rate to be leading the development of real estate prices with a negative 
correlation. 

 

Figure 60: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)) 

Summing up the results from the past two analyses, the medium-and long-term interest rates 
are found to be leading the development of both residential price indices by between one to 
two quarters and three to four quarters respectively. The short-term interest rates presented by 
the Swiss National Bank Cash Rate generally lag behind the development of the Property Price 
Index. These findings are strongly congruent with the theoretical background of the 
interdependence between real estate prices and monetary policy. In Switzerland, residential 
properties are mostly financed by mortgages, which can be based on fixed or adjustable rates. 
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While adjustable mortgages use medium term interest rates such as the 12-month LIBOR as a 
proxy for adjusting their rates, fixed mortgages are usually following the development of long 
term government bond yields. The availability of mortgages in Switzerland, which is dependent 
on the interest rate levels, can be seen as one of the limiting factors for demand and therefore 
real estate prices, as supply is inelastic. The Swiss National Bank’s Cash Rate on the other hand, 
which serves as one of the tools for monetary policy, is lagging behind the development in 
house prices. In theory this is not surprising as the SNB is focused on the development of the 
real estate market because it had already experienced a sever bubble in the late 1980s. 
However, the direction of the correlation is counter intuitive and thus prevents a clear 
interpretation. Only in the aftermath of the global financial crisis of the late 2000s, we see that 
the Cash Rate is leading house price development, again showing a negative correlation. This 
can be explained by the reduced interest rates that put additional stimulus in the already 
prospering real estate market. 

IV.5.2. MONEY AGGREGATES AND  H OU SE PRIC ES 
The following analysis investigates the dynamic dependency between the Swiss Money 
Aggregates and the residential Property Prices. Figure 61 illustrates the steady increase of the 
Swiss money supply over more than 20 years. Only during the periods of recessions, namely the 
early 1990s, the dotcom bubble in 2000 and the most recent financial crisis, a decline in money 
supply can be seen on all three levels. With the beginning of economic recovery during 2002 
and especially in late 2008, monetary authorities drastically increased the supply of money 
again.  

 

Figure 61: Quarterly development of the Swiss Monetary Aggregates M1, M2 and M3 published by the Swiss National 
Bank between the first quarter of 1085 and the last quarter of 2010 

The representation of the dynamic lead-lag relationship can be seen in Figure 62 and Figure 63. 
In the first part of the analysis until the early 1990s, the results suggest that the level of 
property prices was leading the changes in Swiss Money Aggregates. Thereafter, the 
interdependence moves towards a lead of the money supply over the real estate prices, with 
the exception of the M3 Money Aggregate (which includes M2 as well as bank’s time deposits). 
In addition to the analysis presented here, we also applied the TOP method to the time series of 
the residential PPI for all Flats. The results are similar in the qualitative structure, however they 
are shifted along the y-axis. The outcomes of the first decade between 1985 and 1995 are 
ambiguous, also considering the fluctuation in the causal direction, while during the period of 
2000 to 2011 all datasets showed similar interdependences with a tendency towards a negative 
correlation. The major characteristic that is present in all three analyses is the disturbed lead-
lag relationship in 2008, where suddenly the lead-lag structure moves toward a lead of the 
Money Aggregates over the house prices. This perfectly matches the time of the expansionary 
monetary policy of the Swiss National Bank, which supported the recovery of the Swiss 
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economy and simultaneously a further increase in real estate prices. However, as the direction 
of causality cannot be finally determined, the results remain weak in their power to explain.  

 

Figure 62: Lead-Lag dependence ! !  between between the returns of three Swiss Monetary Aggregates and the 
returns of the Swiss Residential Property Price Index for all one family houses on a quarterly level at temperature T=3 

 

Figure 63: Variation of the Lead-Lag dependence ! !  relative to the assumption of strict monotonic (negative 
correlation (!!) and positive correlation (!!)) as well as non-monotonic behaviour (negative/positive correlation (!±)
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V. D ISCUSSION 
In theory, the influence of monetary policy on the development of real estate prices is well 
described. Using its two main instruments, target interest rates and money supply, monetary 
authorities should be able to stimulate distressed economies or even disarm economic 
overheating. The target interest rate level is therefore of utmost importance, because it directly 
determines the conditions of money lending and therefore liquidity in the financial market. The 
same is also true for the money supply, which allows central banks not only to tame inflation 
but also to enhance output and consumption. Furthermore, the real estate sector contributes 
to the wellbeing of the global economy by stimulating household’s wealth (Tobins’ q theory) 
and thus consumption.49,33 

The real estate market, being a market of the largest single assets owned by households and 
firms, is strongly dependant on external financing options. Such options are usually in the form 
of mortgages, especially for private residential real estate, which are provided by banks or other 
financial institutions. The costs of these mortgages are indirectly correlated to the base rate of 
central banks. Depending on type of mortgage, whether it is based on fixed or adjustable rates, 
the terms depend on market values of medium- and long-term interest rates. These interest 
rate levels are usually represented by the 1-year LIBOR or 1-year Government Bond yields 
respectively 10-year Government Bond yields that in theory are based on the future discounted 
expected Target Central Bank interest rates with some inflation adjustments127. 

Consequently, when the Central Bank lowers target interest rates, real estate financing options 
become more affordable. This in turn leads to a shift in the demand for owning a house, which 
impacts the prices of real estate128. Despite most of the exogenous supply and demand factors 
of property prices (location, building stock respectively income, demographics, etc.), interest 
rates129are equal across a country, allowing for a homogeneous increase in price levels. Similar 
effects are expected when monetary authorities increase the money supply, which should lead 
to an increasing demand in real estate. However, while empirical evidence for the causal 
relationship between interest rates and house prices is well established8,14,15,43,95, similar studies 
for the influence of money supply are more controversial96,97,130. 

These macroeconomic interdependences are also known as transmission channels, which can 
be summarized into a “financial accelerator” mechanism and a “risk-taking channel”. Both 
theories underline the mutual relationship between the real estate and the credit market. On 
one side, lower interest rates will result in rising prices for real estates and collateral values 
because of higher discounted future costs, which lead to increasing net worth of households as 
well as expanding debt capacities and a simultaneously decreasing default risks of banks43,95,131. 
On the other side, low interest rates force financial institutions to target riskier assets to 
remain at a certain rate of return, leading to property valuations that further depart from their 
fundamentals and increasing lending activates of banks132,133. 

Using the Thermal Optimal Path Method to discover the dynamic interdependence between 
real estate markets and monetary policy, we confirm parts of the described theory and its 
mechanism. Despite the heterogeneity of the datasets comprising Australia, China, the United 
Kingdom, the United States and Switzerland, we are able identify common patterns in the lead-
lag structure. The analysis focuses on five major types of datasets. For the real estate market 
we use house price indices based on different methodologies, housing statistics and stock 
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market indices as a proxy for development of the real estate sector. The open market 
operations of monetary authorities are modelled by interest rates covering three different 
maturities (Base Rate, 1-year LIBOR and 10-year Government Bond yields) and the monetary 
aggregates monitored by the central banks. 

The lead-lag analyses between house prices and interest rates reveal a relatively stable 
interrelation of the real estate market and monetary policy during periods of prospering 
economic activity. The results suggest that prior to the economic turbulences caused by the 
bust of the dotcom bubble, changes in interest rates lead the development of real estate prices 
based on a negative correlation. These findings are in line with most of the literature regarding 
this topic.8,14,15,43,95. However, the results illustrate that this relationship only exists with respect 
to the type of interest rate that is a relevant proxy for a country’s mortgage market. In 
particular, our study indicates that the correlation effects of Central Banks Base Rate or 1-year 
LIBOR are more pronounced than of the 10-year Government Bond Yields. This is especially true 
for Australia and the United Kingdom that are dominated by real estate financing options 
based on adjustable rate mortgages (ARM) and therefore show a strong linkage to the short- 
and medium-term rates (see also Jäger and Voigtländer134). The real estate prices in the United 
States, based on theory, should be strongly related to the 10-year Treasury Bill yields, but our 
results suggest the short-term Federal Fund Rate to be more meaningful. For the case of China 
we find all interest rates to be leading the development of house prices. In average, the lead-lag 
patterns are found to exhibit a time delay of roughly six to twelve month, depending on the 
country and the maturity of the interest rates. 

In the aftermath of the bust of the dotcom bubble and its economic downswing, an interest 
rate shock leads to disturbances in the lead-lag structure as well as in the direction of 
correlation between interest rates and house prices. This shock is particularly significant for the 
results of Australia and the United Kingdom, which as described above have a mortgage 
market that is mainly based on ARMs. The finding harmonises with previous literature that has 
shown that countries with dominating ARM contracts are increasingly prone to the influences 
of monetary shocks134,95, caused by changes in interest rates135. 

With the recovery of the affected economies and the turning of monetary authorities towards 
expansionary monetary policy we observe that the lead-lag patterns return to their previous 
state. In the following years, until late 2006, the results suggest a similar lead relationship of 
the interest rates over the real estate prices. However, for China and the United States, this 
behaviour cannot be observed. Both countries move towards a lead of house prices over the 
development of interest rate levels based on a positive correlation, especially for the Central 
Banks Base Rate. In the United States, this can already be identified in mid 2004, correlating 
with an almost exponential growth in the real estate sector136. Therefore, the results visualise 
attempts of the central banks to cope with an overheating real estate market by increasing 
their target interest rate, which is in line with recent findings in literature.4,130,137,138 

The last period of analysis between 2006 and today produces more controversial results. While 
in Australia, the United Kingdom and Switzerland the lead-lag patterns suggest a lead of the 
interest rates over the changes in house prices with only minor bumps towards a lag during the 
time of the US house price crash, the outcomes for United States and China remain on the level 
as described above. 

In a simplified view we can summarise our findings and identify three types of lead-lag regimes 
between interest rates and house prices. First, the results suggest some kind of post crisis 



A TIME DEPENDENT LEAD-LAG STUDY OF HOUSE PRICES AND MONETARY POLICY  V. DISCUSSION 

  89 

periods of economic recovery that are combined with decreasing or stably low interest rates 
that lead the real estate market based on a negative correlation, resulting in continuous house 
prices increases. The second type is characterized by healthy economic conditions, which allow 
central banks to return to higher interest rate levels. These periods similarly show a leading 
relationship of the interest rates over the house prices, except for the countries that experience 
an overheating of the real estate sector. Finally, there are periods of economic crises that are 
based on two substantially different economic conditions. On one side, a crisis like the dotcom 
bubble, which was primarily affecting the level of the stock markets, forced central banks to 
react on the contraction of the economy by lowering target rates and increasing money supply. 
This positively impacted the housing market, which was already prospering by that time. On 
the other side, the most recent crisis triggered by the bust of the housing bubble in the US and 
the following credit crunch was more severe in its nature because it affected all classes of 
assets. However, for countries that did not cope with a real estate bubble, the most recent crisis 
behaved like the previous financial market crisis and lead to a further appreciation of housing 
prices. This effect is also documented by Ott et al.139 who described the international financial 
linkage as a cause for propagation of the economic downswing. 

For the case of the United Kingdom and the United States a second part of the analysis focuses 
on the impact of monetary policy on the variations in housing statistics. In theory, the level of 
house prices should have a direct impact on the amount of houses for sale140. Homeowners 
generally have a reservation value for their property, which is quite insensible compared to 
changes in the market value. When prices fall, real estate owners are more likely to withdraw 
from the market (if they are not facing severe financial constraints) because they are reluctant 
from selling at a loss. Comparing the theory with our results, we see that in the US it was 
changes in prices that led the fluctuation of houses for sale during the last decade. This has a 
positive correlation with a time delay of between 4 and 10 month and it increases around the 
years of the credit crunch. This seems to be reasonable141 in the light of insecure real estate 
market perspectives. 

Going a step further, we also investigated the relationship between changes of interest rate 
level and the amount of houses sold. From the theoretical perspective this is similar to the 
previous considerations because, as shown above, we find interest rates being a driver for the 
development of real estate prices142. Yet, the fluctuation of houses sold additionally depends on 
the availability of financing options and therefore on the demand for housing. Again, the result 
can partly prove the theory as shown by the 5 to 12 month lead between US interest rate levels 
and the amount of single family houses sold. Especially interesting to observe in the dynamics 
of the lead-lag patterns is the increase of the lead relationship during 2003, at the point when 
the US housing boom picked up in speed and the following reduction of the lead relationship, 
which is directly associated to the increase in interest rate levels to counteract the formation of 
a real estate bubble. This analysis clearly demonstrates the sensitivity of housing markets 
towards changes of the general interest rate levels. 

As a last step we conducted an analysis of the relationship between interest rate levels and 
house price changes and the development of approved loans within the United Kingdom. With 
the mortgage market being the main source of real estate financing, the implications are 
straightforward. Both low interest rates and high property prices are expected to result in an 
increased amount of approved loans143. The background for this behaviour is essentially the 
homeowner’s wealth effect and the financial accelerator mechanism as described above. The 
results suggest that for both cases, the amount of approved UK mortgages is lagging behind 
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the UK interest rate changes and the UK house price index with a time delay of roughly 5 
month. The direction of correlation is ambiguous for the interest rate levels and negative for 
the house prices, which hinders a clear interpretation. However, once again we observe strong 
reactions of the lead-lag pattern during the times of financial crises, especially in 2008’s credit 
crunch. Unfortunately, we could not compare these findings with other countries because of 
the limited availability of such data. 

Coming back to the influence of monetary policy on real estate prices, we investigate the 
interdependence of the development of the money supply on the housing market. However, 
the results vary inconsistently between countries and over time. For Australia and Switzerland, 
the returns of house prices lead the changes in money aggregates by 6 to 12 month until the 
beginning of the 21st century, followed by a regime shift towards a lead of the house price 
indices. For the United States, this relationship seems to be reversed, while the 
interdependence within the United Kingdom does not allow a conclusion et al. As interest rates 
are the dominant instrument of monetary authorities and are also essential for the control of 
the money supply, we conclude that the majority of the lead-lag information of this dataset is 
already covered in the analysis of the dependency towards the interest rates. Nevertheless, the 
results once more show strong signs of perturbations of the lead-lag patterns during the times 
of economic disturbances and realignment of monetary policy. 

Finally, in a last dataset the dynamic correlation between volatility of Stock Market Real Estate 
Indices and the changes of interest rates are analysed. While in the study we only present the 
case of Australia, we additionally conducted similar analysis for the US and the European 
market. All outcomes show a qualitatively similar pattern, which is a continuous lead of the 
stock market index based on a positive correlation over the development of interest rate levels. 
This finding is in accordance with Guo et al.122 who found similar results for the dependence of 
US S&P 500 Stock Market Index and various US interest rates. The main explanation provided 
for this finding is that, especially in times of economic uncertainty, the Federal Reserve is 
increasingly mindful about the stock market behaviour. This directly translates to the housing 
market, which is regarded as one of the most important assets in today’s economies.  

Summing up these findings, we can say that the volatility of the lead-lag path seems to have 
changed over the last two decades. Part of this can be explained by the increasing amount of 
global interconnection of capital markets139, which eases international propagation of 
economic shocks32,34. Therefore, economies and the monetary policies of their central banks are 
not depending solely on the regional market development any more. For the case of the 
housing market especially the securitization of real estate caused such an increasingly strong 
interconnection144. When looking at the results gained from this study, we see that countries 
that did not have their own housing bubble now have to deal with further increasing real 
estate prices, which are even amplified through a reduction in interest rate levels because that 
country’s banking sector suffered from the US credit crunch. 
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VI. C ONCLUSION 
Using the Thermal Optimal Path (TOP) Method introduced by Sornette and Zhou119, we 
investigate the dynamic lead-lag interdependence between the real estate market and 
monetary policy for the case of five exemplary countries. Our study enhances previously 
existing literature by providing a time resolution to the correlation analysis between the 
datasets. This allows for the first time to have an instantaneous representation of the effects 
on the lead-lag structure for the case of regime changes within the underlying data. The study 
suggests that models that assume a constant-correlation, both in direction of correlation and 
causality as used in the majority of empirical studies, may be insufficient when describing the 
relationship between monetary policy and the real estate market. 

Based on the in-depth discussion of the individual results gained by the lead-lag analysis of 
each country, we observed common denominators that seem to be valid for the entire study.  

§ During periods of economic recoveries with stable low interest rate levels or prospering 
economies accompanied by rising interest rates, a lead-lag pattern with only minor 
fluctuations can be observed. The results of these periods suggest a lead of the interest 
rates over the returns of house prices based on a negative correlation with 
approximately 6 to 12 month time delay. 

§ This lead is especially pronounced in relation to Central Banks Base Rate and 1-year 
LIBOR in markets that are dominated by adjustable rate mortgage. 

§ Economic contractions that are followed by realignments of monetary policy cause 
great fluctuations in the lead-lag relationship. This represents strong market 
insecurities, as the movements of monetary authorities are less foreseeable5. The 
direction of the lead-lag perturbation as well as the direction of correlation depends 
strongly on the causes of the crisis. 

§ Concerning the interaction of real estate markets and monetary policy, there seems to 
be a difference between the most two recent crises that struck world economy. An 
economic downswing that is correlated with on-going depreciations in the real estate 
market tends to lead to a regimes shift of the lead-lag relationship towards a lead of 
the housing market over the interest rate levels. In the case of only temporary losses or 
even no impact on the housing values, the lead-lag relationship often exhibits only a 
small disturbance before it returns to the initial setup. 

§ The influence of money supply on changes in real estate prices is ambiguous. Because 
our results cannot provide a homogeneous picture, we conclude that most of the 
monetary authorities’ intention concerning real estate markets is already included in 
the movements of target interest rates. 

However, since the direction of correlation and therefore the predictive relationship changes 
frequently over time, further studies are needed to understand the factors that drive these 
dynamics within the interrelations on a regional level. 
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