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Abstract

With the development of large quantum computing systems it becomes nec-
essary to find protocols which allow for the calibration of individual parts of
this system to be automated. In this work, a Bayesian approach to perform
such calibrations is explored. First, a one-dimensional inference scheme to
estimate one Rabi frequency in a two qubit system is derived for both distin-
guishable and indistinguishable qubits. A similar approach is then used to
derive a two-dimensional scheme which estimates both Rabi frequencies si-
multaneously. Simulations show that the performance of the one-dimensional
protocol is highly dependent on an initial guess for one of the Rabi frequencies
given as input. When comparing the actual Rabi frequency Ω to the esti-

mated value Ω̂ and accepting an estimated result as correct if |Ω−Ω̂| ≤ 0.2
100Ω,

a maximal accuracy of 97% can be achieved, but this is only the case for
specific inputs and additionally depends on the difference between the two
Rabi frequencies. For other inputs and differences, the accuracy can drop
as low as 0%. However, an iterative protocol, using the result of the pre-
vious estimation as input to a new inference, lifts this dependency. For an
iterative protocol, accuracies as high as 98% can be achieved and do not
drop below 46%. The two-dimensional protocol shows some dependency on
the difference between the two Rabi frequencies which should be estimated.
Setting the threshold of acceptance of a result to 2

100
Ωi, a maximal accu-

racy of 93% can be achieved when Ω1 = Ω2 and an accuracy of 51% when
|Ω1 − Ω2| = 0.1 MHz.
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Chapter 1

Introduction

In the beginning of the 20th century, the theory of quantum mechanics first
began to take form in the works of Planck, Einstein, Bohr and many more
[15, 5, 3]. A few years later, in the 1980s, the field of quantum computing
emerged, initially proposed by Yuri Manin [12] and soon considered by others
[6]. What at first was a theoretical consideration soon became reality as the
first machines that are able to perform quantum computation were built.
Nowadays, there are small-scale quantum computers with varying architec-
tures set up in laboratories all over the world.

A quantum computer uses quantum mechanical systems to perform com-
putation. To be a universal quantum computer, the so called DiVincenzo
Criteria must be fulfilled [4]. Namely, a quantum computer has to:

1. be a scalable physical system with a well characterized qubit

2. be able to initialize the qubit to some defined state

3. have long coherence times

4. implement a universal set of quantum gates

5. be able to measure the qubits

6. have the possibility to convert flying to stationary qubits and vice versa

7. reliably transmit flying qubits between locations

One of the architectures which implements all of these criteria is the ion
trap. In such a setup, single ions trapped in an electric potential are used as
qubits - the fundamental unit of information in quantum computing. This
is the architecture used in our laboratory. We currently have the ability to
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perform operations on up to three qubits simultaneously. Although there
are quantum computers which contain far more qubits [9], most of these do
not yet fulfill all the DiVincenzo criteria. It is, therefore, still useful to con-
sider smaller systems. The most important topics of current research include
quantum error correction. High fidelities are needed to meaningfully carry
out fault-tolerant algorithms, which can be improved in small-scale systems
and will be required for larger systems to work in the desired way.

Since physical systems demonstrating quantum computation can now be
built, it is possible to think about the technical aspects that limit the com-
putation and how one could improve the accuracy of computation. This will
ensure that once larger systems fulfilling all DiVincenzo criteria are realized,
the solutions to the most basic issues are already known.
In trapped ions, computation is performed by manipulating the states of ions
using lasers. However, this coupling is only useful once the laser and ions are
aligned properly. The alignment can fluctuate due to external factors, mak-
ing a daily and sometimes hourly calibration necessary. In our laboratory,
some of these calibration steps were so far done by hand, requiring a lot of
time that could be used to run higher-level experiments. In this thesis, I will
explain how parts of this calibration can be performed in an automated way.
In chapter 2 I will give an introduction to both quantum computing and ion
traps. I will then describe the calibration task I automated in chapter 3, giv-
ing detailed explanations of the algorithm used. Finally, I will present some
results of the performance of this calibration and analyze them in chapter 4
before giving a conclusion to this thesis in chapter 5.
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Chapter 2

Ion traps

As stated in the introduction, this thesis is written wtih an ion trap architec-
ture in mind. Thus, it is necessary to understand the basics of trapped ion
physics. I will first give a short overview on quantum computing. Then, I will
explain how each of the DiVincenzo criteria is implemented in this architec-
ture before presenting our setup, as well as providing a more mathematical
discussion on qubit manipulation.

2.1 Qubits

In classical computing, the concept of the bit is well known. It is the ba-
sic unit of information that is used to perform computation and can have a
value of either 0 or 1, often also referred to as false and true. Since classical
computing is based on classical physics, these are the only states available to
the computer. If a classical register contains N bits, then since each of the
bits can be in two states, there are 2N possible states in which the register
can be. However, only one of these states is occupied at any given time.
During computation, the state realized by the system changes depending on
the algorithm that is run.

There is an equivalent to the bit in quantum computing, the qubit, short
for quantum bit [13]. In this case, we consider the physical unit to be a
quantum mechanical two-level system, meaning while unobserved it will be
in a state

|Ψ〉 = α |0〉+ β |1〉

with α, β ∈ C and |α|2 + |β|2 = 1. The states |0〉 and |1〉 are the so called
basis states, and the state of the qubit |Ψ〉 is a superposition of these states.
Only once the state of the qubit is measured does its wave function collapse
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to either |0〉 or |1〉 with probabilities |α|2 and |β|2 respectively. This super-
position enables a quantum computer to potentially solve certain problems
with faster run times than classical computers - for example it is possible to
factorize a number in polynomial time [17], while the best known algorithm
on classical computers is exponential in time.

In the field of quantum information, it is often helpful to think of the
state of a qubit represented on the Bloch sphere. For this consideration, one
rewrites the previous equation as

|Ψ〉 = eiγ
(

cos

(
θ

2

)
|0〉+ eiφsin

(
θ

2

)
|1〉
)

The prefactor eiγ is a global phase which does not show any experimen-
tally observable effects and can, therefore, be ignored. The angles θ and φ
describe angles on a unit sphere, the Bloch sphere, as shown in figure 2.1.

Figure 2.1: The Bloch sphere: the x, y and z axis define three different measure-
ment basis. The angles θ and φ uniquely determine the position of the state Ψ on
the unit sphere. [Smite-Meister, Bloch sphere, a geometrical representation of a
two-level quantum system, 30.01.2009, https://commons.wikimedia.org/wiki/
File:Bloch_sphere.svg]

This visualization is often useful to consider when talking about single
qubit gates or operations. However, it cannot be universally generalized to
multiple qubits.

When considering multiple unentangled qubits, the total state of the sys-
tem is described by the tensor product of the individual states. While this
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is not true for entangled qubits, in this thesis I do not consider entangled
states since the states produced during the calibrations are separable. For
an unentangled two qubit system:

|Ψ〉 = (α1 |0〉1 + β1 |1〉1)⊗ (α2 |0〉2 + β2 |1〉2) =

α00 |00〉+ α01 |01〉+ α10 |10〉+ α11 |11〉

where the coefficients are of course again such that the wave function is
normalized.

2.2 Quantum gates

In classical computing, there are logic gates allowing the user to manipulate
the bits by transforming their states. It can be shown that the only gate re-
quired to implement all other logic gates is the NAND gate. This gate takes
two inputs and gives an output of 0 if and only if both input bits are equal
to 1. In all other cases, 1 is returned. The fact that all other logic gates can
be converted to NAND gates means that the NAND gate is a universal gate.

In quantum computing, there are gates that also convert the state of a
qubit to another state. These gates can be described as unitary transfor-
mations. For example, the NOT gate (often called X gate), can be written
as [

0 1
1 0

]
The action of this gate on a qubit state can be understood if we write the

basis states as vectors

|0〉 =

[
0
1

]
and |1〉 =

[
1
0

]
Applying the X gate to our state |Ψ〉 will result in

X |Ψ〉 =

[
0 1
1 0

](
α

[
0
1

]
+ β

[
1
0

])
= α |1〉+ β |0〉

It can be seen that the state |0〉 gets transformed to |1〉 and vice versa,
which is identical to the action of a NOT gate in classical computation.
To facilitate gates on N qubits, one needs to consider 2N × 2N matrices.
There are several possibilities to construct a universal set of gates for two
qubits, one of which is [13]
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H =
1√
2

[
1 1
1 −1

]

CNOT =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0


T =

[
1 0
0 ei

π
4

]

2.3 The DiVincenzo criteria in ion traps

As mentioned before, the DiVincenzo criteria need to be fulfilled by a uni-
versal quantum computer.

The system used as a qubit in ion traps is of course a trapped ion. Due
to the Earnshaw theorem, it is not possible to trap ions in a static electric
field. In our laboratory, we use an electric field that varies with time - a
so-called Paul trap - to trap the ions [1]. It is possible to trap such ions in
a string to obtain more than one qubit, although several other geometries
are being researched [14]. Using optical pumping - driving a transition to a
certain level using a laser - a state can be initialized, which corresponds to
the second criterion. To fulfill the third DiVincenzo criterion, it is necessary
for the system to exhibit long coherence times with respect to the time it
takes to apply gates. The typical time scale for an operation on an ion trap
quantum computer is in the order of microseconds, while the decoherence
times are usually in the range of milliseconds[7].

To implement quantum gates, two methods are used. On the one hand, it
is possible to use a laser pulse to drive Rabi oscillations between two chosen
basis states. This is used for single qubit gates. On the other hand, to im-
plement multi-qubit gates, the long range interaction between the ions due
to the Coulomb force is used in combination with laser pulses.

To perform read-out, it is possible to drive a transition between either
the ground or excited state and an auxiliary level which exhibits fluorescent
decay. It is thus possible to measure the state of a qubit with a photon
multiplier tube.
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The last two DiVincenzo criteria are fulfilled since ions can be stored in
a cavity. This means it is possible to map the ion state to a photonic state,
and a photon can be transmitted using fibers [7].

2.4 Beryllium

The experiments in this thesis were performed in a trap which is able to trap
9Be+ and 40Ca+ ions. This thesis considers the calibration of experiments
in which two 9Be+ ions and one 40Ca+ ion are trapped, with the 40Ca+ ion
being in between the two 9Be+ ions. The nuclear spin angular momentum
of 9Be+ is I = 3/2. This results in a splitting of the energy levels of the ion,
the most important energy levels of which are shown in figure 2.2.

Figure 2.2: The level structure of Beryllium [11]

Here, F = I + L + S is the total angular momentum quantum number
and mF is its projection along the z-axis. Denote the total orbital quantum
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number as L and the total spin angular momentum quantum number as S.
The excited states P are coupled to the ground states S by a dipole transi-
tion with a lifetime of 8.2 ns.

2.4.1 State preparation

Optical pumping is commonly used to initialize qubits in ion traps. In this
method, one drives a transition where the ion ends up in a state which will
decay rapidly to the desired ground state. Thus, after driving this transition
for some time, the ion is in the ground state with high probability [7].

In our trap, the P1/2 state decays very quickly to S1/2 |F = 2,mF = 1〉,
our chosen ground state. By driving the transition between S1/2 |F = 2,mF = 1〉
and P1/2 as well as the transition between S1/2 |F = 1,mF = 1〉 and P1/2, we
can pump the ion to S1/2 |F = 2,mF = 1〉. This transition is driven by a
near-resonance 313 nm σ+ polarized pulse.

2.4.2 Qubit rotations

Qubit rotations are performed by coupling a pair of S1/2 states via the P1/2

state. We can use the fact that the transition between S1/2 |F = 2,mF = 0〉
and S1/2 |F = 1,mF = 1〉 has a frequency which is independent of the mag-
netic field to first order in a magnetic field of B ≈ 119.45G. The transition
frequency is in this case 1018 MHz. In contrast, the transition between
S1/2 |F = 2,mF = 2〉 and S1/2 |F = 1,mF = 1〉 can be used to describe a
frequency-dependent qubit and has a transition frequency of 1207 MHz.

2.4.3 Readout

Finally, we need to be able to perform readout of the qubit state. In general
in ion traps, we use the fact that some transitions fluoresce under irradiating
light while others do not is used.
Since S1/2 |F = 2,mF = 2〉 and S1/2 |F = 2,mF = 0〉 are close in frequency,
it can happen that light gets scattered from the second state. This can lead
to incorrect measurement results. Therefore, we transfer the population of
S1/2 |F = 2,mF = 0〉 to S1/2 |F = 1,mF = −1〉 and the population of
S1/2 |F = 1,mF = 1〉 to S1/2 |F = 2,mF = 2〉. Then, readout is performed
as explained above by first irradiating the ion with light and then observing
whether or not light is scattered using a photon multiplier tube. This lets us
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distinguish between |0〉 and |1〉.
In a setup of multiple qubits, it is not possible to distinguish all possible
states, namely it is not possible to distinguish between |01〉 and |10〉 since
the light from all ions is collected in one photon multiplier tube. This means
that there are only three possible measurement results: |00〉, |01〉 or |10〉 and
|11〉. This experimental limitation will be of importance later on.

2.5 Laser setup

One set of laser beams is used for state preparation, one for readout and one
for qubit rotations. To control these lasers, we use acusto-optic modulators,
AOMs. These devices are used to change the frequency of the lasers by using
sound waves. In our setup, they are used to send laser pulses as well as
to control the amplitude, frequency and phase of the light that reaches the
ions. Direct-digital synthesizers, DDSs, generate radio frequency signals that
are the input to the AOMs. A DDS allows the user to generate arbitrary
sequences of single-frequency rf tones. The light used to control 9Be+ has a
wavelength of 313 nm. Our setup uses multiple AOMs to accurately control
the parameters of the lasers. A schematic of the setup can be seen in figure
2.3. Simulated Raman transitions are performed by addressing the ions with
two lasers simultaneously. The frequency difference of the two lasers should
be equal to the qubit transition.
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Figure 2.3: The schematic setup of the AOMs and DDSs [11]

For each of the lasers, we can define wave vectors

~k1 =
2π

λ1

n̂1

~k2 =
2π

λ2

n̂2

where λ1 and λ2 are the wavelengths of the two beams, while n̂1 and n̂2

are normal vectors pointing along the direction of the phase velocities of the
beam. In order to drive carrier transitions - a type of transition discussed
in section 2.6 - we need to overlap the two lasers such that the difference
between the wavevectors is minimized. If we, however, would like to drive
sideband transitions, we need the difference between wavevectors to have a
large component in the direction of the motional axis of the ion.
As can be seen in the figure, the laser light first passes through a polarizing
beam splitter, a PBS. Each of the beams resulting from this splitting will be
used as one of the beams to address the ion. The transmitted beam passes
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through another PBS. Both the transmitted and reflected beam after this
pass are sent through two AOMs, both of which are double-passed. These
AOMs are addressed by DDS pulses which we call co com and co switch.
The prefix co emphasizes the fact that the two beams will be co-propagating
once they reach the ion. In each AOM, one of the two beams is unaffected,
while for the other we choose a reflected beam. After passing the AOMs, the
beams are joined using another PBS.
Let us now consider the laser beam which was reflected in the first PBS.
This beam first passes through a double-passed AOM addressed by the DDS
90 switch and then goes through a single-passed AOM addressed by the
DDS 90 a. Since these beams will be propagating at a 90◦angle to the the
beam coming from the other AOMs, the associated DDS channels have the
prefix 90.
The 90 a is kept at constant amplitude and 0 frequency. Once a pulse should
be sent, the frequency is switched to some non-zero value. To perform carrier
transitions, pulses to the co com and co switch are sent, while to perform
sideband transitions pulses are sent to the co com and 90 switch [11].

2.6 Theoretical consideration of single qubit

manipulation

The derivations in this section are based on the derivations of [7] and [11].

In order to describe the state of a qubit after applying a laser pulse, one
needs to solve the Schrödinger equation

H |Ψ(~x, t)〉 = ih̄
∂

∂t
|Ψ(~x, t)〉 .

Here, |Ψ(~x, t)〉 is the wave function of the qubit and H is the Hamiltonian.

The internal state of the ion with a qubit transition frequency ωt, as
well as its axial motional state in a motional mode with frequency ωm are
described by the Hamiltonian

H =
h̄ωt
2
σz + h̄ωma

†a.

Here, σz is the Pauli z operator and a and a† are the creation and annihila-
tion operators.
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The interaction Hamiltonian between a qubit transition and near reso-
nance laser light with frequency ω and phase φ is given by

Hint =
Ω

2
(σ+e

−iφei(η(a+a†)−ωt) + σ−e
iφe−i(η(a+a†)−ωt)). (2.1)

σ+ and σ− are the atomic raising and lowering operators acting on the
qubit. The Rabi frequency Ω is a measure of the strength of the laser field
and will be of importance later on. η is the Lamb-Dicke parameter

η =

√
h̄k2

l

2mωm
cos(θ).

In this equation, kl is the wavevector of the laser, m is the mass of the ion
and θ is the angle between the motional axis of the ion and the wavevector
of the laser. For the experiments presented in this thesis, the Lamb-Dicke
parameter is so small that the exponential term in the Hamiltonian can be
approximated via a first order Taylor expansion. One can, thus, rewrite 2.1
as

Hint =
Ω

2
(σ+e

−iφe−iωt + σ−e
iφeiωt) +

iηΩ

2
(σ+ae

−iφe−iωt + σ−a
†eiφeiωt)+

iηΩ

2
(σ+a

†e−iφe−iωt + σ−ae
iφeiωt).

Or, when changing the frame of reference:

H =
Ω

2
(σ+e

−iφe−i(ω−ω0)t + σ−e
iφei(ω−ω0)t)+

iηΩ

2
(σ+ae

−iφe−i(ω−ω0+ωm)t + σ−a
†eiφei(ω−ω0+ωm)t)+

iηΩ

2
(σ+a

†e−iφe−i(ω−ω0+ωm)t + σ−ae
iφei(ω−ω0+ωm)t).

(2.2)

This Hamiltonian describes how one drives different transitions using the
coupling between a laser and the qubit, given that the linewidth of the laser
is much narrower than the motional frequency of the qubit. Coupling to the
first term leads to an evolution of the qubit’s internal state. This is called
the carrier transition where only the internal ion states are changed, while
no motional states are excited. Coupling to the second and third term results
in evolution of both the motional state and the internal qubit state, giving
the red and blue sideband transitions.
Since for this thesis only the carrier transition will be of importance, one
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can from now on only consider the first part of the Hamiltonian. Define the
detuning δ = ω−ω0, assuming Ω << ωm and δ << ωm. This approximation
is often called a rotating wave approximation. Inserting this approximation
in 2.2, the resulting Hamiltonian takes the form

Hcarrier,tot =
h̄(ω0 + δ)

2
σz + h̄ωma

†a,

leading to a time-independent Hamiltonian

Hcarrier =
h̄δ

2
σz +

Ω

2
(σ+e

−iφ + σ−e
iφ).

From this, one obtains a time evolution of the qubit’s internal state given
by

U(t) = cos

(
Ωeff t

2

)
1− i

Ωeff

sin

(
Ωeff t

2

)
[δσz + Ωeff (cos(φ)σx + sin(φ)σy)] .

The effective Rabi frequency given by Ωeff =
√

Ω2 + δ2 was introduced
here.

However, for an arbitrary single-qubit gate, one can tune the laser fre-
quency such that δ ≈ 0, which simplifies this equation to

Upulse(Ωt, φ) = cos

(
Ωt

2

)
1− isin

(
Ωt

2

)
(cos(φ)σx + sin(φ)σy) . (2.3)

On the Bloch sphere, this describes the rotation around the axis cos(φ)x̂+
sin(φ)ŷ with frequency Ω, the Rabi frequency. It can be seen that if the Rabi
frequency as well as phase of the laser are known, one can prepare the ion
in different states using appropriate times t. While the phase of the laser
is easy to set, the Rabi frequency depends on the laser intensity at the ion,
which in turn depends on the alignment between laser and ion, as well as
the transition properties. The remainder of this thesis will discuss a possible
way to perform this alignment.
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Chapter 3

Estimation of a Rabi frequency

3.1 Bayesian inference

The task of statistical inference is to estimate the distribution of some pa-
rameters given data which depends on these parameters. Bayes’ theorem is
well known from probability theory and can be used to perform inference:

p(θ|X) =
p(X|θ)p(θ)∫
p(X|θ)p(θ)

(3.1)

Here, θ is the parameter (or set of parameters) that should be inferred
and X is the data measured. The left side of equation 3.1 corresponds to the
posterior, the distribution of the parameter after taking X into account. The
likelihood p(X|θ) is the probability that one measures data X given some
parameters θ and p(θ) is the prior distribution of the parameters, not taking
into account the data. This is normalized by the marginal distribution of the
data, i.e. the probability of obtaining data X independent of the parameters
θ.
If we define some initial distribution for our parameters, which can come
from an educated guess, we can update this distribution to support data
that we measure. This process can be repeated multiple times to give a good
estimate of the true distribution of the parameters. However, there are some
limitations. Namely, it is necessary for the right hand side to be a closed
expression. It is possible for this not to be the case in many ways. First,
the likelihood might not have an analytic form or might be very expensive
to evaluate. However, even if the likelihood has an analytical formula, it is
still possible for Bayes’ theorem 3.1 to not be a closed expression depending
on the prior chosen and depending on whether the fraction can be simplified
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to again represent a probability distribution. In the general case, it is not
possible to derive a closed expression for equation 3.1 and different inference
schemes need to be investigated, especially for more complex models.

As I will explain in sections 3.2 and 3.3, in our case we choose a Fourier
series as our prior:

p(θ) =
∞∑

n=−∞

cne
inθ

To update such a distribution according to Bayes’ theorem, it is necessary
to derive an overall relation between the Fourier coefficients of the prior and
of the posterior. The likelihood which emerges from our experimental setup
provides such a relation and lets us infer our parameter of interest with a
very simple scheme.

3.2 The task

We are considering a setup of two Beryllium ions and one Calcium ion. They
are arranged in a string with the Calcium ion between the two Beryllium ions.
Assume that the evolution given by a laser pulse acting on both Beryllium
ions simultaneously can be described by the tensor product of two evolutions
2.3:

Utotal(Ω1t,Ω2t, φ) = Upulse(Ω1t, φ)⊗ Upulse(Ω2t, φ)

The laser pulse will be applied to both ions for the same amount of time.
We would like to find a pulse that lets us rotate the state of both ions by the
same angle, for example by π. This rotation not only depends on the time,
but also on the Rabi frequencies of both ions, which depend on the laser
intensity at the ion and thus on the alignment between the laser and ions.
The phase φ of the laser can be set to an arbitrary value and can, therefore,
be ignored. We would like to estimate the Rabi frequencies of the two ions
for some given beam alignment. If this is possible, we can then align the laser
such that both Rabi frequencies are equal and a pulse applied for a time tπ
will indeed cause a rotation of both ion states by π.

The protocol in section 3.3 is derived from a protocol already implemented
in our lab for one ion. It is based on work done by Andrey Lebedev [10]. It
uses adaptive robust phase estimation (ARPE) to estimate a phase related
to the Rabi frequency. ARPE is similar to robust phase estimation (RPE),
which implements the estimation of single-qubit gate parameters. While
RPE applies a fixed number of rotations for every measurement shot of the
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experiment, ARPE replaces this with an adaptive procedure. Our laboratory
has implemented RPE as well as ARPE to estimate the Rabi frequency of
a single ion. However, these protocols differ from the ones described in this
chapter since two ions are used here. While the overall idea remains the
same, the mathematics needs to be adjusted for the two qubit case.

3.3 Phase estimation

This section presents a protocol to estimate a phase θ0. Later on, an experi-
mental setup which links this phase to the Rabi frequency of one of the two
qubits in use will be described. The other Rabi frequency has to be esti-
mated or known by the user and is given as an input to the algorithm. This
known Rabi frequency can again be linked to a known phase. Of course, the
more accurate the estimate given is, the better the protocol will perform the
estimation of the second Rabi frequency. In this section, the known phase
will be called θknown and the current estimate of the phase θ.

In subsection 3.3.1, I will discuss how the estimation of this phase can
be performed if the qubits are distinguishable. Then, in subsection 3.3.2 the
same will be done in case the qubits are not distinguishable - in other words,
the states |01〉 and |10〉 can not be distinguished.

In both of these cases, the knowledge of θ can be represented at some
step j − 1 of the protocol by a Fourier series:

Pj−1(θ) =
∞∑

n=−∞

c(j−1)
n einθ (3.2)

Taking this equation as the prior, one can calculate the posterior accord-
ing to Bayes’ theorem as

Pj(θ|α, ε) =
p(α, ε|θ)Pj−1(θ)∫ 2π

0

1

2π
p(α, ε|θ)Pj−1(θ)dθ

, (3.3)

where the angle at which the measurement is performed is denoted as α
and the outcome of a measurement as ε. I will now investigate the exact
form of this theorem for distinguishable as well as indistinguishable qubits.
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3.3.1 Distinguishable qubits

Assume that we can distinguish all measurement results: |00〉, |10〉, |01〉 and
|11〉. Although not immediately useful for our current setup, the calculations
presented will be similar to the ones used for the case where some measure-
ment results are indistinguishable. Moreover, an experimental goal of our
laboratory is to make the measurement outcomes all distinguishable, allow-
ing us to use the results in this section.

In this situation, one can rewrite equation 3.3 as

Pj(θ|α, ξ(j−1)
1 , ξ

(j−1)
2 ) =

p(α, ξ
(j−1)
1 , ξ

(j−1)
2 |θ)Pj−1(θ)∫ 2π

0

1

2π
p(α, ξ

(j−1)
1 , ξ

(j−1)
2 |θ)Pj−1(θ)dθ

, (3.4)

where ξj1 and ξj2 represent the spin of the measurement outcome at the
jth step for qubit 1 and 2 respectively (i.e. a measurement of |0〉 corresponds
to ξ = 1 and a measurement of |1〉 corresponds to ξ = −1).

Assume that the experiment is set up such that the probability of mea-
surement outcomes is equal to

p(α, ξ1, ξ2, θ, θknown) =
1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

.

One can now calculate the denominator of equation 3.4 - the marginal
distribution, here denoted as Γ(α, ξ1, ξ2) - as

Γ(α, ξ
(j)
1 , ξ

(j)
2 ) =

∫ 2π

0

1

2π

1 + ξ
(j)
1 cos(α− θknown)

2

1 + ξ
(j)
2 cos(α− θ)

2
Pj−1(θ)dθ =

1 + ξ
(j)
1 cos(α− θknown)

2

(
1

2
+
ξ

(j)
2

4

(
c

(j−1)
−1 e−iα + c

(j−1)
1 eiα

))
.

One can, therefore, write equation 3.4 as

Pj(θ|α, ξ(j−1)
1 , ξ

(j−1)
2 ) =

p(α, ξ
(j−1)
1 , ξ

(j−1)
2 |θ)Pj−1(θ)

Γ(α, ξ
(j−1)
1 , ξ

(j−1)
2 )

. (3.5)

Inserting equation 3.2 for the prior as well as using

cos(x) =
eix + e−ix

2
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an update rule for the Fourier coefficients can now be formulated:

c̃(j)
n = c(j−1)

n +
ξ

(j)
2

2
(eiαc

(j−1)
n+1 + e−iαc

(j−1)
n−1 )

c(j)
n =

c̃(j)
n

c̃
(j)
0

.

(3.6)

For this updating to work optimally, one can choose the measurement
angle α such that the expected entropy gain is maximized, in accordance with
the principle of maximum entropy [8]. Here, define entropy as the Shannon
entropy

S[P (θ)] = −
∫ 2π

0

1

2π
P (θ)ln

[
P (θ)

2π

]
dθ.

The expected entropy gain for the jth step is then defined by

∆jS(α) =
∑
ξ1=±1

∑
ξ2=±1

Γ(α, ξ1, ξ2)(S[Pj−1(θ)]− S[Pj(θ|α, ξ1, ξ2)]).

Inserting equation 3.5, one obtains

∆jS(α) =
∑
ξ1=±1

∑
ξ2=±1

Γ(α, ξ1, ξ2)

∫ 2π

0

dθ
1

2π

(
Pj−1(θ)ln

(
Pj−1(θ)

2π

)
−

1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

1

Γ(α, ξ1, ξ2)
Pj−1(α)[

ln

(
Pj−1(θ)

2π

)
+ ln

(
1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

1

Γ(α, ξ1, ξ2)

)])
.

(3.7)

Due to the summation over all possible ξ, the first and second logarithm
term will sum to 0, resulting in
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∆jS(α) =
∑
ξ1=±1

∑
ξ2=±1

∫ 2π

0

dθ
1

2π

1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

Pj−1(θ)

ln

(
1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

1

Γ(α, ξ1, ξ2)

)
=
∑
ξ1=±1

∑
ξ2=±1

∫ 2π

0

dθ
1

2π
Pj−1(θ)

1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

ln

[
1 + ξ1cos(α− θknown)

2

1 + ξ2cos(α− θ)
2

]
−∑

ξ1=±1

∑
ξ2=±1

∫ 2π

0

dθ
1

2π
Pj−1(θ)ln[Γ(α, ξ1, ξ2)]

=
∑
ξ1=±1

∑
ξ2=±1

1 + ξ1cos(α− θknown)

2

∫ 2π

0

dθ
1

2π
Pj−1(θ)

1 + ξ2cos(α− θ)
2(

ln

[
1 + ξ1cos(α− θknown)

2

]
+ ln

[
1 + ξ2cos(α− θ)

2

])
−∑

ξ1=±1

∑
ξ2=±1

∫ 2π

0

dθ
1

2π
Pj−1(θ)ln[Γ(α, ξ1, ξ2)].

Observing that the cosine term in front of the integral will add up to 1,
inserting the Taylor expansion of the logarithm for the second logarithm in
the first term, observing that the second term is equal to Γ(α, ξ1, ξ2) and
inserting equation 3.2, one gets

∆jS(α) = 1− 2ln(2) +
∞∑
n=1

Re{c(j−1)
2n e2inα}

n(4n2 − 1)
−
∑
ξ1=±1

∑
ξ2=±1

Γ(α, ξ1, ξ2)ln(Γ(α, ξ1, ξ2)).

(3.8)

Thus, the optimal measurement angle to use at the jth step αi is equal
to

αj = α : max ∆jS(α).

To maximize the entropy gain, any algorithm that finds maxima or min-
ima can be used. In my implementation, the golden-section search is used.

By repeatedly measuring the ions, updating the Fourier coefficients ac-
cording to equations 3.6, and finding the measurement angle which maxi-
mizes entropy gain according to equation 3.8, we can generate a posterior
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which accurately models the distribution of the phase. This protocol will be
described in more detail, however, it is useful to first consider the case of
indistinguishable qubits.

3.3.2 Indistinguishable qubits

The calculation presented in subsection 3.3.1 requires the possibility to distin-
guish the two measurements |01〉 and |10〉. However, this is not currently pos-
sible in our laboratory setup. Instead, readout of the qubits only provides the
information that one of the measurement results {|00〉 , |11〉 , {|01〉 or |10〉}}
was observed. Due to the indistinguishability of |01〉 and |10〉, I present a
way to perform a weighted updating in this section.

Again Bayes’ theorem 3.3 is considered. However, the likelihood p(α, ε|θ)
will differ from the distinguishable case since only three different measure-
ment results can be obtained.

For indistinguishable qubits, the probabilities of each outcome for the
measurement will be

p|00〉(α|θ) =
1 + cos(α− θknown)

2

1 + cos(α− θ)
2

p|01〉 or |10〉(α|θ) =
1 + cos(α− θknown)

2

1− cos(α− θ)
2

+

1− cos(α− θknown)

2

1 + cos(α− θ)
2

p|11〉(α|θ) =
1− cos(α− θknown)

2

1− cos(α− θ)
2

.

(3.9)

Introduce some notation:

ζ+ =
c

(j−1)
0 + Re(c

(j−1)
1 eiα)

2
=

1 + Re(c
(j−1)
1 eiα)

2

ζ− =
c

(j−1)
0 − Re(c

(j−1)
1 eiα)

2
=

1− Re(c
(j−1)
1 eiα)

2
.

The denominator of equation 3.3 will now be equal to

Γ(α) =
1 + cos(α− θknown)

2
ζ+

Γ(α) =
1 + cos(α− θknown)

2
ζ− +

1− cos(α− θknown)

2
ζ+

Γ(α) =
1− cos(α− θknown)

2
ζ−.
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Observe that for the measurements of |00〉 and |11〉, the rule to update
the Fourier coefficients of the distribution will be the same as in subsection
3.3.1. However, for a measurement of |01〉 or |10〉, one obtains

c̃(j)
n = c(j−1)

n − cos(α− θknown)

2
(eiαc

(j−1)
n+1 + e−iαc

(j−1)
n−1 )

c(j)
n =

c̃(j)
n

c̃
(j)
0

.
(3.10)

Due to the changes regarding the likelihood, it is also necessary to recal-
culate the entropy gain. Calling the three possible measurement outcomes
χ, one can write down an expression equivalent to equation 3.7:

∆jS(α) =

∫ 2π

0

dθ

2π
Pj−1(θ)ln

(
Pj−1(θ)

2π

)∑
χ

Γ(χ, α)

(
p(χ, α, θknown, θ)

Γ(χ, α)
− 1

)
+

∑
χ

Γ(χ, α)

(∫ 2π

0

dθ

2π

p(χ, α, θknown, θ)Pj−1(θ)

Γ(χ, α)
[ln(p(χ, α, θknown, θ))− ln(Γ(χ, α))]

)
.

Again, the first summation over χ will equal 0. This leads to an expression
similar to the entropy gain 3.8:

∆jS(α) =
∑
χ

∫ 2π

0

dθ

2π
p(χ, α, θknown, θ)Pj−1(θ)ln(p(χ, α, θknown, θ))−

∑
χ

Γ(χ, α)ln(Γ(χ, α)).

It can be shown that this integral, similar to its counterpart in subsection
3.3.1, can be solved analytically. The obtained result is
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∆jS(α) = −1 + cos(α− θknown)

2
ζ+ln(ζ+)−

1− cos(α− θknown)

2
ζ−ln(ζ−)−(

1 + cos(α− θknown)

2
ζ− +

1− cos(α− θknown)

2
ζ+

)
ln

(
1 + cos(α− θknown)

2
ζ− +

1− cos(α− θknown)

2
ζ+

)
+

1

2

(
1− 4ln(2)+

cos(α− θknown)

[
cos(α− θknown) + (ζ+ − ζ−)sin(α− θknown)

1 + sin(α− θknown)

]
+

(1− cos(α− θknown)(ζ+ − ζ−))ln(1 + sin(α− θknown))

)
+

∞∑
m=2

(
1

2
(1− cos(α− θknown) + (1 + cos(α− θknown))(−1)m)+

(1 +msin(α− θknown))

[
cos(α− θknown)

1 + sin(α− θknown)

]m)
Re{c(j−1)

m eimα}
m(m2 − 1)

.

(3.11)

As for the distinguishable case, this expression should be maximized.

3.3.3 The protocol

The overall algorithm to estimate a phase is divided into steps. At each step
of the protocol, the user defines the number of measurement shots that should
be performed. For each shot, the optimal measurement angle is calculated by
maximizing the expected entropy gain. Then, a measurement is performed
and the Fourier coefficients are updated. After each step, the distribution is
transformed to further increase accuracy [11]. In the end, the protocol outputs
the phase estimate. Due to the construction of our Fourier series in equation
3.2, this phase is given by

θ = arg

∫ 2π

0

dθ′
1

2π
P (θ′)eiθ

′
= arg(c−1). (3.12)

A step of phase estimation can be written in pseudo code as follows in
algorithm 1
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Algorithm 1 Adaptive Fixed Rotation Phase Estimation

for shot← 1 to N do
if shot == 1 and prior is uniform then

α← 0
else

find optimal α by maximizing the entropy gain 3.8 or 3.11
end if
Measure
Update coefficients according to 3.6 or 3.10

end for
return θ given by 3.12

3.4 Implementation

Given the protocol from section 3.3, one can now implement a phase estima-
tion to find the Rabi frequency of one ion given the Rabi frequency of the
other. For this, one needs to specify an initial set of Fourier coefficients. In
my case, I choose a Gaussian distribution for each Fourier coefficient:

cn = e−2σ2n2−inµ

where σ = π
8

is the standard deviation and µ = π is the mean of the
distribution.

Please note that since c−n = c∗n, there is no need to save the negative
Fourier coefficients during computation.
Additionally, laser pulses which fulfill equation 3.9 are needed. One such
pulse sequence is

Utotal

(π
2
,
π

2
,
π

2

)
Utotal

(π
2
,
π

2
,−π

2
− α

)
Utotal (kjΩ1tpulse, kjΩ2tpulse,−α) .

Here, the third unitary is a unitary applied for a time kjtpulse with Rabi
frequencies Ω1 and Ω2, where one of the two Rabi frequencies should be
estimated and the other one is known. If one ion is considered to be in the
ground state, applying the unitary transformation will lead to the state
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Upulse

(π
2
,
π

2

)
Upulse

(π
2
,−π

2
− α

)
Upulse (kjΩ1tpulse,−α) |0〉

= Upulse

(π
2
,
π

2

)
Upulse

(π
2
,−π

2
− α

)(
cos

(
α− kjΩ1tpulse

2

)
|0〉

+isin

(
α− kjΩ1tpulse

2

)
|1〉
)

= Upulse

(π
2
,
π

2

) 1√
2

(
|0〉 − e−i(α−kjΩ1tpulse) |1〉

)
= cos

(
α− kjΩ1tpulse

2

)
|0〉+ isin

(
α− kjΩ1tpulse

2

)
|1〉 ,

which leads to an outcome probability of

p(α, ξ) =
1 + ξcos(α− kjΩ1tpulse)

2
.

Now assume both ions to be independent. Therefore, to obtain the out-
come probabilities of the pulse sequence mentioned above, one can simply
multiply the individual outcome probabilities given above:

p(α, ξ1, ξ2) =
1 + ξ1cos(α− kjΩ1tpulse)

2

1 + ξ2cos(α− kjΩ2tpulse)

2
.

This is equivalent to equation 3.9 with θknown = kjΩ1tpulse and θ =
kjΩ2tpulse (if the outcomes for measurements |01〉 and |10〉 are added to-
gether). The protocol will estimate θ = kjA, where A = Ωtpulse. This means
that the Rabi frequency which should be estimated is related to the estimated
phase as

Ω =
θ

kjtpulse
.

The protocol is run for K steps. For each step j ∈ [1, K], one can choose

kj = 2j−1. After every step of the protocol, one gets an estimate k̂jA of the

phase kjA modulo 2π. One then computes an estimate Âj =
k̂jA

kj
restricted to

the range (Âj−1− π
2j−1 , Âj−1+ π

2j−1 ] [16]. One then also shift the distribution 3.2

by some angle β = kj+1Âj−arg(c−1) which transforms the Fourier coefficients
as

cn → cne
−inβ.
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In addition, one increases the standard deviation of the overall distribu-
tion by a factor a, meaning the coefficients transform as

cn → |cn|a
2−1cn.

The pseudo code in algorithm 2 shows the complete protocol.

Algorithm 2 Adaptive Robust Phase Estimation

for j ← 1 to K do
kj ← 2j−1

choose number of shots Sj
for s← 1 to Sj do

perform adaptive fixed rotation phase estimation as described in
algorithm 1

end for
if j==1 then

Âj ← arg(c−1)
else

Â′j ← arg(c−1)/kj

q1 ←
⌊

Â′j
2π/kj

⌋
q2 ← q1 + 1
if q12π/kj + Â′j ∈ (Âj−1 − π/kj, Âj−1 + π/kj] then

Âj ← q12π/kj + Â′j
else if q22π/kj + Â′j ∈ (Âj−1 − π/kj, Âj−1 + π/kj] then

Âj ← q22π/kj + Â′j
else

Âj ← Â′j + π/kj
end if

end if
β ← kj+1Âj − arg(c−1)
cn ← cne

−inβ

cn ← |cn|a
2−1cn

end for

A few additional things need to be considered when implementing the
procedure as explained above. First, it is of course not possible to have an
infinite number of Fourier coefficients, thus we let m be the number of Fourier
coefficients. If m is fixed, then the updating rule 3.6 is not always defined,
since cm+1 is not defined if n == m (note that cn−1 is always defined since
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c−n = c∗n). In my implementation, I decided to set cm+1 = 0.

Second, if one wishes to implement the protocol based on distinguishable
qubits, but with an experimental realization of indistinguishable qubits, it is
necessary to decide after each measurement where |01〉 or |10〉 is measured
whether one performs the update of the Fourier coefficients as if |01〉 or |10〉
was measured. This can be done by assuming that the probability to being
in the state |01〉 after having measured |01〉 or |10〉 is equal to 1+cos(α−θknown)

2
.

Therefore, with this probability we update the Fourier coefficients as though
|01〉 had been measured. However, this introduces randomness into the esti-
mation which may result in wrong estimations.

3.5 Complexity

Let us analyze the complexity of the algorithm described above to roughly
estimate the runtime.

The user can choose the number of phase approximation steps as well
as how many shots he wants to perform at each step. Call the number of
steps K and the total number of shots Km. For each of these Km shots, the
optimal measurement angle is calculated by first finding an optimal starting
value for the gain and then finding the optimal angle using the golden-section
search. The optimal starting value is found by calculating the Shannon en-
tropy for 10 different angles.
To calculate the Shannon entropy, one needs to add up n

2
values with n being

the number of Fourier coefficients. Then, one calculates all possible measure-
ment outcome probabilities, the complexity of which is O(1). Finding the
optimal starting value, therefore, has complexity O(n). The golden-section
search has complexityO(log(1

ε
)) [2] with ε being the precision threshold set, in

our case ε = 10−9. Thus, the complexity of finding the optimal angle is O(n).

Next, a measurement is performed. Assume the time this takes to be
constant. Then, the Fourier coefficients are updated. Each coefficient is
updated individually, giving a complexity of O(n). After every step, the cur-
rent estimated phase is calculated. Updating the phase is O(1). However,
the distribution is also shifted by some factor and its standard deviation in-
creased by a factor at this point in the algorithm, which requires updating
the Fourier coefficients in O(n).

Therefore, the algorithm has a complexity of O(Kmn) for both calculat-
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ing the optimal angle and updating the Fourier coefficients, and additionally
a complexity of O(Kn) to update the phase. This gives an overall complexity
of O(Kmn).
Since all these computations are classical - the quantum part being only the
application of laser pulses to ions and measuring them - this can be used
to estimate the run time of the algorithm. For this, one needs to estimate
the number of operations a compiled C++code can perform per second. This
is of course CPU dependent, however, a common benchmark is 106 opera-
tions per second. If one assumes values for each variables which were used
in testing this protocol, n = 100, K = 8 and m = 50, this will result in
8 · 50 · 100 = 40000 = 4 · 104 operations, meaning the complete estimation
should take on the order of a second or less. Note that these calculations
do not take the time needed by the experiment into account. This is just
the classical expected run time. The algorithm will take additional time to
apply the pulse sequence and perform measurements.

3.6 Estimation of two frequencies

The protocol described in subsection 3.3.3 allows for an estimation of one of
two Rabi frequencies given an estimate for the second Rabi frequency. How-
ever, it would be desirable to estimate both Rabi frequencies simultaneously.
This will be explored in the following section.

Call the phases that should be estimated θ1,0 and θ2,0 and the current
estimation of the respective phases θ1 and θ2.

The knowledge of the phases at some step j− 1 can again be represented
by a Fourier series. However, this time it is a 2-dimensional Fourier series:

Pj−1(θ1, θ2) =
∞∑

n=−∞

∞∑
m=−∞

c(j−1)
n,m einθ1eimθ2 .

For the likelihood, assume distinguishable qubits. Since an implementa-
tion which allows us to distinguish both qubits will be implemented in our
lab in the near future, this will be the case most useful to us. It is also
difficult to calculate the expected entropy gain for indistinguishable qubits,
making this protocol more attractive as a starting point. The probability of
measurement outcomes will be

p(α, ξ1, ξ2, θ1, θ2) =
1 + ξ1cos(α− θ1)

2

1 + ξ2cos(α− θ2)

2
.

The denominator of Bayes’ theorem 3.3 will then differ from the previous
cases in that the integral is now 2-dimensional over both θ1 and θ2. One
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obtains

Γ(α, ξ1, ξ2) =
1

2

ξ1

4
[c

(j−1)
−1,0 e

−iα + c
(j−1)
1,0 eiα]+

1

2

ξ2

4
[c

(j−1)
0,−1 e

−iα + c
(j−1)
0,1 eiα]+

1

4
c

(j−1)
0,0 +

1

4

ξ1ξ2

4
[c

(j−1)
−1,−1e

−2iα + c
(j−1)
−1,1 +

c
(j−1)
1,−1 + c

(j−1)
1,1 e2iα].

(3.13)

Using equation 3.13, an update rule for the Fourier coefficients can be
derived in the same way it is done for one Rabi frequency

c̃(j)
n,m = c(j−1)

n,m +
ξ1

2
[c

(j−1)
n−1,me

−iα + c
(j−1)
n+1,me

iα]+

ξ2

2
[c

(j−1)
n,m−1e

−iα + c
(j−1)
n,m+1e

iα]+

ξ1ξ2

4
[c

(j−1)
n−1,m−1e

−2iα + c
(j−1)
n−1,m+1 + c

(j−1)
n+1,m−1 + c

(j−1)
n+1,m+1e

2iα]

c(j)
n,m =

c̃
(j)
n,m

c̃
(j)
0,0

.

The equation for the entropy gain has to be adjusted in a similar way.
The Shannon entropy now also contains two integrals over both θ1 and θ2.
Using the same approach as for the estimation of one Rabi frequency, one
obtains

∆jS(α) = 2− 4ln(2) +
∞∑
m=1

Re
(
c

(j−1)
2m,0

)
e2imα

m(4m2 − 1)
+

∞∑
m=1

Re
(
c

(j−1)
0,2m

)
e2imα

m(4m2 − 1)

−
∑
ξ1=±1

∑
ξ2=±1

Γ(α, ξ1, ξ2)ln(Γ(α, ξ1, ξ2)).

The adaptive fixed rotation phase estimation will now be very similar to
the algorithm described in subsection 3.3.3. The only difference will be the
actual implementation of the updating. The estimated phases are now given
by
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θ1 = arg(c−1,0)

θ2 = arg(c0,−1).

3.6.1 Procedure to estimate two frequencies

Again, the initial Fourier coefficients need to be set. For my implementation,
I chose c0,0 = 1 with all remaining coefficients being set to 0. The same pulse
sequence as for the estimation of one Rabi frequency is chosen.

As in the estimation of one Rabi frequency, a number of steps K is chosen
to be performed and for each step j ∈ [1, K] there is an associated kj = 2j−1.
The overall protocol is described in algorithm 3.

3.6.2 Implementation details

As for the estimation of one Rabi frequency, if there is a number of k Fourier
coefficients for each axis, there are issues while updating the Fourier coef-
ficients since ck+1,m, c−k−1,m, cn,k+1 and cn,−k−1 are not defined. Again, I
decided to set them to 0. Additionally, it is not possible to have an equiva-
lent of c−n = c∗n. This implies that twice the amount of Fourier coefficients
need to be saved compared to the protocol for one Rabi frequency.

In the current setup it is not possible to test this protocol since the qubits
in our laboratory are not distinguishable. It might be possible to derive a
protocol for indistinguishable qubits, however, we decided not to do this due
to the fact that we are soon going to have the ability to distinguish the ions.

Now, consider the complexity of the algorithm estimating two Rabi fre-
quencies simultaneously. The only difference between the two algorithms is
that since a 2-dimensional Fourier series is considered, the number of coeffi-
cients will be n2. This leads to a complexity of O(Kmn2).
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Algorithm 3 Adaptive Robust Phase Estimation, two Rabi frequencies

for j ← 1 to K do
kj ← 2j−1

choose number of shots Sj
for s← 1 to Sj do

perform adaptive fixed rotation phase estimation as described in
algorithm 1

end for
if j==1 then

Âj,1 ← arg(c−1,0) and Âj,2 ← arg(c0,−1)
else

Â′j,1 ← arg(c−1,0)/kj

q1 ←
⌊

Â′j,1
2π/kj

⌋
q2 ← q1 + 1
if q12π/kj + Â′j,1 ∈ (Âj−1,1 − π/kj, Âj−1,1 + π/kj] then

Âj,1 ← q12π/kj + Â′j,1
else if q22π/kj + Â′j,1 ∈ (Âj−1,1 − π/kj, Âj−1,1 + π/kj] then

Âj,1 ← q22π/kj + Â′j,1
else

Âj,1 ← Â′j,1 + π/kj
end if
Â′j,2 ← arg(c0,−1)/kj

q3 ←
⌊

Â′j,2
2π/kj

⌋
q4 ← q3 + 1
if q32π/kj + Â′j,2 ∈ (Âj−1,2 − π/kj, Âj−1,2 + π/kj] then

Âj,2 ← q32π/kj + Â′j,2
else if q42π/kj + Â′j,2 ∈ (Âj−1,2 − π/kj, Âj−1,2 + π/kj] then

Âj,2 ← q42π/kj + Â′j,2
else

Âj,2 ← Â′j,2 + π/kj
end if

end if
β1 ← kj+1Âj,1 − arg(c−1,0)

β2 ← kj+1Âj,2 − arg(c0,−1)
β = β1 − β2

cn,m ← cn,me
−inmβ

cn,m ← |cn,m|a
2−1cn,m

end for
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Chapter 4

Results

This chapter presents and analyzes the results obtained from simulating the
protocols discussed in chapter 3. Unfortunately, it was not possible to test
them in our setup due to issues with the loading of Beryllium.

4.1 Estimation of one Rabi frequency

In this section, the protocol from subsection 3.3.2 - a one-dimensional infer-
ence for indistinguishable qubits - is considered. This is the only protocol
that can be currently used in our laboratory due to the fact that detection
is done via a single PMT for all ions. It is, therefore, investigated in depth.
The algorithm has multiple parameters which can be controlled. The two ac-
tual Rabi frequencies Ω1 and Ω2 can be changed to explore how the protocol
behaves if the two Rabi frequencies are close together or further apart. Addi-
tionally, it is possible to change the input to the protocol Ωest, the estimated
value of one of the Rabi frequencies. Also, the number of steps performed as
well as the number of measurements per step can be changed. All of these
parameters might influence the accuracy of the estimation. Therefore, simu-
lations were performed to explore the effects of all these parameters.
Another idea which will be explored here is the possibility of an iterative pro-
tocol. While there is already iteration in the one-dimensional protocol in that
the Fourier series gets adjusted multiple times in steps, the iterative protocol
provides a higher level iteration, repeating the algorithm for different inputs
that are based on the previous estimation result. The algorithm provides us
with an estimate Ω̂1. This estimate can now be used as an input to a new
protocol which will then estimate Ω2. This process can be repeated, which
will increase the accuracy for cases where the accuracy was low previously,
i.e. when either the initial input for Ωi was an unfavorable estimate.
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A number of additional parameters were kept constant for all simulations
in this section. These are the number of Fourier coefficients n = 100, the
factor which increases the standard deviation of the distribution after each
step a = 2, and the time for which the laser pulse was applied tpulse = Ω1

π .
For each simulation, the protocol was run 100 times.

4.1.1 Number of measurements

We would like to find out how many steps are optimal for the protocol, as
well as how many measurement shots should be performed per step. A small
number of steps will lead to a less accurate protocol, and so will a lower
number of measurement shots. However, a too large number of steps or
measurement shots will unnecessarily increase the run time of the algorithm.
Therefore, it is important to benchmark how the algorithm performs for var-
ious numbers of steps and measurement shots.

We choose Ω1 = Ω2 = 0.5 MHz and the input Ωest = 0.5 MHz. As we will
see in subsection 4.1.2, the protocol performs best for these values, justifying
our choice.

The first set of simulations was performed by keeping the number of
shots fixed at 50 measurement shots per step. The number of steps were the
integers in the range [5, 11].
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Figure 4.1: Rabi frequency estimation for a varying amount of steps. The upper
plot shows histograms of the estimations for each steps, while the lower plot shows
the standard deviation for each of the samples.

As we can see, the accuracy of the protocol increases as more steps are
performed. Thus, we should choose the maximum number of steps possible
while still maintaining an acceptable run time. There is a slight increase in
standard deviation for 10 as well as 11 steps. While the histogram is centered
on 0.5 MHz, there are some outliers at around 0.55 MHz. These affect the
standard deviation compared to for example 9 steps, where no such outliers
exist. The protocols do not provide any protection against the estimation of
very large or small outliers. This was also observed in later simulations. It
was decided that when |Ω̂−Ωest| ≥ 0.2 MHz, the simulated results would be
discarded. This decision was based on the fact that in actual experiments
results with such large differences to the input would be discarded as well
and these outliers severely skew the standard deviation, as can already be
observed in figure 4.1 for relatively small deviations.

The second set of simulations was performed by keeping the number of
steps fixed at 8 steps, based on the previous results. We then performed a
number of simulations using between 20 and 90 shots per step. The results
are shown in figure 4.2
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Figure 4.2: Rabi frequency estimation for a varying amount of measurement shots,
keeping the number of phase approximation steps at 8 steps. The upper plot shows
histograms of the estimations for each number of measurement shots, while the
lower plot shows the standard deviation of each simulation.

We observe that although there is a dependency on the number of shots
performed per step, the effect seems less dominant than the effect of increas-
ing the number of steps. It should be possible to obtain good results with a
low number of shots and a high number of steps. To determine the optimal
number of steps and shots for our setup, this analysis should be repeated
with real data. For the remainder of this section, 8 steps at 90 shots each
were performed for each run of the protocol.

4.1.2 Effect of input parameter

Since the calculations within the protocol depend to a large part on the input
parameter Ωest, the effect of this input should be investigated. Since the pro-
tocol does not distinguish between Ω1 and Ω2, one of the two Rabi frequencies
can be fixed. In this subsection, we chose Ω1 = 0.5 MHz. The second Rabi
frequency was chosen in the range Ω2 ∈ {0.5, 0.52, 0.54, 0.56, 0.58} MHz. For
each pair of Rabi frequencies, a number of simulations were performed, dif-
fering in the input parameter. The results are shown in figures 4.3 to 4.7
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Figure 4.3: Rabi frequency estimation for a varying input Ωest for Ω1 = 0.5 MHz
and Ω2 = 0.5 MHz. The upper plot shows histograms of the estimations for each
input, while the lower plot shows the standard deviation as a function of this input.
The horizontal red line indicates the desired estimation result of 0.5 MHz.

Figure 4.4: Rabi frequency estimation for a varying input Ωest for Ω1 = 0.5 MHz
and Ω2 = 0.52 MHz. The upper plot shows histograms of the estimations for each
input, while the lower plot shows the standard deviation as a function of this input.
The purple and red horizontal lines indicate the desired estimation results of 0.52
and 0.5 MHz respectively.
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Figure 4.5: Rabi frequency estimation for a varying input Ωest for Ω1 = 0.5 MHz
and Ω2 = 0.54 MHz. The upper plot shows histograms of the estimations for each
input, while the lower plot shows the standard deviation as a function of this input.
The purple and red horizontal lines indicate the desired estimation results of 0.54
and 0.5 MHz respectively.
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Figure 4.6: Rabi frequency estimation for a varying input Ωest for Ω1 = 0.5 MHz
and Ω2 = 0.56 MHz. The upper plot shows histograms of the estimations for each
input, while the lower plot shows the standard deviation as a function of this input.
The purple and red horizontal lines indicate the desired estimation results of 0.56
and 0.5 MHz respectively.
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Figure 4.7: Rabi frequency estimation for a varying input Ωest for Ω1 = 0.5 MHz
and Ω2 = 0.58 MHz. The upper plot shows histograms of the estimations for each
input, while the lower plot shows the standard deviation as a function of this input.
The purple and red horizontal lines indicate the desired estimation results of 0.58
and 0.5 MHz respectively.

Figure 4.3 shows the case Ω1 = Ω2. We see that for Ωest = 0.5 MHz, the
results are centered around 0.5 MHz as expected. We can also observe that
if the input deviates from 0.5 MHz, the protocol stays accurate, however, the
estimation does not converge to the correct result. Instead, it seems to be
biased towards the input.
To calculate the accuracy of the estimations, we define an estimation as

successful if |Ωi − Ω̂i| ≤ 0.2
100Ωi. We chose a threshold of 0.2% since this is

the typical accuracy to which we wish to calibrate the Rabi frequencies in
the laboratory. Counting the number of correct estimations for each input
Ωest, we obtain the second column of table 4.1. This data also leads to
the conclusion that while the estimation works well if Ωest = 0.5 MHz, for
deviating inputs there are quickly no estimates within an acceptable range
of the actual Rabi frequency.
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Table 4.1: Number of correct estimations (out of 100) depending on input value.
A plot of this table can be found in figure 4.8

Ωest (MHz) Ω2 = 0.50 MHz Ω2 = 0.52 MHz Ω2 = 0.54 MHz Ω2 = 0.56 MHz Ω2 = 0.58 MHz
0.42 0 - 34 - -
0.44 0 13 48 71 96
0.46 2 49 80 66 90
0.48 54 91 94 75 89
0.50 96 7 96 74 81
0.51 - 47 1 - -
0.52 62 90 39 0 72
0.53 - 97 - - -
0.54 4 87 97 84 17
0.56 0 41 90 97 91
0.58 0 - 67 93 95
0.60 - - 28 84 91
0.62 - - - 49 92
0.64 - - - 58 87
0.66 - - - - 99

Figure 4.8: A plot containing the values of table 4.1

Figures 4.4 and 4.5 show the behavior of the algorithm if the Rabi fre-
quencies Ω1 and Ω2 are within at most 0.04 MHz of each other. For both
data sets, we see that for Ωest far from Ω1 or Ω2, the calibration approximates
the value of one of the two Rabi frequencies, however, the peaks are shifted
away from the correct values. This suggests that although the algorithm
converges to some value, it does not converge to the correct result, at least
not to an accuracy which would be desired in experiments. Calculating the
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number of correct estimations using the same criterion as before leads to the
results given in columns three and four of table 4.1, we see this fact clearly.

For Ωest ∈ (Ω1,Ω2), the protocol seems to not be able to converge to
a single value, which is more evident in figure 4.5. Instead, the algorithm
cannot decide between estimating Ω1 and Ω2, leading to an overall worse
accuracy than outside this regime. The same becomes clear from the stan-
dard deviations. The standard deviation becomes large in (Ω1,Ω2), pointing
towards the fact that the algorithm has worse convergence in this regime.
For all other inputs Ωest, the standard deviation remains low, however, only
for inputs close to Ω1 or Ω2 are most estimated values close enough to the
actual Rabi frequency for experimental purposes as evident from table 4.1.
These results suggest that for Ω1 ≈ Ω2, the calibration is very sensitive to
the input Ωest.

Figures 4.6 and 4.7 show the results for large differences between Ω1 and
Ω2. These plots show that when Ωest << Ω1 or Ωest >> Ω2, the algorithm
manages to converge to the correct value with good accuracy. However, if

Ωest ≈ Ω1 + Ω2 − Ω1
2 , there is a jump in the standard deviation, and neither

of the two Rabi frequencies are estimated accurately. This seems to be the
same behavior as observed in the previous plots. If the input is chosen to be

near Ωest ≈ Ω1 + Ω2 − Ω1
2 , the algorithm does not converge well to either of

the two Rabi frequencies and instead oscillates between the two values. These
findings are supported by the number of correct estimations in columns five
and six of table 4.1.

In conclusion, we can say that this protocol is very sensitive to the input
Ωest as well as the difference between the two Rabi frequencies. For small
differences, a desired accuracy seems only achievable if Ωest ≈ Ωi. For large
differences, the protocol converges well as long as the input is not chosen

such that Ωest ≈ Ω1 + Ω2 − Ω1
2 .

4.1.3 Iterative protocol

As shown in subsection 4.1.2, whether the estimation succeeds is dependent
on the input Ωest. Choosing an estimate in the range (Ω1,Ω2) seems unde-
sirable. Choosing inputs far away from the actual Rabi frequencies seems to
also be not advisable, at least if Ω1 ≈ Ω2. In this subsection, we present the
results when the output from the protocol is used as input to another proto-
col, regardless of whether this result was correct. This process was repeated
a total of four times.
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Figure 4.9: Rabi frequency estimation for an iterative protocol with a varying first
input Ωest, for Ω1 = 0.5 MHz and Ω2 = 0.5 MHz. 2 iterations were performed.
The upper plot shows histograms of the estimations for each input, while the lower
plot shows the standard deviation as a function of this input.

Figure 4.10: Rabi frequency estimation for an iterative protocol with a varying first
input Ωest, for Ω1 = 0.5 MHz and Ω2 = 0.5 MHz. 3 iterations were performed.
The upper plot shows histograms of the estimations for each input, while the lower
plot shows the standard deviation as a function of this input.
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Figure 4.11: Rabi frequency estimation for an iterative protocol with a varying first
input Ωest, for Ω1 = 0.5 MHz and Ω2 = 0.5 MHz. 4 iterations were performed.
The upper plot shows histograms of the estimations for each input, while the lower
plot shows the standard deviation as a function of this input.

For few steps, such as in figure 4.9, the protocol still does not estimate
the correct value of 0.5 MHz, when the input Ωest is not close to 0.5 MHz.
However, already for two steps the dependency on the input seems to be a
bit relaxed, the peaks of each histogram are much closer to 0.5 MHz than
in figure 4.3. We can also observe that when performing more steps such as
in figure 4.11, the dependency vanishes almost completely. Similar behavior
can be found when Ω1 6= Ω2 as shown in table 4.2. While a simple proto-
col according to section 3.3.2 does not perform well enough to be used for
calibration, it appears that iterations can be used for this purpose. How-
ever, this behavior has to be confirmed in experiments. If these results are
found in real data as well, the optimal number of iteration steps should be
determined.
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Table 4.2: Number of correct estimations (out of 100) depending on input value
after 4 iterations, for each starting value. A plot of this table can be found in
figure 4.12

Ωest (MHz) Ω2 = 0.50 (MHz) Ω2 = 0.52 (MHz) Ω2 = 0.54 (MHz) Ω2 = 0.56 (MHz) Ω2 = 0.58 (MHz)
0.42 92 - 62 - -
0.44 94 74 62 67 89
0.46 94 84 46 68 69
0.48 98 75 58 70 77
0.50 95 88 68 65 77
0.51 - 82 76 - -
0.52 93 83 77 67 64
0.53 - 88 - - -
0.54 95 87 82 66 85
0.56 79 90 71 71 91
0.58 78 - 88 71 92
0.60 - - 71 74 86
0.62 - - - 74 88
0.64 - - - 78 92
0.66 - - - - 87

Figure 4.12: A plot of the values given in table 4.2

4.2 Estimation of two frequencies

It is not possible in our current setup to perform the estimation of both
Rabi frequencies simultaneously with the protocol derived in section 3.6.
However, the plan of our group is to soon implement a way to distinguish
the two ions. Therefore, it is useful to compare the protocol which estimates
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two Rabi frequencies, presented in section 3.6 to the one which can currently
be implemented 1.
The accuracy of this protocol does not change depending on the value of one
single Rabi frequency, it only depends on the difference between Ω1 and Ω2. It
is, therefore, possible to fix one of the two values. For this simulation, the first
Rabi frequency was fixed to Ω1 = 0.5 MHz. Since the protocol is symmetric,
it does not matter whether Ω1 or Ω2 is fixed. The second Rabi frequency Ω2

was chosen to be in the set {0.5, 0.52, 0.54, 0.56, 0.58, 0.60} MHz. The number
of Fourier coefficients, the factor to increase the standard deviation after a
step and the time of the laser pulse were chosen the same way as in section
4.1. The number of steps was set to 9. Unlike in the previous simulations,
we chose to perform 200 measurement shots per step. This was due to the
fact that if we chose a value closer to the one used for the simulations for
the estimation of one frequency, for example 90 shots per step, the algorithm
had not yet converged. For each pair of Rabi frequencies, 100 estimations
were performed.

Figure 4.13: Rabi frequency estimation for a two-dimensional protocol. The upper
plot shows histograms of the estimations of Ω1 for each difference |Ω1−Ω2|, while
the lower plot shows the standard deviation as a function of this difference. The
horizontal red line indicates the desired result of the estimation of 0.5 MHz.

1After performing these simulations, some minor bugs in the implementation of the
protocol were discovered. The results presented here might therefore slightly differ from
results obtained from the corrected version of the protocol
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Figure 4.14: Rabi frequency estimation for a two-dimensional protocol. The upper
plot shows histograms of the estimations of Ω2 for each difference |Ω1−Ω2|, while
the lower plot shows the standard deviation as a function of this difference. The
horizontal purple line indicates the desired result of the estimation which is equal
to Ω2.

Figure 4.13 shows the estimations of Ω1. As we can observe, the his-
tograms are always more or less centered on 0.5 MHz which corresponds to
Ω1. As the histogram for Ω2 = 0.58 MHz suggests, there is still the possibility
for wrong estimations, however, it seems to be much less probable than for
a one-dimensional protocol. Figure 4.14 supports this conclusion. Table 4.3
shows how many estimations were accepted as correct. As in section 4.1, the
estimated Rabi frequencies were compared to the actual values and the result
was assumed to be correct if |Ω1 − Ω̂1| ≤ 0.02Ω1 and |Ω2 − Ω̂2| ≤ 0.02Ω2.
Note that the threshold for acceptance was here chosen to be 0.02Ωi instead
of 0.002Ωi. This was due to the fact that for a smaller threshold, almost
no results were accepted anymore. An acceptable threshold for experimen-
tal purposes needs to be determined before this estimation can be used for
calibration.
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Ω2 (MHz) Number of correct estimations (out of 100)
0.50 93
0.52 92
0.54 87
0.56 84
0.58 67
0.60 51

Table 4.3: Number of correct estimations for a two-dimensional protocol
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Chapter 5

Outlook

This thesis derived multiple protocols which estimate one or two Rabi fre-
quencies in a two qubit setup. Though the results need to be confirmed exper-
imentally, it seems that an iterative one-dimensional protocol can estimate
one of two Rabi frequencies accurately, independent of the difference between
the two Rabi frequencies as well as the input value. A one-dimensional proto-
col without iteration appears to be too dependent on the input and difference
to be used for calibration. A two-dimensional inference scheme is dependent
on the difference between the two Rabi frequencies, giving it a lower accuracy
than a one-dimensional equivalent for large differences. Although it could be
useful to consider a mixture of the one- and two-dimensional protocol, an
iterative one-dimensional protocol seems to be sufficient for calibration.
However, although these protocols allow for the estimation of Rabi frequen-
cies, this does not provide a full calibration. Only when both Rabi frequencies
are equal, applying a laser pulse for some fixed time will rotate both of the
ion states by the same amount. For the calibration of a quantum computer
it is, therefore, necessary to change the two Rabi frequencies after the esti-
mation.
Luckily, it is straightforward to change the values of the Rabi frequencies,
since they only depend on the dipole moment of the transition, which does
not change for the time scales considered, the polarisation of the beams and
the alignment between laser and the ions. Moving the laser will, thus, change
the Rabi frequencies. The easiest way to perform laser alignment is to run
one of the protocols continuously and to move the laser manually after an
estimation is completed.
It would of course be desirable to automate this calibration completely. As-
suming a Gaussian profile for the laser beam, it can easily be calculated to
which position the laser should be moved such that both Rabi frequencies
are equal. If a protocol written for indistinguishable qubits is implemented,
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it is probably desirable to iterate for multiple steps, alternating between es-
timation and moving the laser, to obtain an accurate result.
In our setup, the movement of the laser is controlled by a piezoelectric ce-
ramic. Piezoelectric materials show hysteresis effects. To move the laser, a
voltage is specified which is applied to the piezo and depending on the volt-
age, the piezo contracts or expands and moves the laser. Unfortunately, due
to hysteresis, there is no linear relation between the laser position and this
voltage. To move the laser to a certain position, it is necessary to measure
the hysteresis curve of the material. This curve can then be fitted with an
invertible model, giving a relation between voltage and position. Then it
should be possible to perform an automated alignment.

Each of the protocols presented in chapter 3 is capable of calibrating
the two Rabi frequencies of an ion trap given laser movement. Since one
and two qubit gates are sufficient in order to implement a universal quan-
tum computer, it should not be necessary to extend the estimation to more
qubits. Extending the protocols to more than two qubits will quickly be-
come impractical when choosing a direct approach via Bayes’ theorem. Not
only are such protocols difficult to derive, the computational complexity of
such algorithms will also limits their usefulness. Depending on the exact
problem, it might be more practical to consider Monte Carlo based inference
algorithms or possibly likelihood-free inference methods such as approximate
Bayesian computation. Overall, the protocols presented in this thesis are an
important stepping stone to the automation of the calibration of ion trap
quantum computers. They also provide a more efficient way to calibrate
compared to conventional methods. However, to fully achieve automation,
further considerations are still necessary.
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Appendix
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The code for the simulations I performed can be found on the physics de-
partment Gitlab in the TIQI Projects folder. The files fixed frequency arpe.h

and fixed frequency arpe.cpp implement the phase estimation. They are
thoroughly documented. The file main.cpp contains a function perform arpe,
which performs one phase estimation, given some input parameters. This
function is documented as well. For convenience, an example is provided in
the main() method. Please note that to obtain deterministic results, the ran-
dom number generator has to be seeded using srand(double seed). A sim-
ilar setup can be found for the estimation of two Rabi frequencies. I also im-
plemented an experiment which should run the one-dimensional protocol for
indistinguishable qubits. This can be found on Gitlab in exp arpe 2Be1Ca.cpp.
There were important alterations to the frame CoolDet 2Be1Ca.cpp, which
can be found in frame arpe 2Be1Ca.cpp.

Namely, a variable sequence experiment number is saved on the frame.
In the read out pmts() method, this integer is reduced by one every time
the PMTs get read out. This implements the steps of the protocol. The inte-
ger is initialized for each step as the number of shots that the user specified
in the experiment. When the counter reaches 0, the frame checks with the
experiment whether a new step should be initialized and if so, it calls the
change sequence method which starts a new cooling, state preparation and
qubit manipulation. This ensures that the steps are run properly.
In exp arpe 2Be1Ca.cpp, the experiment is implemented. There are a num-
ber of parameters which can be specified by the user. They are documented
in the header file. One can set whether the experiment should be run again if
the estimation fails. Additionally, one can set the number of shots per step.
The step number is currently limited to 8 steps, however, this can easily be
increased. The user can also provide a known π- and known π

2
-time, which

corresponds to the Rabi frequency given as input, or θknown. The number
of Fourier coefficients can also be adjusted. One can, in addition, provide a
threshold which is used to decide whether the calibration was successful or
not. The estimated value will be compared to the provided Rabi frequency
and accepted if the difference between the two is within this threshold. Fi-
nally, one can provide the protocol with an integer specifying how many
iterations of the protocol should be run. If this is set to 0, no iteration is
performed. However, this last feature was not tested and might contain bugs.
The experiment first calls the Init() method, which initializes all variables
which are needed for the phase approximation. The QubitManipulation()

method is overloaded to perform the three laser pulses described in this
thesis. The GetDefaultPmtCounts() method is overloaded so that after
each measurement in the experiment, the Fourier coefficients are updated
and the FPAs are provided with the new phases, calculated from the mea-
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surement angle α. The get sequence experiment number() updates the
sequence experiment number of the frame based on the number of shots
specified by the user for the current step. Whether or not the experiment
should be continued after a phase estimation is decided in the
PostSequenceCalculations() method. If the phase estimation is not yet
completed, i.e. there are more steps to be performed, the experiment is
continued. Otherwise, the stopExperiment() method is called, which cal-
culates the estimated π-time and Rabi frequency. If the Rabi frequency is
not accepted according to the threshold set by the user, this method checks
whether the user desires to rerun the experiment. Depending on this, ei-
ther the variable exp loop is set to a value higher than allowed, making
the experiment terminate, or the method communicates that the experiment
should be run again.
If the experiment is not terminated after this method,
postCalibrationandReset() is called. This method first estimates the Rabi
frequency. Depending on the estimated value, the global variable correspond-
ing to the π-time is updated. After this method has finished running, the
postCalibrationandReset() method will either re-initialize the experiment
if multiple experiments should be run or the experiment is terminated using
the endProtocol() method.
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