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Abstract. Several methods have been proposed for the phase
and amplitude characterization of sub-10-fs pulses with nJ
energies. An overview of these techniques is presented, with
a focus on the comparison of second-harmonic generation
frequency-resolved optical gating (SHG-FROG) and spectral
phase interferometry for direct electric-field reconstruction
(SPIDER). We describe a collinear FROG variant based on
type-II phase-matching that completely avoids the geometri-
cal blurring artifact and use both this and SPIDER for the
characterization of sub-10-fs Ti:sapphire laser pulses. The re-
sults of both methods are compared in an extensive statistical
analysis. From this first direct experimental comparison of
FROG and SPIDER, guidelines for accurate measurements of
sub-10-fs pulses are derived. We point out limitations of both
methods for pulses in this ultrashort pulse regime.

PACS: 42.65.Re; 42.60.Fc; 42.30.Rx

During the past decade, continuous progress in the field of
ultrashort pulse generation has lead to pulse durations below
6 fs in the visible and near-infrared spectral range [1]. These
ultrashort pulse durations have independently been gener-
ated with three different techniques, namely optical para-
metric amplification [2], compression in either single-mode
fibers [3] or hollow optical waveguides [4], and, most re-
cently, by direct generation inTi:sapphire laser oscillators [5,
6]. Despite the variety of methods, all these sources exhibit
broad and complex spectra, making characterization of their
pulses a demanding task.

Conventional autocorrelation techniques, which require
a priori knowledge of the pulse shape, can be used to deter-
mine rough estimates of the pulse duration. For a more pre-
cise measurement, a variety of methods has been proposed al-
lowing for a full reconstruction of pulse amplitude and phase
from measured data only [7–11]. Of these methods, espe-
cially frequency-resolved optical gating (FROG, [8, 12]) has
found widespread use. Recently, two new methods have been
introduced: spectral phase interferometry for direct electric-
field reconstruction (SPIDER, [11, 13]) and iterative decorre-
lation of the second-order autocorrelation [14]. These three

methods have also been used for the characterization of
pulses in the sub-10-fs regime [3, 15–19]. The applicability
of a particular measurement technique in this pulse duration
regime is not solely determined by possible bandwidth limi-
tations but also by the requirements on the nonlinear optical
process or the beam geometry involved.

Currently, research to produce pulses of even shorter du-
ration is underway. While it is speculated that pulses from
existing sources of high-harmonic generation exhibit attosec-
ond time signature, pulse characterization methods have yet
to be demonstrated in the sub-fs regime. This shows that
measurement of extremely short pulses can be as much of
a challenge as the generation of the pulses themselves. In
this paper, we will give an overview of two phase-sensitive
pulse characterization methods that are suitable for the op-
tical two-cycle regime and beyond. We investigate system-
atic limitations of the characterization techniques. Based on
measurements on a SESAM-assisted Kerr-lens modelocked
Ti:sapphire laser [6], we directly compare FROG, SPIDER,
and interferometric autocorrelation.

1 Motivation for amplitude and phase characterization

Until recently it was the accepted standard that pulse dura-
tion is determined with autocorrelation measurements. The
temporal parameters have usually been obtained by fitting an
analytical pulse shape with constant phase to an autocorre-
lation measurement. The particular fitting function is moti-
vated by theoretical models of the pulse formation process.
For passively modelocked lasers, for example, that allow for
parabolic approximation of these formation mechanisms one
expects a sech2 temporal and spectral pulse shape [20]. For
lasers obeying such a model the a priori assumption of a the-
oretically predicted pulse shape is well-motivated and leads
to good estimates of the pulse duration as long as the meas-
ured spectrum also agrees with the theoretical prediction. Pas-
sively modelocked solid-state lasers with pulse durations well
above10 fsnormally generate pulses close to the ideal sech2

shape [21, 22]. Therefore, autocorrelation is still a good stan-
dard diagnostic for such laser sources.
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In the sub-10-fs regime, however, theoretical models have
to consider higher order effects and thus become more com-
plicated. In this case, no simple analytical pulse shapes can
be expected. Experimentally, this situation is clearly indicated
by more complex pulse spectra, deviating from the ideal sech2

shapes predicted by the simpler models [6, 23–26]. Addition-
ally, even after dispersion compensation, broadband pulses
usually exhibit an uncompensated chirp. Chirped mirrors, for
example, lead to a sinusoidal modulation of the spectral phase
that cannot be completely compensated for by conventional
techniques. Although close to the transform limit, such pulses
are distorted by the uncompensated phase structure (see for
example [18, 19]).

Figure 1 shows the measured interferometric autocorrela-
tion of a pulse with a transform limit of5.3 fs. We compare
this data to an analytical sech2 fit and autocorrelations cal-
culated from SPIDER measurements of the same pulse. The
sech2 fit yields a pulse duration of4.5 fs, but cannot account
for the pedestals of the autocorrelation. In general, any fit neg-
lecting the complicated spectral and phase structure of such
broadband pulses will lead to erroneous results. We observed
the tendency of such fits to underestimate the true duration of
the pulses. On the other hand, the pulses retrieved from the
SPIDER measurements with a30% longer duration agree ex-
cellently with the measured autocorrelation data presented in
Fig. 1. However, it is important to note that this good agree-
ment is necessary but not sufficient to confirm the accuracy of
the pulse characterization. For example, we typically observe
with our sub-10-fs Ti:sapphire laser that the interferometric
autocorrelation does not change as much as the SPIDER or
FROG measurements when we change the extracavity disper-
sion. Thus, this discussion should demonstrate that even for
determining the duration of a pulse, amplitude and phase sen-
sitive characterization techniques are mandatory in the sub-
10-fs regime.

Fig. 1. Measured interferometric autocorrelation of a pulse with a5.3-fs
transform limit (dots). This data is compared to a theoretical sech2-fit (bot-
tom) and to the autocorrelations calculated from a SPIDER measurement
(top)

New methods developed for a full pulse characterization,
such as SPIDER and FROG, have also been used for time-
resolved spectroscopy where the phase information resulted
in additional insight into the microscopic physics. The know-
ledge of the full complex electric field is clearly needed to
get all the information contained in a signal beam (for ex-
ample [27, 28]). We also have demonstrated that the differ-
ential transmission response of semiconductors excited well
above the band edge with20-fs pulses can be manipulated by
the phase of the broadband excitation and readout pulses [29,
30]. Furthermore, coherent control uses the amplitude and
phase of the laser light to manipulate the quantum mechani-
cal phase relationships among the eigenstates of matter [31–
33]. More recently, this has been used to control chemical
reactions [34].

2 SHG-FROG in the sub-10-fs regime

2.1 Noncollinear FROG and the geometrical blurring
artifact

Frequency-resolved optical gating (FROG) is a characteriza-
tion method based on the measurement of a spectrally re-
solved autocorrelation signal followed by an iterative phase-
retrieval algorithm to extract the intensity and phase of the
laser pulse. FROG has been used for pulse durations from
few femtoseconds to several picoseconds and for pulse en-
ergies ranging from the nJ- to the mJ-regime. For a more
general overview of the FROG technique, the reader is re-
ferred to [12, 35]. The nJ pulse energies of our laser dic-
tate that we use second-harmonic generation FROG (SHG-
FROG, [35]). Consequently, the discussion will focus on this
FROG variant.

In the sub-10-fs range, two serious problems with the
FROG technique arise. The first is bandwidth limitation of
the optics and the detection system involved, in particular the
bandwidth limitation of the SHG process. This problem is
reduced by using extremely thin nonlinear optical crystals.
In contrast to autocorrelation, FROG allows us to correct for
bandwidth limitations to a certain extent. With this correction,
measurements of4.5-fspulses have been successfully demon-
strated [15, 36]. Still, particular care has to be given to the
accurate determination of the spectral calibration of the setup.

A second more fundamental limitation is the reduction of
temporal resolution caused by the finite beam-crossing angle
in the nonlinear crystal. Unlike sub-10-fs autocorrelators,
a noncollinear geometry is conventionally used for FROG
measurements. In the noncollinear geometry, temporal reso-
lution has to be traded for suppression of interference fringes.
Assuming Gaussian spatial and temporal profiles, ideal phase
matching, and small crossing anglesθ0 the temporal reso-
lution δt is given by

δt = θ0
w0

c
, (1)

wherew0 is the beam radius in the focal plane andc the
speed of light [36, 37]. Now,θ0 has to be chosen according
to the required suppression of interferences in the recorded
FROG trace. The apparent durationτM retrieved from a dis-
torted FROG trace is related to the effective pulse durationτP
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by

τ2
M = τ2

P+ δt2 . (2)

For ideal spatial beam profiles, the product of far-field
angular spread and the near-field spot sizew0 is a constant
and depends only on wavelength. This relation dictates the
minimum acceptable choice ofθ0 in (1). In [36], an ultimate
temporal resolution ofδt = 0.4 fs at a center wavelength of
800 nmhas been estimated for noncollinear SHG-FROG, as-
suming an overlap of the beams at the 1/e points in the far
field. Experimentally, however, an angle significantly larger
than this has to be chosen to avoid detrimental interference
effects in the recorded FROG trace. This results in tempo-
ral resolutionsδt larger than about1.5 fs [16, 37]. Spatial
beam distortions and poor focusability, more often observed
with ultrashort pulses, may require thatθ0 has to be increased
further to achieve the same amount of interference rejection
and may result in an increased beam radiusw0 in the focal
plane [38].

The geometrical blurring artifact can be reduced by suit-
able aperturing of the SHG-FROG signal in the near-field.
With aperturing, selection of the center part of the signal re-
duces geometrical smearing, but also reduces signal strength.
Aperturing has to be done with care to avoid delay-dependent
spectral shaping [36]. Another option to reduce geometri-
cal blurring would be to use a collinear type-I FROG setup.
In this case, an excessive number of spectra would need to
be acquired to properly resolve the interference fringes. The
interference fringes would require either a special phase-
retrieval algorithm or removal by Fourier filtering, which
would again affect the temporal resolution. At present, we
are not aware of any successful demonstration of a collinear
type-I FROG apparatus.

2.2 Collinear type-II SHG-FROG

As an alternative approach we use a collinear geometry in
combination with type-II phase matching to solve the prob-
lems associated with the geometrical blurring artifact. Type-II
second-harmonic generation is attractive because there is no
need to modify the algorithms originally developed for non-
collinear type-I SHG-FROG. Collinear type-II SHG-FROG
was first demonstrated as a valuable tool for the charac-
terization of ultrashort pulses in the focus of a microscope
objective [39, 40]. With a setup modified for the measurement
of sub-10-fs pulses we characterized pulses with a transform
limit as short as5.3 fs and a pulse duration of6.6 fs [18].
Figure 2 shows the setup used in our experiments. The6.6 fs-
pulses measured with this FROG variant are displayed in
Fig. 3.

The most important consideration for a type-II setup is
the minimization of polarization-dependent spectral shaping
in the two perpendicularly polarized beam paths. This shap-
ing effect can give rise to asymmetry in the autocorrelations
or the FROG traces. With a sufficiently thin nonlinear crys-
tal, the dominant sources of asymmetry are the beamsplitters.
Using near-normal incidence on the beamsplitters avoids this
problem.

With the extremely thin nonlinear crystals required for
the measurement of sub-10-fs pulses, additional non-phase-

Fig. 2. Collinear type-II SHG-FROG setup: BS= beamsplitters, PR=
periscope for polarization rotation, HA= periscope for height adjustment,
FM = focusing mirror, SHG= nonlinear crystal, OMA= optical multi-
channel analyzer.Dotsandarrowson the beam path display the polarization
state of the beam

Fig. 3. Collinear type-II SHG-FROG measurement of6.6-fs pulses. The
recorded FROG trace (above) and the retrieved temporal intensity profile
(below) are shown

matched processes may contribute spurious SHG signals, in-
terfering with the type-II FROG signal. For a10-µm-thick
BBO crystal (point-group 3m) one spurious signal is gener-
ated via the square nonlinearity tensor element d31 [41]. This
signal is polarized along the extraordinary axis and there-
fore results in a distortion of the FROG trace. For our setup
we chose a10-µm-thick ADP crystal (point-group42m).
Because of the higher crystal symmetry, the only second-
harmonic background signal present with ADP stems from
the d25 tensor element. Because it is polarized perpendicu-
larly to the FROG signal, it is easily rejected by a polarizer.

The major limitation of the temporal resolution of a col-
linear type-II SHG-FROG apparatus is the group-velocity-
mismatch (GVM) in the nonlinear crystal. GVM between
the orthogonally polarized fundamental pulses causes a tem-
poral blurring of the FROG-data similar to the geometrical
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blurring in a noncollinear setup. For the collinear type-II ap-
paratus, however, the temporal resolution is independent of
beam quality. Additionally, a collinear setup does not require
careful alignment and control of the beam crossing angle
to achieve optimum temporal resolution. For a10-µm-thick
ADP crystal, GVM between the fundamental pulses amounts
to 1.2 fs. Although not strictly analogous toδt defined in (1),
this number is on the order of the best reported values of geo-
metrical beam-smearing in noncollinear setups [16, 36, 37].

2.3 Spectral calibration and frequency-dependent mode-size

Because FROG reconstructs the pulse profile from a series
of second-harmonic spectra, spectral calibration errors may
cause distortions of the reconstruction algorithm. Therefore,
it is mandatory to correct for spectrally varying second-
harmonic generation and signal detection efficiencies of
broadband FROG measurements. The efficiency of second-
harmonic generation can be calculated from known crystal
parameters. Following [36] and the assumptions therein, the
type-II conversion efficiency is

R(Ω, L)= Ω2

ne(Ω)

×
[
(n2

e(Ω)−1)

(
n2

e
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2

)
−1

)(
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o

(
Ω

2

)
−1

)]2

×sinc2
(

∆k(Ω)L

2

)
,

(3)

with Ω representing the second-harmonic frequency,ne and
no the refractive indices of the extraordinary and the ordinary
axes, respectively,∆k the phase mismatch, andL the crystal
length. The measured FROG traceS(Ω, τ, L) is related to the
corrected traceSSHG

FROG(Ω, τ) by

S(Ω, τ, L)∝ Q(Ω)R(Ω, L)SSHG
FROG(Ω, τ) . (4)

The detection efficiencyQ(Ω) is measured using a calibrated
white-light source.

Compared to [36], a factor ofΩ that accounts for the
frequency-dependent mode-size (FDMS) has been omitted
in (3). Using a set of10-nm-wide interference filters, we
monitored the change in FDMS in the focal plane of our
FROG setup with slight variation in intracavity dispersion
(see Fig. 4). In our measurements on the sub-10-fs oscillator,
we did not observe the simple relationship, suggested in [36],
that relies on the assumption of a linear optical cavity. Instead,
we observe a complex behavior of the FDMS with strong
spectral variations. At particular wavelengths, we observe
more than50% difference in the FDMS between the two data
sets displayed in Fig. 4, with only a few10µm change in in-
tracavity prism insertion. It has been suggested earlier that the
FDMS of a Kerr-lens modelocked (KLM) Ti:sapphire laser
is determined by the interplay between the Kerr nonlinearity
and the intracavity dispersion [42]. Therefore, the FDMS de-
pends strongly on the particular pulse shape [43]. It should
be pointed out that this dependence is a particular property
of a KLM laser and is not expected to be relevant for other
sources of sub-10-fs pulses. In our measurements, we find

Fig. 4. Measured frequency-dependent mode size. Mode areas (filled cir-
cles) for two different intracavity dispersion values are shown. Local max-
ima in the mode size coincide with local maxima of the corresponding
pulse spectrum (solid line). Qualitatively different types of frequency-
dependencies have been observed for different intracavity dispersion

that completely omitting the FDMS factor in (3) better ap-
proximates the data as displayed in Fig. 4.

A strong FDMS manifests itself as a deviation of the fre-
quency marginal ([44], FROG trace integrated along delay
axis) from the autoconvolution of the fundamental spectrum.
Since in the nonlinear crystal all the modes present in the in-
put beam are mixed in a convolution-like manner, in general,
the FDMS-effect can not easily be corrected for in the FROG
data. For some special but rather common cases, however,
such a correction can and should be done [36].

2.4 Discussion of the SHG-FROG technique

One problem with using the FROG technique in the sub-
10-fs regime is the extremely wide bandwidth associated with
such short pulses. A strong spectral sensitivity dependence
effectively reduces the dynamic range of the detection sys-
tem and may lead to increased noise in the spectral wings. To
guard against such spectral distortions and other systematic
errors in the data, FROG provides the FROG marginals [44].
Another issue closely connected to the presence of noise in
the data is the problem of the convergence of the phase-
retrieval algorithm. For FROG traces of complicated structure
the presence of excessive noise may cause early stagnation
of the optimization algorithm in a non-optimal local mini-
mum. The particular importance of noise issues together with
the complex pulse structures observed in the sub-10-fs regime
often results in slow convergence of the retrieval algorithm
and makes fast update rates virtually impossible. For ampli-
fied laser systems, however, inversion of SHG-FROG traces
of longer pulses have been demonstrated at multi-Hertz re-
fresh rates [45].

So far, noncollinear SHG-FROG has been demonstrated
with pulses as short as4.5 fs [15]. For pulses significantly
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shorter than that, the geometrical blurring artifact must be
corrected either directly in the phase-retrieval algorithm or
with aperturing. To some extent, our collinear implementa-
tion uses a much simpler setup, unrestricted by geometry.
However, serious problems are expected in a type-II setup
as soon as fundamental and SHG spectrum overlap. In this
case, in contrast to type-I geometries, the fundamental light
cannot be fully rejected by means of polarization. Thus, if
such broad spectra have to be characterized with SHG-FROG,
type-I geometries must be used exclusively. A collinear type-I
FROG setup with a suitably modified retrieval algorithm pro-
vides a promising solution by combining the absence of the
geometrical smearing with less restrictive bandwidth limita-
tions. Another option would be to account for the geometrical
smearing effect in the retrieval algorithm as a noninstanta-
neous response of the nonlinear medium [46]. Both methods
should allow for an accurate FROG characterization of pulses
in the single-cycle regime.

3 SPIDER

SPIDER is a self-referencing variant of spectral interferom-
etry [11, 13]. Conventional spectral interferometry measures
the spectral phase differences between two pulses [47]. To
access the spectral phase of a single pulse, SPIDER gener-
ates a spectral shear between the carrier frequencies of two
replicas of this pulse. The phase information of the resulting
interferogram allows the direct reconstruction of the spectral
phase of the input pulse.

The spectral shear is generated by upconversion of the two
replicas with a strongly chirped pulse using sum-frequency
generation in a nonlinear optical crystal. It is convenient to
directly derive the chirped pulse from the pulse to be meas-
ured by a dispersive element. The upconverter pulse has to
be stretched such that its instantaneous frequency can be con-
sidered constant for the duration of the pulse to be measured.
Being separated by a delayτ much longer than the pulse du-
ration, the two replicas are upconverted by different portions
of the chirped pulse with different frequencies. The resulting
spectral interference pattern of the upconverted short pulse
replicas is of the form

S(ω)= |E(ω)|2+|E(ω+ δω)|2+2|E(ω)E(ω+ δω)|
×cos[φ(ω+ δω)−φ(ω)+ωτ] , (5)

where E(ω) is the frequency-domain representation of the
electric field, φ(ω) the spectral phase of the input pulse,
ω denotes the angular frequency andδω the spectral shear.
The phase information contained in the cosine term of (5) can
be extracted by a non-iterative, purely algebraic method [48].
The constant delayτ is determined once by spectral in-
terferometry of the two short-pulse replicas. After subtrac-
tion of the linear phase termωτ, one obtains the spec-
tral phaseφ(ω) at evenly spaced frequenciesωi = ω0+ i ×
δω by adding up the phase differencesφ(ωn+ δω)−φ(ωn)
(n = 0..i −1). In a final step, the complex frequency do-
main representation of the electric field of the pulse is ob-
tained from the reconstructed spectral phase and an indepen-
dent measurement of the power spectrum. Temporal profiles
are obtained by Fourier transforming these results. Recently,
a method for recording the fundamental pulse spectrum and

the SPIDER interferogram simultaneously has been demon-
strated [49].

Inaccuracies in the determination of the linear phase asso-
ciated with the delayτ show up as errors in the reconstructed
phaseφ(ω). Such inaccuracies can be caused by differences
between the wavelength calibration used for the measurement
of the linear phase and the one used for the measurement
of the SPIDER interferogram. These problems are suitably
avoided if the linear phase is derived from the SHG of the
two pulse replicas rather than from their fundamental. This al-
lows using the same calibration for the SPIDER and the linear
phase data and cancels out most of the calibration errors in
the process of subtracting the linear phase from the SPIDER
interferogram phase [50].

SPIDER is an intrinsically fast technique. It requires ac-
quisition of only two spectra and the pulse reconstruction
consists of two Fourier transforms executed in the fraction of
a second on a modest computer. SPIDER has been demon-
strated for real-time single-shot characterization of a10-Hz
amplifier system and with update rates as fast as20-Hz for
a 1 kHz amplifier system [51, 52]. SPIDER is particularly
well suited for sub-10-fs pulse characterization for several
reasons. In this regime, a short piece of a highly dispersive
glass is sufficient for the generation of the strong chirp of
the upconverter pulse. Use of sum-frequency mixing results
in a more economic use of detection bandwidth, compared
to SHG-based techniques. We have used SPIDER to charac-
terize pulses with nJ energy, a transform limit of5.3 fs, and
a duration as short as5.9 fs [19]. In the following subsec-
tion we discuss the SPIDER setup optimized for the sub-10-fs
range.

3.1 Sub-10-fs SPIDER setup

The SPIDER apparatus optimized for the sub-10-fs regime is
shown in Fig. 5. The major part of the input beam is directed
through an uncoated6.5-cm-long SF10 glass block to gener-
ate the chirped pulse for the upconversion. The Fresnel reflec-
tion from the first surface of this glass block also serves as
a broadband beamsplitter. After the all-reflective polarization
rotation, the two pulse replicas are generated in a Michelson-
interferometer with balanced reflectivity and dispersion. The
interferometer uses broadband dielectric beamsplitters on
300-µm substrates. The two pulse replicas are noncollinearly
mixed with the beam from the dispersive arm in a30-µm-
thick BBO crystal cut for type-II interaction. The advantage
of the noncollinear mixing geometry is that no additional
beamsplitter is needed for beam recombination. Both the ge-
ometrical blurring effect caused by the noncollinear beam
geometry and GVM do not play a role in SPIDER because the
upconversion pulse is strongly stretched and can be treated as
cw-radiation within the time frame defined by the input pulse.
Additionally, the quasi-cw nature of the upconversion beam is
exploited in a type-II interaction by polarizing the stretched
pulse along the low-bandwidth extraordinary crystal axis. In
this axis, only a bandwidth given by the spectral shearδω is
required. This allows using the large-bandwidth ordinary axis
for the short-pulse replicas and significantly extends the use-
able bandwidth in comparison with a type-I process in the
identical nonlinear material.
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Fig. 5. SPIDER setup: GDD= glass block for pulse stretching, PR=
periscope for polarization rotation, BS= beamsplitter, TS1= translation
stage for adjustment of delay , HA= periscope for height adjustment, FM
= focusing mirror, SFG= nonlinear crystal, OMA= optical multichannel
analyzer, TS2= translation stage for adjustment of overlap with upcon-
verter pulse.Dots and arrows on the beam path display the polarization
state of the beam

It is possible to build a SPIDER apparatus without the
need for coated beamsplitters by replacing the Michel-
son interferometer with a very thin etalon before the glass
block [52]. The two delayed short-pulse replicas are gener-
ated by Fresnel reflection from the first and the second etalon
surface. The advantages of this approach are easier alignment,
better stability, and very large bandwidth. In fact, the band-
width of such a SPIDER apparatus would be limited only by
the nonlinear crystal, whose bandwidth can be much larger
than that of dielectric beamsplitter coatings.

3.2 Discussion of the SPIDER technique

For retrieving the spectral phase from a SPIDER measure-
ment, no correction for the spectral sensitivity is required.
This is true as long as the detection efficiency varies slowly
with frequency compared to the interference periodτ−1

which in most cases poses no restriction. This insensitiv-
ity towards calibration errors makes SPIDER a particularly
attractive technique in the sub-10-fs regime. Of course, if
the full reconstruction of the temporal pulse shape is de-
sired, a sensitivity correction of the independently measured
pulse spectrum is still needed. Systematic errors in a SPI-
DER measurement can be detected by measuring a pulse
before and after propagation through a material with known
dispersion. To properly resolve all the fringes of a SPIDER
interferogram a more sophisticated spectrometer than with
FROG is required. In our case, a0.5-nm resolution is needed
for the wavelength range from350 nmto 450 nm.

Spectra covering a full octave pose no fundamental lim-
itation to the SPIDER technique since the generated sum
frequency signal is geometrically separated from both funda-
mental beams. Stray light of the fundamental pulse replicas
can be reduced by use of a polarizer, whereas stray light from
the upconverter pulse adds to an unmodulated background.
Strong spectral phase variations might result in a fringe spac-
ing beyond the resolution of the spectrograph. The spectral
resolution therefore determines an upper limit for the chirp
that can be measured with SPIDER.

4 Experimental comparison of SHG-FROG and
SPIDER

For a fair experimental comparison of collinear type-II SHG-
FROG and SPIDER, we aligned ourTi:sapphire laser for
optimum long-term stability to keep fluctuations at an ab-
solute minimum. This requires operating the laser slightly
farther away from the stability limit and at a longer pulse
duration. For the experiments described in this section, the
laser exhibited a transform limit of7.4 fs. Under these con-
ditions, we recorded 10 independent measurements with both
techniques. The FROG traces were recorded at a1.46-fs
step size and a spectral resolution of1.1 nm. The data is
arranged on a (128× 128)-grid. All traces were corrected
according to Sect. 2.3. For pulse-retrieval, commercial soft-
ware (Femtosoft Technologies) was used and 600 iterations of
the algorithm were used to ensure convergence. The SPIDER
data were acquired with a spectral resolution of0.27 nm.
The delay of the short-pulse replicas was302 fs, resulting
in a spectral shear of0.029 fs−1. The group delay disper-
sion in the dispersive SPIDER arm was10 400 fs2. For phase
retrieval from the interferogram we used the procedure de-
scribed in [48].

Even though SPIDER can acquire data more rapidly, we
deliberately used the same time span for each set of measure-
ments to keep laser drift at a comparable magnitude. More-
over, the two setups were designed to have nearly identical
dispersion. However, due to the very short pulse duration,
even small deviations caused by slightly unequal air paths be-
came noticeable. We attribute slight differences between the
results obtained with the two techniques mostly to unequal
dispersion in the beam paths. Additionally, systematic errors
of one or the other method may contribute.

We also performed independent consistency checks by
visually comparing the retrieved pulses with simultaneously
recorded interferometric autocorrelations (Fig. 6). The agree-
ment between the the measured data and the autocorrelations
calculated from the retrieved pulses is excellent, as was ob-
served in earlier crosschecks performed on shorter pulses
(see Fig. 1 and [18, 19]). From these checks, we expect sys-
tematic errors to be relatively small for both techniques.
For the pulses displayed in Fig. 6, the use of FROG and
SPIDER result in a pulse duration of about9 fs, whereas
fitting a sech2 pulse shape to the experimental autocorre-
lation yields a pulse duration of7.5 fs. As discussed in
Sect. 1, the assumption of a particular pulse shape can lead
to large errors in the estimation of the pulse duration. Of-
ten, this tendency is indicated by the strong deviations of
the spectral shape from a sech2 shape. The same arguments
hold for the a priori assumption of other analytical pulse
shapes.

Having discussed potential sources of systematic errors
in the previous sections, we now turn to the statistical errors
characteristic of the individual techniques. For this discus-
sion we use the complete set of 10 measurements and, ad-
ditionally, a selected subset of 5 measurements. For FROG
this selection is based on the FROG error, for SPIDER the
first 5 measurements are chosen. The complete set of FROG
measurements displays FROG errors ranging from 0.0032 to
0.0054. In the selection, no FROG error exceeds the value
of 0.00375.
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Fig. 6. Interferometric autocorrelations calculated from the retrieved pulses
(solid lines) and the independently measured data (circles). Only one half of
the autocorrelation is shown to better resolve the details of the traces. The
result obtained from the FROG measurement is shown on theleft and the
data reconstructed with the SPIDER method are plotted on theright

4.1 Statistics of the temporal pulse parameters

Figure 7 contains temporal intensity profiles reconstructed
with both FROG and SPIDER. The strongest fluctuations are
present in the FROG evaluation with the full statistical set.
One trace strongly deviates from all other measurements in
the wings and this trace also corresponds to the highest FROG
error. In the subset with the five lowest FROG errors, statis-
tical fluctuations are strongly reduced. From this observation
we conclude that the FROG error is well suited to compare
the quality of FROG reconstructions taken at identical condi-
tions. However, the FROG error might be a misleading crite-
rion for a more general comparison of measurements because
it depends on the grid size of the FROG trace as well as on
the percentage of the grid being covered by the actual FROG
data.

The statistical errors in the pulse profiles retrieved by SPI-
DER are comparable to those of the specially selected subset
of FROG data. Restricting the evaluation to the first five SPI-

Fig. 7. Temporal intensity pro-
files reconstructed with FROG
and SPIDER. On theleft side
all 10 measurements are shown.
The right side displays the 5
measurements of the subsets

DER measurements results in a slight reduction of statistical
fluctuations. This suggests a small but systematical tempo-
ral drift in the SPIDER data, which may be attributed either
to a drift of the laser system or of the SPIDER apparatus it-
self. The greater fluctuations of the FROG setup prohibit the
observation of such a small drift.

We compare the results of the FROG and SPIDER
measurements in terms of the full width at half maximum
(FWHM) duration of the temporal intensity profile. This
disregards a lot of the information in Fig. 7, and the pulse
duration turns out to be relatively insensitive to phase fluctu-
ations. Averaging over the complete set of 10 measurements,
we obtain a duration of 8.92± 0.23 fswith FROG and a pulse
duration of 8.91± 0.11 fswith SPIDER. The pulse duration
derived from both methods is in excellent agreement.

4.2 Statistics in the spectral domain

Figure 8 displays the pulse spectra reconstructed with the
FROG technique. Significant deviations from the indepen-
dently recorded pulse spectrum are observed, especially in
the modulated center part of the spectrum. Again, the agree-
ment with the independently recorded spectrum is improved
when the subset with the lowest FROG errors is used. In
this subset the agreement of the average of the reconstructed
spectra with the actual pulse spectrum is excellent whereas
the individual spectra still differ in shape. These differences
are significantly larger than the spectral fluctuations of the
laser system. Therefore, we attribute the variations to a low
robustness of the reconstructed spectra against experimental
noise. A similar comparison for the SPIDER technique is not
applicable because the spectrum is not extracted from the in-
terferogram but is measured separately.

Figure 9 contains a plot of the average spectral phase de-
termined by each technique for each set of measurements.
The error bars represent standard deviations. To estimate the
correlation between spectral power density and phase error,
the independently measured pulse spectrum is included in
each graph.

Similar to the discussion in the previous section, the full
set of FROG measurements shows the strongest fluctuations,
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Fig. 8. Comparison of the FROG-reconstructed pulse spectra (dashed
curves) with the independently measured pulse spectrum (solid line). Note
the strong variations between the different FROG measurements

mainly due to one measurement. This is also the only case
where signal strength and error bars appear to be uncorre-
lated. Selection of the subset results in a reduction of the fluc-
tuations, in case of both measurement methods. For SPIDER,
this reduction is strongest on the high frequencies, thereby
indicating a temporal drift in this portion of the spectrum.

For a quantitative comparison of the phase measurements,
we calculated the average of the standard deviations using
the power spectrum as a weighting function. For the FROG
technique we obtain an averaged statistical phase error of
0.122 radfor the full set and of0.048 radfor the reduced set
of measurements. For SPIDER the corresponding values are
0.044 radand0.017 rad. For phase measurements, SPIDER

Fig. 9. Variations in the spectral phase obtained with the FROG and SPIDER techniques. Thesolid line represents the average of all reconstructed phases.
The pulse spectrum is shown for comparison (dotted line)

outperforms FROG by a factor of 3. The higher accuracy of
SPIDER for spectral phase measurements can be understood
from the fact that it is an interferometric technique that di-
rectly measures this quantity.

In our experiments, we observed that a small number of
FROG measurements showed very poor convergence, giving
rise to the outliers mentioned above. One obvious explana-
tion for these poorly converging data sets is the much longer
acquisition time required for multi-shot FROG. For a single
FROG trace, 128 spectra are recorded and temporal drift of
the laser might result in a slight inconsistency of the data
acquired. In contrast, the data required for the SPIDER tech-
nique can be recorded in a single measurement on a CCD
array.

5 Conclusion

We have presented an extensive discussion of SHG-FROG
and SPIDER, two methods for the measurement of sub-10-fs
pulses with nJ energy. The results for multi-shot SHG-FROG
and SPIDER presented in this paper also apply to higher en-
ergy pulses in the sub-10-fs pulse duration regime. Even the
shortest pulses currently available in the visible and near-
infrared can be accurately characterized with the methods
discussed in this paper.

FROG is very well established and provides several inter-
nal consistency checks. Specialized FROG techniques have
been demonstrated for higher-pulse energies, single-shot vari-
ants, and setups that allow cross-correlation of pulses. FROG
combines the accuracy of a state-of-the-art pulse measure-
ment technique with the simplicity and the familiarity of
a conventional autocorrelator.

For our application, the characterization of very short
pulses close to the transform limit, we favor the SPIDER
technique. In general, we find SPIDER easier to implement
and more robust. SPIDER allows for fast acquisition and its
spectral phase reconstruction is insensitive to spectrally vary-
ing detection and conversion efficiencies. Another attractive
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feature of SPIDER is its simple non-iterative pulse recon-
struction procedure.

Combination of different pulse characterization tech-
niques is a useful crosscheck. For example, reconstruction
of the interferometric autocorrelation trace from the retrieved
pulse shape could confirm the presence of errors in the recon-
struction. From the considerations in this paper, we conclude
that the potential of both methods is not yet fully utilized.
Both SPIDER and FROG should allow for the accurate char-
acterization of pulses in the single-cycle regime.
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