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Abstract: We present a scheme for correcting the spectral fluctuations of high-harmonic 
radiation. We show that the fluctuations of the extreme-ultraviolet (XUV) spectral power 
density can be predicted solely by monitoring the generating laser pulses; this method is in 
contrast with traditional balanced detection used in optical spectroscopy, where a replica of 
the signal is monitored. Such possibility emerges from a detailed investigation of high-
harmonic generation (HHG) noise. We find that in a wide parameter range of the HHG 
process, the XUV fluctuations are dominated by a spectral blueshift, which is correlated to the 
near-infrared (NIR) driving laser intensity variation. Numerical simulations support our 
findings and suggest that non-adiabatic blueshift is the main source of XUV fluctuations. A 
straightforward post-processing of the XUV spectra allows for noise reduction and improved 
precision of attosecond transient absorption experiments. The technique is readily transferable 
to attosecond transient reflectivity and potentially to attosecond photoelectron spectroscopy. 

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement 

1. Introduction 

High-harmonic generation (HHG) of extreme-ultraviolet (XUV) and soft-x-ray radiation lies 
at the origin of attosecond spectroscopy [1–3]. HHG provides a temporal resolution and a 
photon energy range, which enable direct observations of element-specific electron dynamics 
on its natural timescale in atoms, molecules and solids [4–6]. However, the typical signal-to-
noise ratio (SNR) of attosecond spectroscopy is much smaller than of optical spectroscopy for 
several reasons. For example, HHG typically requires high-energy sub-100-femtosecond 
pulses and hence working at low (~kHz) repetition rates where laser noise is higher than for 
high-repetition-rate systems. Additionally, the intrinsic properties of HHG lead to noise: it has 
low conversion efficiency [7], is highly sensitive to the carrier-envelope offset phase (CEP) 
[8,9] and is a highly nonlinear process. While optical femtosecond transient absorption can 
detect spectrally-resolved changes in optical density around 10 μOD and smaller already in 
the kHz range [10–12], XUV attosecond transient absorption can currently only resolve 
transmission changes of 10 mOD [13–16], thus limiting the range of materials and pump 
intensities to investigate. Moreover, the driving laser fluctuations may result in a timing jitter 
of the attosecond pulse emission, as demonstrated in the theoretical analysis of [17], and 
therefore contribute to the timing accuracy [4] of attosecond photoemission experiments. The 
low conversion efficiency of HHG can be counteracted by scaling the driving pulse energy 
together with the geometrical size of the setup [18], by increasing the laser repetition-rate 
[19], extending the pressure-length product [20] or by using shorter driving wavelength [21]. 
However, once enough photons are generated to overcome the detector dark noise, the HHG 
stability becomes the main issue. In this paper, we demonstrate a new approach to improving 
the signal-to-noise ratio in attosecond spectroscopy measurements. 

Powerful techniques from optical spectroscopy can be, in principle, transferred to the 
attosecond-XUV domain. Shot-to-shot referencing is widely used in attosecond transient 
absorption and photoelectron/photoion spectroscopy [22–25]. A further SNR improvement 
can be achieved via balanced detection [26], i.e. single-shot referencing, which in principle 
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can completely eliminate the probe fluctuations up to the quantum limit. In this scheme, a 
reference replica of the probe beam is measured simultaneously with the main transient signal 
either with a photodiode [27] (i.e. spectrally-integrated) or with an additional spectrometer 
[11]. A direct, dual-beam implementation of a balanced detection for attosecond pulses is 
very challenging, because it requires a duration-preserving splitting of the XUV beam and a 
duplicate of an expensive and large XUV spectrometer. As an alternative referencing 
approach, the XUV-induced photocurrent on a metallic mirror can be used to monitor the 
XUV intensity [28], however, such technique gives no access to spectral intensity variations. 

A number of studies considered the possible sources of HHG fluctuations. It was shown in 
[29], that the HHG yield is highly correlated with the ion yield. In [30], the possibility to infer 
the XUV spectrum from post-HHG laser photon counting and the correlation of the XUV 
yield and laser intensity was recently demonstrated. Indeed, the ionization rate determines the 
first step in HHG and is highly nonlinear with the laser field strength [31]. However, in 
another study [32], HHG in a waveguide configuration revealed no correlation between the 
input laser and XUV pulse energy fluctuation. Moreover, an earlier work [33] demonstrated 
that the magnitude of HHG fluctuations depends on laser intensity and photon energy, which 
may be a consequence of the spectrally-dependent phase matching. 

Here we show, that this seemingly contrasting behavior may have a common origin based 
on the intensity-induced spectral shift of the high harmonic which is inherently connected to 
the plasma generated during the HHG process. We experimentally observe these shifts in a 
wide range of HHG parameters around the phase-matching optimum. Moreover, the resulting 
spectrally-integrated XUV pulse energy may be correlated positively, negatively or not at all 
to the laser intensity fluctuation. We support our observations with numerical simulations, 
which include macroscopic propagation effects of both laser and XUV pulses and suggest that 
the HHG fluctuation is primarily caused by a plasma-induced blueshift of the carrier 
wavelength. Additionally, we confirm the suggestion of [33] that the relative HHG fluctuation 
is minimized around the phase-matching conditions. 

Our better understanding of the underlying physics then allows us to predict the HHG 
fluctuations by monitoring the noise of the input laser power on a shot-to-shot basis. A simple 
post-processing of the data then reduces intensity-related HHG fluctuations by a factor of 4. 
Finally, we combine this noise correlation correction with a digital version of lock-in data 
acquisition using a shutter in a realistic configuration of an attosecond transient absorption 
experiment which demonstrates the potential and practical limitations of the technique. Our 
results are readily transferable to attosecond transient reflectivity measurements and 
potentially, to other attosecond spectroscopic and imaging techniques. 

2. Experiment 

In our experiments, see Fig. 1, a commercial laser system (Femtolasers) delivers 25-fs, 1.5-mJ 
near-infrared (NIR) pulses centered at 780 nm at 1 kHz repetition rate. The system provides a 
root mean square (rms) CEP stability of 120 mrad. The laser pulses are further compressed in 
a double-filament setup. These pulses drive the attosecond pump-probe beamline. A detailed 
description can be found in [34]. We can configure the setup to generate attosecond pulse 
trains (APTs) or single-attosecond pulses (SAPs) with a polarization-gating technique. In this 
manuscript, we focus on spectrally broad APTs driven by 15-fs pulses and show that 
analogous results are obtained with SAPs. For the HHG, 190-µJ NIR pulses are focused onto 
a 2-mm-long noble gas target using a concave mirror with a 750-mm radius of curvature, 
yielding an estimated focal spot size of about 35 µm (1/e2 radius). The pulse energy is 
controlled with a motorized iris aperture, and thus the spot size is calculated with truncated 
Gaussian beam focusing equations [35]. 

We record the XUV spectra simultaneously with the input laser energy fluctuations. The 
laser energy fluctuation is monitored on a shot-to-shot basis with a digital acquisition card 
(DAQ), similarly to [36]. A pre-amplified photodiode signal (in photovoltaic mode) is 
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stretched with a 100-kHz low-pass filter prior to digitization (BNC coupling via NI-2110, 
DAQ NI-6251) at 2 MHz. The data is acquired in a short time window, externally-triggered 
by the laser pulses, thus suppressing the low-frequency electronic noise. The ratio of dark-to-
bright photodiode signal fluctuations is 4 × 10−2 rms. Simultaneously, we acquire a 
continuous sequence of XUV spectra at a maximum rate of 100 Hz (limited by the CCD 
readout time) with the first exposure triggered by the laser pulse. After each exposure, which 
integrates over several XUV pulses, the camera sends a voltage pulse (“readout event”), 
which is collected by the same DAQ card. Finally, a mechanical shutter is used for pump 
modulation and an additional photodiode for the timing diagnostics of the shutter opening in 
real transient absorption experiments [13]. The system can run in parallel with our active 
interferometric stabilization of the pump-probe delay, which is required for pump-probe 
experiments over longer time durations. 

 

Fig. 1. Experimental setup. Attosecond pump-probe setup [34], combining the XUV spectral 
referencing (i.e. pump blocked with the shutter) with the correlation-correction technique. The 
laser pulse energy fluctuations are simultaneously recorded with the HHG spectra on a shot-to-
shot basis with a DAQ card. 

3. Results 

3.1 Proof-of-principle demonstration 

Figure 2(a) shows a typical HHG spectrum (blue line), generated in argon at 37 mbar with 15-
fs pulses and averaged over 30 min of acquisition, consisting of ~3.6 × 104 spectra recorded 
with 50-ms exposure, i.e. averaged in a frequency band of 0.6 mHz to 20 Hz. The 
spectrometer resolution is limited by the CCD pixel size, resulting in a varying resolution 
from 20 meV at 25 eV to 160 meV at 65 eV. Note, that the XUV detection is not shot-noise 
limited. The number of XUV photons at the detector is directly calculated from the sensor 
quantum efficiency and the camera gain factor (electrons per digital count), yielding 1.75 × 
105 photons per exposure, and therefore σshot = 1/√N≈0.2%, where σshot is the standard 
deviation and N is the number of photons. 

We find that the relative rms NIR intensity fluctuation of σNIR/INIR = 0.5% transfers into 
the XUV relative spectral power density fluctuation of σXUV(ω)/IXUV(ω) = 2 - 20%, depending 
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on the photon energy. The standard deviation of the spectrum (red line) overlaid on Fig. 2(a) 
is notably different from the shape of the recorded spectrum. It implies that the XUV spectral 
fluctuations have a complicated character, which is not simply related to the fluctuation of the 
energy in each harmonic. We define variables “XUVω” as the XUV spectral density and 
“NIR” as the pulse energy of the driving laser. We may assume, that the spectrally-dependent 
fluctuations Δ(XUVω) are caused by the laser energy fluctuations Δ(NIR) as well as other 
factors (CEP, gas pressure, beam pointing etc.), noted as ξn: 

 n
n n

XUV XUV
XUV NIR

NIR
ω ω

ω ξ
ξ

∂ ∂
Δ ≈ Δ + Δ

∂ ∂  (1) 

To determine the contributions from the first term in Eq. (1), we first note that the XUV 
spectra are acquired with a 50-ms exposure (50 shots), while the NIR energy is detected shot-
to-shot. To compare them we, therefore, average the NIR energy over 50 shots. Given our 
measurement time of 30 minutes and the 50-ms XUV spectrometer exposure (20 Hz data 
acquisition rate) this yields a data series of length 3.6 × 104 for each resolved XUV photon 
energy. To illustrate the resulting data, we select an example photon energy around 39.6 and 
40.3 eV in a 0.5 eV-wide band (orange and blue bars, Fig. 2(a)), and display the data on a 
scatter plot against the 50-ms-averaged NIR energy fluctuation, see Fig. 2(b). We find that the 
XUV and NIR fluctuations are highly correlated at these example photon energies. To 
quantify the correlation as a function of photon energy, for each resolved photon energy we 
perform a least-squares linear fit of the corresponding scatter plot, and model the slope of the 
fit cω as the spectral correlation cω = ∂XUVω/∂NIR (not to be confused with normalized 
covariance, i.e. the Pearson correlation coefficient). 

 

Fig. 2. (a) HHG spectrum generated in Ar with 15 fs pulses (blue line), overlaid with its 
standard deviation (red line). The inset depicts a spectral blueshift induced by a positive NIR 
intensity fluctuation, which causes the XUV fluctuation. (b) Scatter plot of NIR and XUV 
fluctuations in the photon energy bands of 40.1 to 40.6 eV and 39.4 to 39.9 eV, marked with a 
blue and orange bars in the panel “a”, respectively. The inset shows anti-correlation 
corresponding to the photon energies selected with the orange bar. (c) Spectral correlation of 
intensity-induced XUV fluctuation (black line) extracted from a linear fit of the scatter plot for 
each photon energy independently. The overlaid pink line shows the negative derivative of the 
spectrum with respect to photon energy, which represents the effect of a small spectral 
blueshift. (d) Histograms of raw (blue) and balanced (red) XUV fluctuations in the same 
photon energy band. The width of the balanced histogram can be roughly estimated from the 
width of a constant-NIR section (ΔNIR = 0) of the scatter plot (indicated with dashed lines). 
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Note, that the occurrence magnitude of the red histogram is much higher since all the XUV 
data is rescaled and not simply rejected. 

By comparing the standard deviation (Fig. 2(a), red line) with the determined spectral 
correlation (Fig. 2(c), black line), we find that the standard deviation maxima coincide with 
the maxima/minima of the spectral correlation. This observation is consistent with NIR 
energy fluctuations being the dominant source of XUV noise, i.e. 

 
nNIR

n n

XUV XUV

NIR
ω ω

ξσ σ
ξ

∂ ∂
∂ ∂  (2) 

Next, we notice that the spectral noise correlation closely resembles the negative derivative of 
the spectrum with respect to photon energy (Fig. 2(c), pink line): 

 
XUV XUV

NIR
ω

ω
∂ ∂∝ −
∂ ∂

 (3) 

i.e. the increase of the NIR intensity leads to a blue-shift of the XUV spectrum as a whole, see 
inset in Fig. 2(a). 

Knowing the spectral noise correlation, it is, in principle, possible to predict the XUV 
fluctuations from the NIR intensity and improve the confidence interval up to the limit 

 min corrected
n

n n

XUV
XUV ω

ω ξ
ξ

∂
Δ = Δ

∂  (4) 

determined by other noise contributions that are uncorrelated to the NIR fluctuation. The 
noise remaining in the post-processed XUV signal may be higher than the limit corresponding 
to Eq. (4) due to uncertainty of the NIR detection, e.g. electronic noise in the NIR detector. 
The noise correction level can be estimated from a section of the scatter plot at a fixed NIR 
value, see Fig. 2(b), dashed lines. 

For a more accurate demonstration in our 30-min measurement, we correct each XUV 
data point as follows: 

 i iXUV XUV XUV ωω ωΔ = −  (5) 

 ( ),corrected i i iXUV XUV c NIR NIRω ω ωΔ = Δ − −  (6) 

where i numbers the individual XUV spectra, and the overline indicates the average value. 
Figure 2(d) shows the original (blue) and corrected (red) histograms of the XUV intensity (in 
the same photon energy band, marked in blue) with a factor of ~4 improvement. 

3.2 Transient absorption configuration 

Shot-to-shot referencing is widely used in current attosecond pump-probe experiments, 
usually by means of a chopper or shutter, which periodically blocks the pump beam to take 
the “reference” measurement. Therefore, in practice, the low-frequency noise below the 
shutter frequency is already suppressed. In our experiments, we use a fast (up to 50 Hz) 
water-cooled mechanical shutter. Faster chopping rates can be achieved with a tuning fork 
chopper [37]. However, the rate-limiting factor in transient absorption experiments comes 
from the spectrometer CCD readout time, which is around 8 ms in our case and can only be 
decreased at the expense of the SNR or the spectral span (e.g. by reducing the CCD readout 
region). To estimate the additional improvement attainable with the noise correlation 
correction as discussed above, we present in Fig. 3 the data from the scatter plot of Fig. 2(b) 
in the frequency domain. The reduction of XUV noise, shown as red vs blue lines in Fig. 3(a), 
is present for all resolved frequencies. To demonstrate the effect of correlation-correction in a 
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trial transient absorption configuration that was performed without an actual sample for the 
sake of generality, we choose the referencing (shutter) frequency to be 2.5 Hz (fshutter, dashed 
line in Fig. 3(a)) and calculate the precision of the “transient” optical density in the standard 
way: 

 ( ) 1
ln

i

i i

XUV
OD

XUV
ω

ω

ω +Δ =  (7) 

where consecutive spectra XUVi
ω and XUVi + 1

ω represent “reference” and “signal” spectra 
(NIR pump beam blocked and unblocked, respectively). 

Figure 3(b) compares the distributions of optical density for the cases of uncorrected 
(blue) and corrected (red) data, exhibiting a factor of ~2 improvement. These results 
demonstrate that correlation-correction can be combined with shot-to-shot referencing to 
further improve the SNR. However, the degree of achievable improvement depends on the 
referencing speed. 

 

Fig. 3. (a) Spectral analysis of the corrected XUV fluctuations. Blue and red lines show the 
Fourier-amplitudes |FFT(XUVω)| of the raw and corrected XUV intensity in photon energy 
band of 40.1 to 40.6 eV. The dashed vertical line indicates the referencing (shutter) frequency. 
(b) Trial measurements of the accuracy of optical density determination (without actual 
sample), comparing the shutter-only measurement (blue histogram) with additional post-
processing correction (red). 

3.3 Microscopic origin of HHG fluctuations 

To verify the robustness of the correlation, we investigate the spectral correlation coefficient 
for different experimental parameters. We support our observations with numerical 
simulations of HHG using the strong-field approximation (SFA) [38] with the ionization rates 
from the Perelomov-Popov-Terent’ev model (PPT) [31] including macroscopic propagation 
of the laser and generated XUV fields [39]. The diffraction operator is omitted for the XUV 
propagation, since its Rayleigh length (~40 mm) is much larger than the target length (2 mm). 
For comparison with experiment, we radially integrate the final XUV spectrum. 

To determine the intensity-induced fluctuation, we vary the NIR power by 1% in the 
simulation and compute the difference ∆XUVω

simulated = XUVω(ENIR + 0.01 × ENIR)- 
XUVω(ENIR), where ENIR is the input laser pulse energy. Figure 4 compares the experimental 
and theoretical HHG spectra together with the NIR-induced fluctuation as a function of the 
target offset from the geometrical focus. Both, in experiment and theory, the spectral blueshift 
can be observed as a function of the target position as well as due to NIR intensity fluctuation 
at a fixed target position. The spectral blueshift of high-harmonics with intensity was 
previously observed and discussed, e.g. in [40–42]. It could include both the self-action of the 
driving laser field due to plasma generation and the non-adiabaticity of the HHG process. We 
can estimate the plasma-induced self-frequency-shift of the NIR pulse by calculating the 
refractive change due to a 0.5% pulse energy increase which results in a 30 meV shift of 
harmonic order N = 30 at intensity of 1.7x1014 W/cm2 in a 2-mm Argon cell. Thus this self-
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frequency-shift alone can explain the experimentally observed 30 meV harmonic blue-shift at 
0.5% pulse energy fluctuation. 

In the experiment the pulse and beam do not correspond to an ideal Gaussian shape, we 
therefore determine the peak intensity from the experimental cutoff of 67 eV in HHG. This is 
well known to be more accurate. In the simulations, we used 175-μJ pulses of Gaussian shape 
and 15-fs duration, centered at 780 nm, focused into a 50-μm spot (1/e2 radius, if focused in 
vacuum), and a 2-mm gas target filled with 50 mbar of argon. Given the uncertainty of the 
exact laser intensity distribution in the focus the agreement with theory is satisfactory. 

 

Fig. 4. Experiment (a), (b) and simulation (c), (d) showing the HHG spectrum and the pulse-
intensity-induced fluctuation. Dashed curved lines indicate that the harmonic maxima 
correspond to the separation between blue (negative correlation) and red (positive correlation) 
regions of the correlation plots in the upper panels. In the simulation, the NIR intensity is 
varied by 1%, in the experiments the NIR rms is 0.5%. 

Furthermore by scanning the experimental HHG parameters around the phase-matched 
optimum, we find that the blueshift remains the dominant contribution for the intensity-
induced fluctuations. Specifically, by varying the intensity and gas pressure in the 
experiment, as shown in Figs. 5(a)-5(c), we find that the observed general character of 
correlation is robust against these parameters, although the total XUV counts may vary by an 
order of magnitude. However, the absolute scale of the correlation coefficient (upper panels 
in Fig. 4,5) varies much less with the target position, pressure and intensity compared to the 
XUV signal itself. Hence if we consider the relative XUV noise σXUV(ω)/IXUV(ω), the 
numerator is weakly dependent on HHG target conditions (Figs. 4(a) and 4(c)), while the 
denominator is strongly dependent on HHG target conditions (Figs. 4(b) and 4(d)). Hence the 
relative XUV noise can be minimized around the optimal phase-matching parameters since 
this maximizes IXUV(ω). In addition, we find that the correlation of XUV and NIR fluctuations 
is present for all driving pulse durations from 5.5 to 25 fs, covering the regimes of APT 
generation as well as polarization-gated SAP generation, see Fig. 5(e). 
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Fig. 5. Experimental HHG parameter scans, showing the intensity-induced spectral 
fluctuations and the corresponding spectra: (a, c) laser intensity and (b, d) gas pressure. (e) 
Single attosecond pulse (black line) generated by means of polarization-gating and the 
corresponding spectral correlation (blue). 

4. Conclusion / outlook 

We have investigated the noise properties of HHG and demonstrated a scheme for further 
noise reduction using the well-characterized energy-dependent NIR to XUV noise correlation. 
We measured a one-to-one mapping of small NIR laser pulse energy variations to the XUV 
spectrum. With this method, the SNR in experiments with HHG can be improved beyond 
shot-to-shot referencing. By comparing the experiments with numerical simulations, we have 
found that the non-adiabatic blueshift is the main origin of the laser-induced XUV variation. 

We have demonstrated a combination of shot-to-shot referencing with correlation-
correction in a transient absorption configuration. The extended sensitivity makes transient 
absorption applicable to more materials and wider pump intensity ranges. Our technique can 
be extended to any other possible type of XUV-NIR pump-probe spectroscopy, provided that 
other HHG parameters, such as the CEP, beam pointing and gas pressure are relatively stable. 
Several other methods to improve the SNR with the same setup could be implemented. For 
example, since most attosecond pump-probe experiments are driven by one laser source it is 
also possible to correct for the noise of the “pump” pulses. Our technique is readily 
transferable to attosecond transient reflectivity experiments. Moreover, the precision of 
attosecond photoelectron spectroscopy may be increased with the same technique, in 
particular, the sensitivity of the XUV spectral phase to the NIR intensity may be accounted 
for. The signal-to-noise problem will become even more severe in the soft-x-ray domain, with 
much lower generation efficiency and much higher harmonic orders. Correspondingly, in this 
domain, the demonstrated correlation-correction could be especially important. Finally, the 
laser-to-HHG spectral mapping can be transferred to high-harmonic generation in solids, 
possibly providing a better insight into its nature. 
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