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Abstract

Schrödinger’s cat states are defined as macroscopic superpositions of distinct states
and have not yet been generated in an acoustic resonator. The goal of this thesis is to
demonstrate the creation of such states in a mechanical oscillator. Therefore, we make
use of a device containing a superconducting qubit coupled to a High-overtone Bulk
Acoustic wave Resonator (HBAR). Recently, parity measurements of phonon modes di-
rectly extracted from the phonon state have been demonstrated [1]. In this work, we
present the three different protocols for generating a cat state. We simulate the device
and the control operations through a simulator framework based on QuTiP and analyze
each necessary step of the cat state protocols. Control parameters for the experimental
realization of the simulated results are extracted and used for the creation of an approx-
imate cat state of an average phonon number of n ≈ 2. Finally, we simulate the state
coherence and sensitivity to a displacement, to characterize the macroscopic nature of
these massive quantum states.
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1 Introduction Domesticating Schrödinger’s cat

“The scientist only imposes two things, namely truth and sincerity, imposes them upon himself and
upon other scientists.”

Erwin Schrödinger

In recent times, the enormous technological advances of the world have thoroughly altered
the style in which human beings lead their lives. This radical improvement has been fea-
sible due to the consistent linear density increase in semiconductor devices [2]. The single
transistor size is shrinking over time, with some companies like Samsung [3], TSMC [4] and
Intel [5] recently adopting a dimension of 5 nm. These companies are ambitiously planning
to employ 3 nm processes by 2023 and 2 nm processes by 2025. However, as the chip length
approaches the atom size, quantum effects come into play. A possible single atom transis-
tor has been demonstrated [6]. Nevertheless, the control and precision needed for its correct
operation renders the whole process non-scalable. The growth in technological complexity
seems to be in the process of fading away.
Over the last couple of decades, owing to exceptional development in quantum hardware,
a new branch of technology has been originating from quantum mechanics: quantum com-
puters. A couple of years ago, Google [7] has demonstrated quantum advantage of quantum
computers based on superconducting circuit over classical ones, by solving an algorithm ex-
ponentially faster than a supercomputer. IBM [8] has recently shown a 127 quantum bit
(qubit) based quantum computer. Nonetheless, major challenges persist in the process of
real-life deployment of quantum computers. Scaling up is an arduous task due to several
issues such as the increase of heat load as a function of control lines or qubit connectivity
[9]. Furthermore, environmental noise and imperfections in experiment control impede the
accuracy of quantum processing units [10].
Quantum Error Correction (QEC) [11], used to protect quantum information from noise,
is crucial for universal quantum computation. The adoption of QEC could be employed for
Noisy Intermediate-Scale Quantum algorithms (NISQ) [12], potentially feasible for less than
a hundred qubits. QEC with bosonic modes, infinite dimension Hilbert space systems, has
reached and even exceeded the break-even point [13], i.e. the point in which the lifetime of
a logical qubit exceeds every single unit of the system in which it is encoded.
One type of bosonic code is the cat code, based on Schrödinger cat states (SCS), gener-
ally defined as superposition of classical states. Encoding in a stabilized cat qubit has been
achieved in superconducting circuits [14]. More applications are possible for cat codes for
different platforms. In fact, they can be also employed for quantum simulation [15], quan-
tum communication [16], quantum metrology [17] and quantum computation [18, 19].
The aim of this thesis is to generate a SCS inside an acoustic resonator, something which
has not achieved thus far. For this purpose, we manipulate a system composed of a me-
chanical resonator interfaced with a superconducting qubit, whose non-linearity is necessary
for deterministically generating quantum states of acoustic waves [20]. Direct measurements
of the phonon mode are needed to characterize the quantum state. We manage to perform
parity measurements of the phonon Fock state operating in the strong dispersive regime.
In the continuation of this chapter, we explore the Schrödinger cat as a thought experiment
and the associated SCS in an analytical way. In chapter 2 we present the background the-
ory of a bosonic field interacting with a two-level atom and the protocols to generate a SCS
viable for implementation in our system. In chapter 3, we dive into the theory of supercon-
ducting qubits and their interaction with a 3D cavity and the phonon modes in acoustic
resonators. In chapter 4, we present simulation results of the necessary steps to create and
measure phonon states. Furthermore, the SCSs for the three protocols are generated and
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analyzed. In chapter 5, we show the measurements we have performed to create a resonant
SCS. In chapter 6, we speak about macroscopicity and possible applications to characterize
the state found. In chapter 7, we draw out conclusions about our work and give an outlook
for further measurements and applications, potentially exploiting the results of this thesis.

1.1 Schrödinger cat paradox and macroscopic states

The objective and experimental realization of this work are mentally intertwined with an
article Schrödinger published in 1935 [21]. Schrödinger criticized one aspect of quantum
mechanics: the Copenhagen interpretation [22]. The renowned work states:

”One can even set up quite ridiculous cases. A cat is penned up in a steel chamber, along
with the following device (which must be secured against direct interference by the cat): in
a Geiger counter, there is a tiny bit of radioactive substance, so small, that perhaps in the
course of the hour one of the atoms decays, but also, with equal probability, perhaps none; if
it happens, the counter tube discharges and through a relay releases a hammer that shatters
a small flask of hydrocyanic acid. If one has left this entire system to itself for an hour, one
would say that the cat still lives if meanwhile no atom has decayed. The first atomic decay
would have poisoned it. The psi-function of the entire system would express this by having
in it the living and dead cat (pardon the expression) mixed or smeared out in equal parts.
It is typical of these cases that an indeterminacy originally restricted to the atomic domain
becomes transformed into macroscopic indeterminacy, which can then be resolved by direct
observation. That prevents us from so naively accepting as valid a ”blurred model” for rep-
resenting reality. In itself, it would not embody anything unclear or contradictory. There
is a difference between a shaky or out-of-focus photograph and a snapshot of clouds and fog
banks.”

This thought experiment based on real life seems completely absurd and contradictory to
quantum mechanics. It implies that the cat can exist in a equally weighted superposition of
being dead or alive. If the box is still closed (equivalent to the state not measured), this su-
perposition survives indefinitely, only collapsing in one of two states when the box is opened
(a measurement is performed). Using the formalism of quantum theory, the wavefunction of
the cat is

|ψcat⟩ =
1√
2
(|ψalive⟩+ |ψdead⟩) . (1.1)

However, the goal of this thesis is to create a macroscopic superposition of two different
quasi-classical states in acoustic modes. The realization of this state has never been reached
before. Such a state has a considerable mass compared to previously generated photonic
SCSs or based on atoms [23]. A question to pose oneself is how macroscopic these states
can become. Which are the boundaries of quantum mechanics?

1.2 Cat states in quantum mechanics

Taking inspiration from Schrödinger’s conceptual dilemma, the SCS is defined in the frame-
work of quantum mechanics as a quantum superposition of two coherent states with oppo-
site phase. The SCS wavefunction reads [24]

|ψ±⟩ =
1√

2(1± e−2|α|2)
(|α⟩ ± |−α⟩) , (1.2)
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where |±α⟩ is defined as

|±α⟩ = e
− 1√

2
|α|2

∞∑
n=0

(±α)n√
n!

|n⟩ . (1.3)

Eqn. (A.19) shows two superpositions with a relative phase between the two states of θ = 0
and θ = π. These particular states have respectively even and odd parity. This behaviour
can be discerned when adding the two coherent states term by term. In fact, the two states
ψ+ and ψ− turn into

ψ+ ∝ e
− 1√

2
|α|2
(
α0

√
0!
|0⟩+ α2

√
2!
|2⟩+ α4

√
4!
|4⟩+ · · ·

)
,

ψ− ∝ e
− 1√

2
|α|2
(
α1

√
1!
|1⟩+ α3

√
3!
|3⟩+ α5

√
5!
|5⟩+ · · ·

)
.

(1.4)

However, when referring to an SCS in this work the more general definition is invoked.

|ψθ⟩ =
1√

2(1 + cos(θ)e−2|α|2)
(|α⟩+ eiθ|−α⟩) , (1.5)

with relative phase between the two coherent states of θ. In the protocols of the next chap-
ter to generate cat states, the term SCS refers to this generalized version.
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2 Cat state protocols Breeding the cat

”It is hard to rationalise or explain why you love what you love. But I have always been interested in
science and maths, and in high school I was struck that you could use maths to understand nature

and science.”
Serge Haroche

After introducing the relevance of a Schrödinger cat state and its convenient applications,
the goal of this chapter is to present ways of creating these states in a system coupling a
qubit to an harmonic oscillator mode. Three cat state protocols are presented here. To un-
derstand one of the protocols implemented in this thesis, covering the basic theory of atom-
cavity interaction is a prerequisite. This treatment additionally lays the foundations of the
physics of the device described in chapter 3. Most of the derivation of the atom-cavity in-
teraction is taken from [25].
In section 2.1 the Jaynes-Cummings model is presented. Afterwards the three cat state pro-
tocols are discussed starting from section 2.2 -the resonant cat- , continuing with section 2.3
-the heralded cat- , and finishing with the qcMAP protocol in section 4.2.3.

2.1 Atom-field interaction

Jaynes-Cummings Model

The model to describe the dynamics of a system of two levels coupled to an infinite dimen-
sional Hilbert space was introduced by Jaynes and Cummings in 1963 [26]. This framework
is used for several different experimental domains such as cavity Quantum Electrodynam-
ics (cavity QED) [25], trapped ions [27], circuit QED [28] and also the case of this thesis,
circuit Quantum Acousto Dynamics [29].
The full Hamiltonian of the system can be described as:

H = Ha +Hc +Hi , (2.1)

where Ha =
h̄ωge

2 σ̂z, Hc = h̄wcâ
†â and Hi represent the atom, cavity and interaction Hamil-

tonian respectively. Assuming that the cavity mode frequency is close to the atom transi-
tion, we can neglect the highly non-resonant terms proportional to σ̂+a and σ̂−â

†.
After performing this Rotating Wave Approximation (RWA), the interaction Hamiltonian
can be written as:

Hi = −ih̄Ω0

2
[âσ̂+ + â†σ̂−] , (2.2)

where Ω0 is the vacuum Rabi frequency measuring the strength of the atom-cavity coupling:

Ω0 = 2
dE0ϵa

∗·ϵc
h̄

, (2.3)

with d being the dipole matrix element of the atomic transition, ϵa and ϵc the unit vector
describing the polarization of the atomic and cavity fields, E0 the root mean squared am-
plitude of the vacuum field in the cavity. The eigenstates of the Hamiltonian without the
interaction term are the states |e, n⟩ and |g, n⟩ with each of their energies h̄(nωc +

ωge

2 ) and
h̄(nωc− ωge

2 ). It is straightforward to check that if the atom-cavity detuning ∆c = ωge−ωc is
equal to 0, then the uncoupled states |e, n⟩ and |g, n + 1⟩ experience degeneracy. As a con-
sequence, except for the ground state |g, 0⟩, the excited states are configured as a ladder of
doublets, each separated by h̄ωc. The total number of atomic and field excitations are rep-
resented by the operator M = â†â + σ̂+σ̂−, which commutes with the Hamiltonian and is a
constant of motion. The energy levels of the bare states are shown in Fig. 1(a).
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(a) (b)

Figure 1: Jaynes-Cummings Hamiltonian energy levels in the (a) bare state energy levels of
the atom-cavity system for the whole JC ladder, (b) dressed state energy levels when cou-
pled to each other. ωc represents the cavity frequency, while ωge the two-level system fre-
quency, ∆c = ωge − ωc is the detuning between the two.

The interaction term Hi connects states inside a single doublet, solvable in a decoupled
manner. Define Hn as the Jaynes-Cummings Hamiltonian referring to the doublet number
n, we can write it in matrix form as:

Hn = h̄ωc(n+ 1/2)1 + Vn , (2.4)

with

Vn =
h̄

2

(
∆c −iΩn

iΩn −∆c

)
=
h̄

2
(∆cσ̂z +Ωnσ̂y) , (2.5)

and
Ωn = Ω0

√
n+ 1 . (2.6)

It is possible to diagonalize Hn by analogy with a spin placed in a magnetic field, whose
components in the ŷ and ẑ directions are proportional to Ωn and ∆c respectively. By defin-
ing the ”mixing angle” θn as the angle between the field and the ẑ direction by the follow-
ing formula

tan θn = Ωn/∆c , (2.7)

it is possible to represent the eigenvectors of the Hamiltonian in the {|e, n⟩, |g, n + 1⟩} ba-
sis similarly to a two-level system on a Bloch sphere by imposing a relative phase of π/2
between the two states. These states are

|+, n⟩ = cos θn/2|e, n⟩+ i sin θn/2|g, n+ 1⟩ ;

|−, n⟩ = sin θn/2|e, n⟩ − i cos θn/2|g, n+ 1⟩ ,
(2.8)

with the corresponding eigenenergies being

E±
n = (n+ 1/2)h̄ωc ±

h̄

2

√
Ω2
n +∆2

c . (2.9)
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These entangled states are called ”dressed states”, whose variation as a function of ∆c is
represented in Fig. 1(b). At zero detuning, the atom-cavity coupling transforms the cross-
ing of the bare states into an avoided crossing, with the minimum energy distance between
the dressed states being the coupling energy h̄Ωn.

Quantum Rabi oscillations

From now on it is assumed that the atom and field are on resonance (∆c = 0). The mixing
angle is θn = π/2 and eqn. (2.8) can be rewritten as

|±, n⟩ = (|e, n⟩ ± i|g, n+ 1⟩)/
√
2 , (2.10)

separated by Ωn, i.e. the frequency of the reversible energy exchange between the two sys-
tems. Suppose that the atom is initialized in the |e⟩ state placed inside a cavity containing
n phonons. The initial state |Ψ(0)⟩ = |e, n⟩ can be rewritten in the dressed state basis

|Ψ(0)⟩ = (|+, n⟩+ |−, n⟩)/
√
2 . (2.11)

The atom-field state at time t can be described by the time evolution in the rotating frame
of the cavity frequency

|Ψ(t)⟩ = (e−iΩnt/2|+, n⟩+ eiΩnt/2|−, n⟩)/
√

(2) . (2.12)

By changing back in the uncoupled basis

|Ψ(t)⟩ = cos
Ωnt

2
|e, n⟩+ sin

Ωnt

2
|g, n+ 1⟩ . (2.13)

Analogously, by starting with state |g⟩ in a cavity with n+ 1 phonons, the resulting state is
similar, only modified by a phase offset π/2 in the trigonometric functions. The expression
derived represents Rabi oscillations, the reversible energy exchange at frequency Ωn. An
oscillatory spontaneous emission occurs when having initially |e, 0⟩, that couples to |g, 1⟩
and the same for the opposite process, spontaneous absorption. The resulting oscillation
has the characteristic frequency Ω0, hence the name Vacuum Rabi oscillation.

2.2 Resonant cat

In this thesis, the term ”resonant cat” is adopted to indicate the approximated Schrödinger
cat state that arises from the resonant interaction of a two-level system with a quantum
harmonic oscillator prepared in a coherent state [30, 31].

Collapse and revival of Rabi oscillations induced by a coherent field

Considering the atom initialized in the |e⟩ state (the initial state is not relevant for the ef-
fect) and the cavity in a coherent field with state and number distribution

|α⟩ =
∑
n

cn|n⟩ = e−|α|2/2
∑
n

αn√
n!
|n⟩ , pα(n) = |cn|2 = e−|α|2 |αn|2

n!
. (2.14)

For each phonon number n, it is possible to calculate the effect of the corresponding Fock
state interaction with the atom. The state at time t directly results by substituting the in-
dividual Fock state n with the coherent state superposition in eqn. (2.13):

|Ψ(t)⟩ =
∑
n

(cn cos
Ωn+1t

2
|e, n⟩+ cn sin

Ωn+1t

2
|g, n+ 1⟩) . (2.15)
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By recalling eqn. (2.6), it is possible to derive Rabi oscillations of the qubit population in-
teracting with a coherent state as a sum of oscillations with frequency Ω0

√
n+ 1 scaled by

the corresponding phonon number probability. This probability Pe(t) of finding the atom
in the |e⟩ state is shown in subsection 5.3.2 for α = 3 and for any coherent state can be
written as

Pe(t) =
∑
n

pα(n)
1 + cosΩ0

√
n+ 1t

2
. (2.16)

The qubit populations experience a sequence of idle periods in which it is constant at a
value of 1/2, where the qubit is in a superposition state, alternated by oscillation between
the qubit |g⟩ and |e⟩ states. This ”collapse” of the Rabi oscillation occurs due to the incom-
mensurability of Rabi frequencies of different phonon numbers n. This effect can be simu-
lated even for an interacting atom with a noisy classical field. The ”quantumness” of the
oscillations depicted can be confirmed by the ”revival” of the oscillations, the moment in
which different phonon number contributions show constructive interference after rephasing.
The revival can be linked to the quantization of the field energy interacting with the qubit.
There are two fundamental times that govern the qubit population dynamics: the collapse
time tc and the revival time tr. At short times, the Rabi oscillation happen at a frequency
of nearly Ω0

√
n+ 1, proportional to the field amplitude when 1 ≪ n, with n = |α|2. Af-

terwards, these oscillations quickly fade away, until shortly before tc the qubit excited state
probability reaches 1/2. The timescale for the collapse time can be estimated by setting the
phase variation over the width

√
n of the Poisson distribution to the order of 2π such that

states with phonon numbers higher and lower than n cancel out

2 tcΩ0

√
n+ 1√
n

≈ 2π . (2.17)

Since the phase variation itself depends on
√
n+ 1, for high enough n, the collapse time is

independent from the average Fock number. The revival time can be computed by compar-
ing two adjacent phonon numbers n and n+ 1 that rephase by imposing

tr Ω0

2
√
n

≈ 2π . (2.18)

From the previous two equations, the times are

tc ≈
π

Ω0
, tr ≈

4π

Ω0

√
n . (2.19)

The timescale corresponding to half of the revival time tr is an essential element of the reso-
nant cat protocol.

An approximated cat state

Previously, the probability of finding the atom state in the excited state over time was com-
puted. However, interesting features manifest themselves by analyzing the cavity state at
certain points in time. The reasoning behind the following derivation is taken from [32].
Starting with an initial state:

|Ψ(0)⟩ = |Ψa(0)⟩ ⊗ |Ψc(0)⟩ = (cg|g⟩+ ce|e⟩)⊗ (
∑
n

cn|n⟩) , (2.20)
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the evolution under the Jaynes-Cummings unitary returns the state at time t

|Ψ(t)⟩ =
∑
n

[(cecn cos
Ω0

√
n+ 1

2
t− icgcn+1 sin

Ω0

√
n+ 1

2
t)|e⟩ +

(−icecn−1 sin
Ω0

√
n

2
t+ cgcn cos

Ω0
√
n

2
t)|g⟩]⊗ |n⟩ .

(2.21)

Expanding the following factor in the limit of n−n
n ≪ 1 up to the second order gives

√
n+ 1−

√
n =

√
n

(√
n+ 1

n
−
√
n

n

)
=

√
n

[
1 +

1

2

(
1 + (n− n)

n

)
+

1

8

(
1 + (n− n)

n

)2

− 1− 1

2

(
(n− n)

n

)
+

1

8

(
(n− n)

n

)2

+ o

((
n− n

n

)3
)]

=

1

2
√
n

(
1− n− n+ 1/2

2n

)
+ o

((
n− n

n

)3
)

.

(2.22)

Now, the term inside the trigonometric functions can be approximated as

Ω0

2
t
√
n+ 1 ≈ Ω0

2

[√
n+

1√
n

(
1− n− n+ 1/2

2n

)]
t ≈ π

√
n
√
n+

π

2
, (2.23)

where in the last step consists in imposing a specific time t ≈ t0 = tr
2 , half of the revival

time introduced in eqn. (2.19). For a coherent state the coefficients of different Fock num-
ber states are related cn+1 = α√

n+1
cn. In the limit of a large coherent state (already used

before) these coefficients can be related to each other in the following manner

cn+1 =
α√
n
cn = e−iϕcn , (2.24)

where ϕ is the phase of the coherent state and the result

√
n+ 1 =

√
n

(
1 + o

(
n− n

n

))
≈

√
n , (2.25)

has been used. Replacing our approximations eqn. (2.23) and eqn. (2.24) into eqn. (2.21)

and replacing Ω0
√
n

2 t0 = A for better readability

|Ψ(t0)⟩ =
∑
n

cn[(−ce sinA− icge
−iϕ cosA)|e⟩ − ieiϕ(ce sinA+ cge

−iϕ cosA)|g⟩]⊗ |n⟩ =

−(|e⟩+ ieiϕ|g⟩)⊗
∑
n

cn(ce sinA+ icge
−iϕ cosA)|n⟩ = |Ψa(t0)⟩ ⊗ |Ψc(t0)⟩ .

(2.26)

There are three fundamental things to note in this last equation. At half of the revival
time, the atom is disentangled from the cavity, making it possible to measure and control
the atom without modifying the state of the cavity. Furthermore, the state can be written
as a superposition of macroscopic states by substituting the coherent state coefficients

|Ψc(t0)⟩ ≈ |Ψ+
c (t0)⟩+ |Ψ−

c (t0)⟩, (2.27)
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with the macroscopic states being

|Ψ±
c (t0)⟩ = e−n/2

∑
n

nn/2√
n!
e∓iπ

√
n
√
n|n⟩. (2.28)

One additional and final thing to note, subsequently shown in simulations, is that starting
with whichever different initial states for the atom, results in the atom state to be disen-
tangled from the cavity at t0. Furhtermore, this state is relatively straightforward to track
for further analysis because it is always a 50-50 superposition state, with a different relative
phase θ between the |g⟩ and |e⟩ that depends on the exact initial atom state.

Precise state calculation

The expression at time t0 for finite n is derived in the following. For calculating the correct
state without the approximation of n → ∞, the initial point of the computation is again
eqn. (2.21). For convenience, two parameters are defined in the following computation: A,
from eqn. (2.26) and B, equal to the higher order terms in the expansion neglected in eqn.
(2.22). The full expression reads

|Ψ(t0)⟩ =
∑
n

[
(
cecn cos

(
A+

π

2
+B

)
− icgcn+1 sin

(
A+

π

2
+B

))
|e⟩ +

(−icecn−1 sinA+ cgcn cosA)|g⟩]⊗ |n⟩ .
(2.29)

Using sin (a+ b) = sin a cos b + cos a sin b and cos (a+ b) = cos a cos b − sin a sin b, the
expression modifies to

|Ψ(t0)⟩ =
∑
n

{[cecn
(
cos
(
A+

π

2

)
cosB − sin

(
A+

π

2

)
sinB

)
+

−icgcn+1

(
sin
(
A+

π

2
+B

)
cosB + cos

(
A+

π

2
+B

)
sinB

)
]|e⟩ +

+ (−icecn−1 sinA+ cgcn cosA) |g⟩} ⊗ |n⟩ .

(2.30)

Using cosine and sine rules, coherent state coefficient properties and rearranging terms

|Ψ(t0)⟩ = −
∑
n

cecn−1

(
α√
n
(cosA sinB + sinA cosB)|e⟩+ i sinA|g⟩

)
⊗ |n⟩ +

−
∑
n

icgcn

(
α√
n+ 1

(cosA cosB − sinA sinB)|e⟩+ i cosA|g⟩
)
⊗ |n⟩ .

(2.31)

where by substituting into A and B the expression for t0 they can be written as

B = − 1

2n

(
n− n+ 1

2

2

)
π A = π

√
n
√
n . (2.32)

This derivation is carried out for the purpose of isolating the terms yielding infidelity. The
full formula can be compared with the approximated formula, suggesting possible imperfec-
tions with an ideal cat state. The deviation between the two expressions can be seen in Fig.
2, in particular the difference in fidelity between the two as a function of the cat state size
α, calculated as [33]

F(ρ1, ρ2) = Tr

[√√
ρ1ρ2

√
ρ1

]2
, (2.33)

for two mixed states ρ1 and ρ2 defined in eqn. (A.1). The behaviour of the fidelity is inter-
esting: At small alphas the value is high because both states resemble a vacuum state; as
alpha increases there is a dip close to α = 1 and an oscillatory behaviour that tends to
unity as α→ ∞ as expected from one of the two approximations employed previously.
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Figure 2: Fidelity between the full resonant cat expression of eqn. (2.31) and the approxi-
mated expression of eqn. (2.28) as a function of the cat size α.

2.3 Heralded cat

The term ”heralded cat” refers to a particular type of cat state protocol presented in this
section. The generated state is not fully deterministic, but can be postselected between an
even and odd cat state with a 50% chance. In particular, it is called ”heralded” since the
state depends on the measured qubit state. The protocol exploits conditional phase gates
in the context of the dispersive interaction explained in section 3.3.1, whose experimental
realization is discussed in subsection 3.3.1. The sequence of gates of the protocol is shown
in Fig. 3. Starting in a vacuum state for both systems, we displace the cavity state:

D̂(α)|Ψ(0)⟩ = D̂(α)(|g⟩ ⊗ |0⟩) = |g⟩ ⊗ |α⟩ , (2.34)

where the displacement operator is defined as

D̂(α) = e(αâ
†−α∗â) . (2.35)

Afterwards, the sequence requires a π/2 pulse on the qubit with an arbitrary phase (we
choose 0 as the relative phase)

R̂x

(π
2

)
(|g⟩ ⊗ |α⟩) = 1√

2
(|g⟩+ |e⟩)⊗ |α⟩ . (2.36)

The conditional phase gate on the phonon states creates a π phase shift depending on the
qubit state. The interaction is possible through the dispersive regime. The qubit is shifted
in frequency through a stark shift pulse, as described in subsection 3.1.3. Depending on the
qubit state, the cavity coherent state accumulates a different phase. More on that in chap-
ter 4. We can describe this action by a unitary of parameter π/χ by Ŝ

Ŝ

(
π

χ

)
1√
2
(|g⟩+ |e⟩)⊗ |α⟩) = 1√

2
(|g⟩ ⊗ |α⟩+ |e⟩ ⊗ |−α⟩) . (2.37)

The cavity and qubit state are now entangled. Afterwards a subsequent π/2 pulse is per-
formed. Its phase must be chosen accordingly to take into account the relative phase be-
tween the two states of the superposition accumulated due to the shift in frequency e−i(ωr−ωi)ti ,
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Figure 3: Sequence of gates for the heralded cat.

where ωr is the qubit rest frequency, ωi is the qubit interaction frequency, and ti is the time
of the operation, or the interaction time.

R̂x

(π
2
, ϕ
) 1√

2
(|g⟩ ⊗ |α⟩+ |e⟩ ⊗ |−α⟩) = 1√

2

[
1√
2
(|g⟩+ |e⟩)⊗ |α⟩+ 1√

2
(|g⟩ − |e⟩)⊗ |−α⟩)

]
=

1√
2

[
1√
2
|g⟩ ⊗ (|α⟩+ |−α⟩) + 1√

2
|e⟩ ⊗ (|α⟩ − |−α⟩)

]
.

(2.38)

Eventually, a projective measurement collapses the state in one of the cat states. We per-
form readout and obtain a different cat state of different parity depending on the result

1√
2
(|α⟩+ |−α⟩) if |Ψq⟩ = |g⟩

1√
2
(|α⟩ − |−α⟩) if |Ψq⟩ = |e⟩

. (2.39)

It is important to notice that in order to use the cat state at the end of the protocol, a
Quantum Non-Destructive (QND) measurement on the qubit needs to be employed, thus
preserving the ”quantumness” of the cavity system. Dispersive readout is what makes the
measurement QND. Furthermore, Single-shot readout is a technique needed in case the
cat state needs to be employed in applications. Furthermore, the parity of the cat state de-
pends on the qubit state measured. On one hand, this allows to have cat states of different
parities. On the other hand, the protocol is non deterministic, instead of the one in the fol-
lowing section.

2.4 qcMAP protocol

The qcMAP is a protocol described in [34]. The qcMAP gate, in Fig. 4, is shown to be sub-
divided in different gates. This protocol takes more time with respect to the previous pro-
tocols for the same system, due to the presence of gates at the end of the control sequence
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Figure 4: qcMAP gate subdivided into simpler gate. Image taken from [34].

that disentangle the qubit and the phonon state, instead of relying on projective qubit mea-
surements. The disentanglement requires roughly the same amount of time as entangling
the two systems. The initial state is

R̂x

(π
2

)
(|Ψ(0)⟩) = R̂x

(π
2

)
(|g⟩ ⊗ |0⟩) = 1√

2
(|g⟩+ |e⟩)⊗ |0⟩ . (2.40)

The second operation consists of a conditional displacement D̂g(2α) of 2α conditioned on
the qubit being in the ground state

D̂g(2α)

[
1√
2
(|g⟩+ |e⟩)⊗ |0⟩

]
=

1√
2
(|g⟩ ⊗ |2α⟩+ |e⟩ ⊗ |0⟩) . (2.41)

The final gate applied is a conditional pi pulse X̂0
π on the qubit, a pi pulse that depends on

the cavity being in the vacuum state. This results in

X̂0
π

[
1√
2
(|g⟩ ⊗ |2α⟩+ |e⟩ ⊗ |0⟩)

]
=

1√
2
|g⟩ ⊗ (|2α⟩+ |0⟩) . (2.42)

The final result is a cat state disentangled from the qubit, however displaced by α with re-
spect to the center of the phase space. To bring the cat state back to the origin it is possi-
ble to apply an unconditional displacement

D̂(−α)
[

1√
2
|g⟩ ⊗ (|2α⟩+ |0⟩)

]
=

1√
2
|g⟩ ⊗ (|α⟩+ |−α⟩) . (2.43)

This protocol suffers from a large time overhead due to the conditional operations used. It
is possible to substitute one conditional operation with the following equality

D̂g(2α) = D̂(α)Ŝ

(
π

χ

)
D̂(α) . (2.44)

The full protocol with these substituted gates is shown in Fig. 5. The protocols described
in this chapter can be theoretically implemented for generating a cat state in an acoustic
resonator with the aid of a superconducting qubit. In the following chapter, the device em-
ployed for the SCS generation protocols is illustrated and the necessary physics for under-
standing the exact implementation is presented.
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Figure 5: qcMAP gate subdivided into individual phonon and qubit operations. Displace-
ment operation swapped with first π/2 pulse for experimental implementation.
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3 Device physics Preparing the kennel

“I consider that I understand an equation when I can predict the properties of its solutions, without
actually solving it.”

Paul Dirac

In the past years, a brand new field of research has been advancing in experimental physics.
It is based on the coupling of superconducting qubits to acoustic resonators. This has gen-
erated the potential of harnessing control of macroscopic states of mechanical motion. To-
gether with their strong coupling to infrared and microwave photons, acoustic resonators
could mediate a transfer between information stored in superconducting qubits and infrared
wavelength photons. The types of acoustic resonators are of different kinds, among others
are phononic crystals [35], membranes [36], Surface Acoustic Wave resonators (SAW) [37]
and High-overtune Bulk Acoustic wave Resonators (HBAR) [38]. All of the proposed de-
vices show strong prospect for quantum state generation and quantum information process-
ing protocols in acoustic modes. In particular the HBAR, a type of a high quality acoustic
wave device, has several benefits compared to other acoustic resonators. Due to their small
size, thin-Film Bulk Acoustic wave Resonators (FBAR) devices are used everywhere in
technology, even in cellphones, complementary to SAWs, and in sensors [39]. The particu-
larity of an HBAR stem from its high quality factor and very compact structure due to the
speed of sound being much lower than the speed of light. This means that they have longer
coherence times compared to a superconducting qubit and that multiple phonon modes are
frequency dense, such that the qubit can address multiple modes. Being able to access sev-
eral quantum harmonic oscillators modes and control them individually is crucial for the
creation of a quantum Random Access Memory (qRAM) [40], useful for several quantum al-
gorithms. Furthermore, their standard fabrication is simpler than producing other acoustic
resonators, such as a membrane. There are different types of acoustic modes present in such
a structure. In particular, one type is Laguerre-Gaussian (LG) modes [41]. These have a ra-
dial number n, and a phase number m. The modes of interest have n = 0,m = 0. Different
mode families differ by the longitudinal number. Higher order transverse modes have higher
number of n,m. In the case of the device employed, the spacing between each mode family
is ≈ 12 MHz defined as the Free Spectral Range (FSR) of the HBAR. Higher order modes
are spaced a multiple of ≈ 1 MHz away from the fundamental mode.
The device utilized is the same as used in previous work [1]. A schematic representation of
the device is displayed in Fig. 6.

Figure 6: Schematic of the device in use.

It is composed of two chips assembled together in a flip-chip bonding technique and put
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inside a 3D cavity made of aluminum. The individual chips are made of sapphire (Al2O3)
constituting the substrate. the HBAR chip has a dome composed of a piezoelectric mate-
rial, currently Aluminum Nitride (AlN). This piezoelectric dome, etched on the chip, allows
the field from the antenna to enter the substrate in order to couple to the qubit. The super-
conducting qubit is a standard single-junction, non-flux tunable transmon [42] made of Alu-
minum sitting on the sapphire substrate. Section 3.1 treats the basics of superconducting
qubits, the qubit in the transmon regime, an introduction to its decoherence mechanisms
(subsection 3.1.1), the control of a qubit in the system through single qubit rotations (sub-
section 3.1.2) and stark shift control (subsection 3.1.3). In section 3.2 the physics of a 3D
cavity is briefly discussed. Furthermore, the interaction between the cavity and the qubit is
highlighted , focusing on the dispersive coupling regime (subsection 3.2.1). The interaction
between phonon modes and superconducting qubit is described in section 3.3, in the strong
dispersive coupling regime (subsection 3.3.1) together with the operation allowing to drive a
phonon mode (subsection 3.3.2).

3.1 The superconducting qubit and the transmon regime

The superconducting qubit is one of the main components of our device. Its non-linearity
allows to deterministically generate non-classical states. The basic component of the su-
perconducting qubit is a Josephson junction (JJ), a non-linear inductor composed of two
superconducting electrodes with a thin insulating barrier in between. The transmon qubit
can be made flux-tunable by fabricating two JJs in a loop such that the transmon frequency
can be varied by changing the magnetic flux penetrating the loop. This is not the case in
this work, as an aluminum cavity is employed to shield any stray magnetic fields causing
frequency noise. The frequency tuning is achieved by applying a probe pulse that induces
an AC-stark shift effect on the qubit, as described in section 3.1.3.

The Josephson junction Hamiltonian

The Josephson junction under the critical current Ic can be regarded as a non-linear induc-
tor. The amplitude of this current, depending on the material and the size of the junction,
is the maximum current that the qubit can withstand before Cooper pairs, the supercon-
ducting charge units, are broken [43]. The element that provides the non-linearity is the
Josephson inductance Lj , related to the flux Φ and critical current Ic as a consequence of
the two Josephson’s equations. Substituting Lj in a normal LC-circuit, the energy levels
change from a harmonic oscillator spectrum to an anharmonic transition spectrum. The
qubit is defined as the subsystem composed of the ground and first excited state, a two-
level system. By adding the shunted capacity CS , the full Hamiltonian of a Josephson junc-
tion can be written in the following way [42]

HJJ = 4Ec(n̂− ng)
2 − EJ cos ϕ̂ , (3.1)

where the first term comes from the capacitive part of the system plus the shunted capac-
itance, with ng = Q̂g/2e being the offset charge and Ec = e2/2CΣ (CΣ = CJ + CS the
total capacitance, with CJ the capacitance of the JJ) being the capacitive energy. The sec-
ond term represents the energy stored in the non-linear inductor, with EJ being the Joseph-
son energy. The offset charge arises from undesired effects in the transmon environment
together with an external gate voltage Vg = Q̂g/Cg. n̂ = Q̂/2e represents the charge number

operator (divided by the unit charge of the superconductor) and ϕ̂ = (2π/Φ0)Φ̂ the phase
operator. The ratio EJ/EC determine the qubit’s sensitivity to offset charge. If the charg-
ing energy is larger than the josephson energy EJ/EC < 1, the eigenstates of the Hamilto-
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nian are approximately the same ones for the charge operator(the non linearity has a very
small effect). Furthermore, the device is strongly sensitive to the offset charge ng, leading to
frequency fluctuations and dephasing. It is possible to remove this problem by working in
the transmon regime, where EJ/EC ≫ 1. As a consequence of the insensitivity to charge
noise, the qubit has longer lifetimes. This behaviour can be seen in Fig. 7.

The transmon qubit

In the transmon limit it is possible to rewrite eqn. (3.1), expanding the cosine in the follow-
ing fashion.

HT = 4Ec(n̂− ng)
2 + EJ

ϕ̂2

2
− EJ

ϕ̂4

4!
+ o(ϕ̂6) . (3.2)

The approximation EJ/EC ≫ 1 allows to remove the offset charge term due to the charge
dispersion being suppressed in this regime. Furthermore, while the variance of the charge
degree of freedom is large in this regime, using the Heisenberg uncertainty principle, the

variance of the conjugate variable ϕ̂ is small, namely ∆ϕ =

√
ϕ2 − ϕ

2 ≪ 1. Hence, higher
order terms from eqn. (3.2) can be removed, transforming the Hamiltonian to the one of a
weakly anharmonic oscillator

HT = 4EC n̂
2 + EJ

ϕ̂2

2
− EJ

ϕ̂4

4!
. (3.3)

Rewriting the Hamiltonian as a function of the creation and annihilation operators of the
qubit (respectively q̂† and q̂), allows to easily describe the qubit dynamics and interaction
with other systems. The charge number and flux operator can be expressed as

n̂ =
i

2

(
EJ

2EC

)1/4

(q̂† − q̂) , ϕ̂ =

(
2EC

EJ

)1/4

(q̂† + q̂) . (3.4)

It is straightforward to notice from these equations what was mentioned above regarding
∆ϕ decreasing with EJ/EC , and the opposite for ∆n. The final Hamiltonian for a transmon
is then

Hq =
√

8EcEJ q̂
†q̂ − EC

12
(q̂† + q)4 . (3.5)

Expanding and keeping only terms that conserve the number of excitations (with the same
number of creation and annihilation operators), Hq can be approximated as

Hq ≈ h̄ωq q̂
†q̂ − EC

2
q̂†q̂†q̂q , (3.6)

substituting h̄ωq =
√
8EcEJ − EC . This approximation is justified by the fact that in a

frame rotating at the qubit frequency ωq, all terms that are not energy conserving are os-
cillating. This rotating-wave approximation (RWA) is valid if h̄ωq ≫ EC/4, strongly satis-
fied in the transmon regime. From eqn. (3.6), it is possible to notice that the g-e transition
is larger in energy, while the e-f transition is smaller by a factor of EC . The difference be-
tween the two, better known as the anharmonicity αa, can be defined as

αa = ωge − ωef . (3.7)

Typical values for αa are ≈ 100−400 MHz [42]. This non-linearity is essential to not address
unwanted transitions in the transmon spectrum.
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Figure 7: QuTiP simulation of Hamiltonian eigenstates of eqn. (3.1). Plotted are energies
of the first three superconducting qubit levels as a function of charge offset plotted for four
different ratios of EJ/EC . In (a) (EJ/EC = 1), the field strongly depends on charge bias
that the e and f state are degenerate at integer multiples of ng. (b) - (d) With increasing
EJ/EC , eigenenergies are increasingly independent of the charge offset.
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3.1.1 Decoherence mechanisms

This subsection treats the causes of decoherence both according to theory and in practice.
Afterwards, the possible sources of decoherence in the device of this work are discussed for
both qubit and HBAR chips. The theory discussion is adapted from the one in [44].

Figure 8: Schematic of the qubit-cavity-environment system. γϕ represents the dephasing
noise, γ the decay due to the cavity-environment system and κ the decay from the cavity
to the environment. The capacitor Cσ is the full capacitance of the qubit, Cr the one of the
cavity, Cc couples the qubit to the cavity and Ce couples the cavity to the environment. Lj

is the non linear inductance of the qubit, while Lr is the cavity inductance.

Theory

Qubit losses can be modeled through the coupling to modes of a thermal bath. A schematic
of the qubit coupling to the cavity and the environment is shown in Fig. 8. The Hamilto-
nian of the continuous modes can be written as

Hb =

∫ ∞

0
h̄ωb̂†ω b̂ω dω , (3.8)

where b̂ω is the boson mode operator satisfying [b̂†ω, b̂ω′ ] = δ(ω − ω′). The full Hamiltonian
is the sum of the dynamics of the bath, the Hamiltonian of the qubit given in eqn. (3.6) and
the interaction Hamiltonian (adapted from [45]).

Htot ≈
∫ ∞

0
h̄ωb̂†ω b̂ω dω + h̄ωq q̂

†q̂ − Ec

2
q̂†q̂†q̂q̂ +

∫ ∞

0
h̄λ(ωq)(q̂b̂

†
ω − q̂†b̂ω) dω , (3.9)

where

λ(ω) =
Cc√
cCq

√
ωqω

2πν
(3.10)

is the frequency-dependent coupling strength, with Cc being the coupling capacitance be-
tween the qubit and the cavity and Cq the qubit capacitance. It is worth mentioning that
in eqn. (3.9) two approximations are applied: The first is that λ(ω) can be assumed to be
small with respect to ωq (which is the case in our device), the second is the RWA already
used in eqn. (2.2). The first approximation implies that the interaction term can be seen
as a perturbation compared to the two bare Hamiltonians. This corresponds to the system
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having a high quality factor, so that the qubit is affected in a small range around ωq. Con-
sequently allowing to write λ(ω) ≈ λ(ωq), as already substituted in eqn. (3.9). The second
approximation is the Born-Markov approximation, leading to the Markovian master equa-
tion in Lindblad form for the density matrix ρ̂ of the transmon state. The master equation
is

˙̂ρ = −i[Hq, ρ̂] + γ(nγ + 1)D[q̂]ρ̂+ γnγD[q̂†]ρ̂ , (3.11)

where D[Ô] (with Ô, an arbitrary operator) is the dissipator operation acting on ρ̂ in the
following manner

D[Ô]ρ̂ = Ôρ̂Ô† − 1

2
{Ô†Ô, ρ̂} , (3.12)

with {·, ·} being the anticommutator. Additionally, γ = 2πλ(ωq)
2 is the relaxation rate of

the artificial atom related to the coupling strength between the qubit and the environment
calculated at the qubit frequency. nγ = nγ(ωq) is the thermal photon number of the envi-

ronment evaluated through the Bose-Einstein distribution b̂†ω b̂ω′ = nγ(ω)δ(ω − ω′) at the en-
vironment temperature T and at the qubit frequency ωq. In the literature it is customary to
consider h̄ωq ≫ kBT at typical dilution refrigerator temperatures, such that nγ → 0, even
though in reality, a residual thermal qubit population can be measured. A further term to
add to the Master equation is one that encompasses dephasing deriving by fluctuations of
the transition frequency or stray coupling to other degrees of freedom. Models based on ex-
periments show that the term can be written as [46]

2γϕD[q̂†q̂]ρ̂ , (3.13)

with γϕ being the pure dephasing rate. The full master equation is then

˙̂ρ = −i[Hq, ρ̂] + γD[q̂]ρ̂+ 2γϕD[q̂†q̂]ρ̂ . (3.14)

Analyzing this equation we note that the first term is related to the normal qubit Hamilto-
nian dynamics, the second is related to the characteristic relaxation time T1 and the third is
related to the dephasing time T2. Their expressions, found in [47] are

T1 =
1

γ1
≈ 1

γ
, T2 =

1

γ2
=
(
γϕ +

γ1
2

)−1
. (3.15)

More precisely, T1 is defined as the characteristic time for a two-level system to relax from
its first excited state to the ground state, while T2 is defined as the characteristic lifetime
of coherent superpositions, including both pure dephasing (γϕ) and relaxation (γ1). The
Markovian master equation in eqn. (3.14) describes very well statistical effects such as qubit
relaxation and incoherent excitation, that occur due to the undesired exchange of microwave
photons between the qubit and the environment. However, other effects such as dephasing
are non-Markovian, since the time scale of the processes is set by the phase coherence time,
corresponding to lower-frequencies. This means that the operator introduced for dephas-
ing is based on an inconsistent approximation. Even if the master equation of eqn. (3.14) is
wrong in principle, it is still widely applied for predicting steady-state response of the sys-
tem, where decoherence effects are not averaged out.

System decay and decoherence

As a yardstick, coherence times T1, T2 of aluminum-based transmons are currently on the
order of ≈ 50 − 120 µs [44]. The bare qubits measured in the laboratory can reach coher-
ence times of ≈ 30 − 40 µs, while, when bonded to an HBAR, they plummet to ≈ 10 − 20
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µs[1]. This difference in coherence times is mainly present due to the piezoelectric cou-
pling. The interaction causes two main effects: dieletric losses in the AlN layer which are
known to be considerable, and phonon radiation. In fact, due to the piezoelectric interac-
tion, energy decay to undesired phonon modes is possible. As regards coherence times of
the phonon modes, they evaluate to around ≈ 40 − 200 µs. Several sources of coherence
losses can be attributed to HBAR devices. Potential candidates are surface roughness and
residual diffraction loss in case the geometry of the fabricated chip is not exactly the one
desired.

3.1.2 Single qubit rotations

The control of a superconducting qubit can be achieved through pulse driving at the qubit
frequency. The conventional approach in 3D architectures consists in sending a signal in
the readout cavity to drive the qubit. Due to the detuning between the two on the order of
GHz, a strong input power signal is needed from the source, since a significant portion is
reflected. In a device with multiple qubits coupled to the same cavity, it is crucial to design
and fabricate them separated in frequency enough from each other, such that there is little
to no cross-talk driving between them. In general, consider a microwave drive sent from an
Arbitrary Waveform Generator (AWG) at frequency ωd. It is possible to derive the drive
Hamiltonian through input output theory to be

Hd(t) = h̄ϵ(t)(q̂†e−iωdt−iϕd + q̂eiωdt+iϕd) , (3.16)

where the coherent drive has the parameters ϵ(t) as the time varying amplitude, phase ϕd
and frequency ωd. Afterwards, the simplification of the full Hamiltonian by adding eqn.
(3.6) and rotating in a frame at the drive frequency ωd with the corresponding unitary trans-

formation Uωd
= eiωdq

†qt leads to

U †
ωd
Htot(t)Uωd

= U †
ωd
(Hq +Hd(t))Uωd

= h̄δq q̂
†q̂ − EC

2
q̂†q̂†q̂q̂ + h̄ϵ(t)(q̂†eiϕd + q̂eiϕd) , (3.17)

with δq = ωq − ωd being the detuning between the qubit frequency and drive frequency. The
usual approximation is to truncate the qubit subspace to a two-level system such that the
Hamiltonian reads

H ′
tot =

h̄δq
2
σ̂z +

h̄ΩR(t)

2
[cos (ϕd)σ̂x + sin (ϕd)σ̂y] , (3.18)

where ΩR = 2ϵ is the Rabi frequency, σ̂x, σ̂y and σ̂z are the Pauli X,Y,Z operators for the
qubit. From this expression, it is trivial to choose the right axis of rotation. Setting δq = 0
and changing ϕd, allows to realize arbitrary single-qubit gates. For example, choosing ϕd =
0 rotations along the X axis of the Bloch Sphere can be performed while ϕd = π/2 changes
the axis of rotation to Y.

3.1.3 Stark shift control

As described in [48], the presented way to tune the qubit transition frequency consists in
applying a strongly detuned microwave tone on the qubit. In the case of ΩR/δq ≪ 1, an ac-
Stark shift comes about instead of Rabi oscillations due to virtual transitions caused by the
drive. It is possible to start from eqn. (3.17) and derive an approximated off-resonant driven
Hamiltonian

Hss ≈
1

2

(
h̄ωq − EC

Ω2
R

2δq

)
. (3.19)
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It is interesting to note that this Hamiltonian can also be used to realize Z rotations in case
of a finite time microwave drive. Due to the phonon mode frequencies being very close to
the qubits, the stark shift is performed in a slightly different manner, in order to reduce
undesired driving of the qubit. This is carried out by choosing a stark drive frequency close
to the cavity at a detuning δc = ωst − ωc such that the Hamiltonian is proportional to

Hss ∝
Ω2
R

δ2c δq
. (3.20)

The stark shift is stronger when closer to the cavity, due to higher transmission at the cav-
ity input port, since the cavity acts as a band-pass filter around the cavity frequency. Typ-
ical values for δc are on the order of 20 - 200 MHz, such that the qubit can be tuned over
a range of 50 MHz. It is essential for δc to be far away enough from the cavity frequency,
because driving too closely to the cavity populates the cavity itself, generating undesired ef-
fects. This method for tuning the qubit has the disadvantage that it can only be lowered in
frequency. As seen in section 3.3, this is not an issue, because the phonon mode spectrum is
periodic. Thus, the qubit can be tuned to address the closest modes lower in frequency.

3.2 3D cavity

3D resonator cavities are formed by a conducting material that confines the eigenmodes of
the electric field inside. While being less scalable compared to coplanar waveguides, 3D cav-
ities are preferred due to their lower surface induced loss. In fact, in a 3D cavity, the energy
of the modes is stored in the vacuum inside instead of near the surface [49]. On the con-
trary, 2D resonators, having smaller feature sizes, have usually lower internal quality factors
Q. A typical shape of these cavities is rectangular, constituted by a portion of a waveguide
terminated by conducting walls. In essence, the cavity is composed of metal on all sides
surrounding vacuum. The metal used for the 3D cavity is usually either copper, allowing
for the magnetic field to penetrate inside the cavity, or aluminum, to further increase the
internal quality factor up to the order of 106 - 107, with subsequently less losses at cryo-
genic temperatures. Stray magnetic fields induces instances of non-superconducting mate-
rial. since aluminum is paramagnetic, magnetic field lines are shielded out. The boundary
conditions are imposed by the metallic structure on the field. The frequencies of the cavity
modes are determined by the box dimensions [50]

ωmnl = c

√(mπ
a

)2
+
(nπ
b

)2
+

(
lπ

d

)2

, (3.21)

with a,b and d being the cavity dimensions, m,n and l the three corresponding mode num-
bers (integers and ≥ 0) and c the speed of light. It is possible to obtain a target frequency
of several GHz for the first modes with all three dimensions a,b and d on the order of cen-
timeters. The modes are not dependent from each other, such that the Hamiltonian of the
cavity is

Hc =
∑
m

h̄ωmâ
†
mâm , (3.22)

simply a sum of independent harmonic oscillators.

3.2.1 The qubit-cavity dispersive regime

The Jaynes-Cummings interaction between a two-level system and a cavity system was al-
ready discussed in section 2.1. In the case of the system treated here, the qubit represents
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the atom, while the 3D resonator represents the cavity. To simplify our calculations let us
define an effective coupling factor g independent from n in the following fashion

g =
1

2

Ωn√
n+ 1

. (3.23)

With this new variable, the full Hamiltonian H (eqn. (2.1)) can be rewritten, substituting
eqn. (3.6)

H = h̄ωcâ
†â+ h̄ωq q̂

†q̂ − EC

2
q̂†q̂†q̂q + h̄g(q̂†â+ qâ†) , (3.24)

taking from eqn. (3.22) only the first order mode closer to the qubit, because higher order
modes are too high in frequency to interact. The JC Hamiltonian is found by going through
the same steps as already discussed in section 2

HJC = h̄ωcâ
†â+ h̄

ωq

2
σ̂z + h̄g(âσ̂+ + â†σ̂−) , (3.25)

with the usual RWA and two-level approximation for the qubit. The resulting states are
described in eqn. (2.8). The qubit is in a mixed state when tracing out the resonator sub-
space. It is more efficient and preferred to work in the dispersive regime, where the coupling
strength is much smaller with respect to the resonator-qubit detuning, i.e. λ = |g/∆| ≪ 1.
Qubit and resonator are only weakly coupled through virtual photon interaction. Starting
from eqn. (3.24), it is possible to perform a Schrieffer-Wolff transformation, equivalent to
second-order perturbation theory. As long as the interaction term in the equation is small,
the dispersive Hamiltonian can be approximated to

Hdisp ≈ h̄ω′
câ

†a+ h̄
ω′
q

2
σ̂z + h̄

χ

2
â†aσ̂z , (3.26)

with the qubit truncated to a two-level system. The new parameters in the equation are
the dressed frequencies of the cavity ω′

c and the qubit ω′
q, and the qubit state dependent

dispersive cavity shift χ. These take the form

ω′
c = ωc −

g2

∆− EC/h̄
, ω′

q = ωq +
g2

∆
, χ = − g2EC/h̄

∆(∆− EC/h̄)
, (3.27)

with ωc and ωq being the bare cavity and qubit frequencies. Eqn. (3.26) can be read in two
different ways: If the qubit transitions to the excited state, then the resonator shifts by χ in
frequency. At the same time, if the cavity is populated by n photons, the qubit shifts by nχ
in frequency. Hence, it is important that the linewidth of the two is much smaller than the
dispersive parameter χ (so the decoherence times of eqn. (3.15) have an effect on a longer
timescale). That is because the cavity needs to shift enough in frequency depending on the
qubit state allowing to differentiate the two states when measuring. By defining κ as the
linewidth of the cavity, this means

γ ≪ χ , κ≪ χ . (3.28)

This condition is denoted as strong dispersive regime.

3.3 Circuit QAD

The field of circuit Quantum Acousto-Dynamics (cQAD) has been developing in the re-
cent years [29]. It stems from the analogous, more well-established field of circuit Quantum
Electro-Dynamics (cQED) [44]. The two are almost equivalent: the interaction between a
superconducting qubit and an electrical resonator can be modeled in the same way of the
interaction between the qubit and a mechanical resonator. This is due to the same quantum
structure of the two resonators, both being bosonic modes.
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3.3.1 Strong dispersive regime in cQAD

The strong dispersive regime described through eqn. (3.28) has been experimentally reached
in cQED for some time. Despite the similarities between cQAD and cQED, the same thing
can not be claimed for cQAD. In fact, only recently this regime has been realized [1], due to
improved qubit coherence. As regards theory, most of the results of section 3.2.1 are trans-
lated to this case. The full Hamiltonian of the qubit-phonon system is

H =
∑
k

h̄ωk b̂
†
k b̂k + h̄ωq q̂

†q̂ − EC

2
q̂†q̂†q̂q̂ +

∑
k

h̄gk(b̂kq̂
† + b̂†kq̂) (3.29)

The qubit linewidth is a lot smaller than the spacing between the different modes. The cou-
pling term g to higher order modes (LG-01 for example) is not present when coupling to
LG-00. Furthermore, the frequency of higher order transverse modes have a greater fre-
quency than the fundamental mode. Thus, the qubit resting point is chosen below the fun-
damental mode, so as not to couple to others. When every assumption is satisfied, the in-
teraction with other modes can be neglected. Moreover, g and the detuning δk = ωq − ωk

between the qubit frequency ωq and the k phonon mode frequency ωk needs to be compared
with the FSR such that the qubit is not on resonance with other longitudinal modes. The
dispersive regime approximation can be pursued if the condition g ≪ δk holds. Similarly
to eqn. (3.26), the Hamiltonian can be reduced to a single phonon mode in case the FSR is
large enough and the coupling is adequately selective. Using the two-level system approxi-
mation we get

Hpdisp ≈ h̄ωk b̂
†
k b̂k + h̄

ωq

2
σ̂z + h̄

χ

2
b̂†k b̂kσ̂z , (3.30)

by substituting the dressed frequencies from eqn. (3.27). Further approximation of the dis-
persive parameter χ in the equations can be performed using αa ≫ δk, condition opposite to
the cQED case, where the anharmonicity is much less than the detuning between cavity and
qubit. As a function of α = h̄EC/2, χ can be written as

χ = −2
|g|2

δk

αa

δk − αa
≈ 2

|g|2

δk
. (3.31)

We can notice that χ in this regime depends just on the coupling and the phonon-qubit de-
tuning. Hence, it is of utmost importance to improve the coupling in order to reach a high
χ, key not only for better state separation but also the SCS protocols of section 2. Further-
more, the FSR limits how much the qubit can be detuned until it is closer to another fun-
damental mode after a detuning of FSR/2. For the purposes of this thesis, the FSR stem-
ming from the device implies a limitation on the qubit-phonon coupling g, which must be
less than a MHz to individually couple to each phonon mode. Higher coupling would allow
to operate in a different regime, with several potential applications such as creating states
of multiple phonon modes.

3.3.2 Phonon driving

Creating a coherent state in the mechanical resonator is crucial for the resonant cat pro-
tocol of section 2.2 and for characterizing the state in a phonon mode. In this subsection
the creation of a phononic state is computed. A phonon mode can be probed by sending
a signal at its frequency. The antenna of the qubit interacts with the piezolectric layer of
the phonon cavity, transforming the electric signal in acoustic waves. A schematic of the
full system and the drive pulse sent is shown in Fig. 9. Consider the longitudinal modes,
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Figure 9: Schematic picture of system components in frequency space. In purple longitu-
dinal phonon modes are shown. In green the qubit is shown, at around 6 GHz. In red the
cavity is shown, usually between 8-10 GHz. In blue we can see the stark shift drive dis-
cussed in subsection 3.1.3. In aqua green the drive to a phonon mode is shown.

ordered by k and apply a drive on resonance with one of the modes. The corresponding
Hamiltonian in the interaction picture of the qubit and the phonon can be written as

Hpdrive = −h̄αa

2
q̂†q̂†q̂q̂ + h̄

∑
k

(gkq̂
†b̂ke

−iδkt + g∗kq̂b̂
†
ke

iδkt) + h̄ϵq̂†e−iδqt + h̄ϵ∗q̂eiδqt , (3.32)

where gk is the coupling between each qubit and phonon mode, δk = ωk −ωq is the detuning
between each phonon mode and the qubit, δq = ωd − ωq is the detuning between the drive
and the qubit, as before. Define λk = gk/δk and use the following unitary U ′ to remove the
coupling term in Hpdrive

U ′ = e−
∑

k(λk b̂k q̂
†e−iδkt+λ∗

k b̂
†
k q̂e

iδkt) . (3.33)

Using the well known

Hrot = UHU † + ih̄
δU

δt
U † , (3.34)

the commutation relation for Fermionic operators [q̂†, q̂] = 1 and the Baker-Campbell-
Hausdorff (BCH) formula [51] that states that for two possibly noncommutative operators
X̂ , Ŷ in the Lie algebra of a Lie group

eX̂ eŶ = eẐ ,

Ẑ = X̂ + Ŷ +
1

2
[X̂ , Ŷ] +

1

12
[X̂ , [X̂ , Ŷ]]− 1

12
[Ŷ, [X̂ , Ŷ]] + · · · ,

(3.35)

getting

H ′
pdrive = −h̄αa

2
Q̂†

1Q̂
†
1Q̂1Q̂1 + h̄

∑
k

(λk b̂ke
i(δk−δq)t + λ∗k b̂

†
ke

−i(δk−δq)t) + h̄ϵq̂†e−iδqt + h̄ϵ∗q̂eiδqt ,

(3.36)
where Q̂1 = q̂ +

∑
k λk b̂ke

−iδkt. In order to remove the qubit drive an additional unitary
transformation must be performed

U
′′
= e

−( ϵ
δq

q̂†e−iδqt+ ϵ∗
δq

q̂eiδqt)
, (3.37)
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leading to the final Hamiltonian

H
′′
pdrive = −h̄αa

2
Q̂†Q̂†Q̂Q̂+ h̄

∑
k

(ϵ∗λ∗k b̂ke
i(δk−δq)t + ϵλk b̂

†
ke

−i(δk−δq)t) , (3.38)

with Q̂ = Q̂1 + ϵe−iδqt. This is just an approximation up to the first order, so it is valid only
for low amplitudes. It is now crucial to note that how much the phonon mode is driven is
proportional on the intensity of the drive ϵ, as well as λk, which is proportional to the cou-
pling gk, but also inversely proportional to the detuning δk to the qubit. The device gk and
the FSR of the phonon modes constrains phonon state creation. The limitation is discussed
more in detail in section 4.1.1. Since there is in principle no strong limitation on the driv-
ing power ϵk, δk can be increased as desired. It is then necessary to have a tradeoff between
a faster drive (when λk is big) and a small induced qubit population (when λk is small).
Close to the end of the project, the coherent drive for the parameters of cQAD turned out
different from what was expected. This is explained in Appendix D. The phonon drive is
the fundamental ingredient of all the cat simulations of the next chapter.
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4 Simulations Playing with the felines

“One of the basic rules of the universe is that nothing is perfect. Perfection simply doesn’t exist.
Without imperfection, neither you nor I would exist”

Stephen Hawking

It is possible to simulate the Hamiltonian of our device through the Python QuTiP pack-
age [52]. In this way, it is not complicated to reproduce just the evolution of the protocols
described in section 2. However, to fully characterize the experimental process state char-
acterization and further imperfections can also be included. These processes can be imple-
mented through specific QuTiP packages, such as ”circuit”, ”compiler” and ”qip”, allowing
for pulse simulations. Based on these concepts, part of the work of the thesis consists in
developing a simulator framework which encompasses the master equation solver plus the
alluded packages. The whole structure slows down the full simulations, in exchange for bet-
ter predictions, code consistency and structure. The parameters that are used in the sim-
ulations (unless ideal simulations or further stated) are summed up in Table 1. Most of
the parameters are chosen based on the settings and results of the measurements in chap-
ter 5. Clearing doubts on the remaining parameters: the qubit Hilbert space dimensions
Nq is fixed to be 2 due to simulation speed and because decay in the f-state is not consid-
ered a major decay channel, the phonon Hilbert space dimensions Np must be carefully cho-
sen after compromises between simulation speed and abiding to real physics, the number of
phonon modes nphon is fixed to 1 (always for simulation length). Coherent state amplitude
αp is discussed in subsection 4.2. These constraints could inadvertently change the simula-
tion results, hence, is crucial to pay attention on not going out of the boundaries instanti-
ated.

Parameter Symbol Value

Qubit Hilbert space dimensions Nq 2

Qubit frequency ωq variable

Qubit rest frequency ωqr 5.969940 GHz

Qubit interaction frequency ωqi 5.972295 GHz

Qubit relaxation time T1q 10.1 µs
Qubit dephasing time T2q 8.8 µs

Phonon Hilbert space dimensions Np 30, more if needed

Phonon mode numbers nphon 1

Phonon frequency ωp 5.974117 GHz

Phonon relaxation time T1p 84.5 µs
Phonon dephasing time T2p 105.0 µs
Coherent drive duration td 6 µs

Coherent drive single tail duration tσ̂ 0.2 µs
Rest detuning δk or δqr 4.177 MHz

Interaction detuning δk or δqi 1.822 MHz

Qubit-phonon coupling g 258.5 kHz

Coherent state amplitude generated αp 1.5

Free spectral range FSR 12 MHz

Table 1: Simulation parameters. Mostly settings and results from chapter 5, plus others
chosen ad hoc. All frequencies must be multiplied by 2π. More explanation in text.
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In this chapter the simulation steps needed for all the protocols in section 4.1 are presented.
These are: coherent state creation (subsection 4.1.1), ramsey-like parity measurements in
the dispersive regime (subsection 4.1.2) and the wigner tomography possible to infer from
several displaced parity measurements (subsection 4.1.3). Afterwards the full simulations
for the cat states examined in section 4.2 is shown: the resonant cat (subsection 4.2.1), the
heralded cat (subsection 4.2.2) and the qcMAP (subsection 4.2.3). For each protocol, sev-
eral properties and dependences are analyzed.

4.1 Simulation steps

Given the complexity of the protocols, it is functional to split them in steps and analyze
each operation by itself. Through the simulator, different parameters are tuned and the sys-
tem dynamics are emulated through the simulation of real physics operations. The three
most important single steps to analyze are the creation of a coherent state in the phonon
oscillator, the Ramsey sequences in the dispersive regime for parity measurements and full
state characterization through Wigner tomography.

4.1.1 Coherent state creation

Phonon driving through a qubit antenna was derived in subsection 3.3.2. For convenience,
the Hamiltonian is rewritten isolating the driving term

Hdrive = h̄
∑
k

(ϵ∗
g∗

δk
b̂ke

i(δk−δq)t + ϵ
g

δk
b̂†ke

−i(δk−δq)t) , (4.1)

where the parameters are already defined in subsection 3.3.2. Several consideration stem
out from the Hamiltonian and device physics. Firstly, g (simplified from gk) solely depends
on the device properties and is incontrollable after device fabrication. Another parameter,
δk, the rest detuning, can be tuned in-situ as described in subsection 3.1.3. It is essential for
the qubit frequency to be not too close to the phonon mode, otherwise the resonant JC in-
teraction could make the phonon population decay. The last two parameters, δq and ϵ, just
depend on the specific drive, giving the option to tune coherent state amplitude and phase.
Other criterions, missing from the equation, surface when taking into account the approx-
imation applied previously. As mentioned earlier, the higher order transverse modes are
not detrimental in an appreciable manner to our system, due to their low coupling with the
qubit. However, coupling to other modes is relevant when considering longitudinal modes.
Careful calibration of qubit detuning compared to the FSR of the main modes plays a fun-
damental role in making sure undesired phonon modes do not couple to our phonon drive.
For the aforementioned reasons, it is necessary to reduce the extension in frequency of our
drive. The mentioned requirement is achieved by using a gaussian square pulse instead of a
common square pulse. The comparison with a square pulse in time domain and frequency
space is presented in Appendix C. The state created through eqn. (4.1) is shown in Fig.
10(a). The fidelity for the state for the parameters mentioned in table 1 is F = 0.955, cal-
culated by taking the density matrix overlap with an ideal coherent state with the same
amplitude α = 1.5. It is important to mention that the fidelity considered in the work is
always the square as the default QuTiP fidelity, justifying the lower numbers with respect
to the ones the reader might be accustomed to. The expression is the following

F(ρ̂1, ρ̂2) = Tr

(√√
ρ̂1ρ̂2

√
ρ̂1

)2

(4.2)

with the density matrices ρ̂1, ρ̂2 defined in eqn. (A.1). The fidelity of a coherent state has
an inverse square dependence with respect to the coherent state amplitude when accounting

27



(a) (b)

(c)

Figure 10: (a) Coherent state created for α = 1.5. (b) α generated against fidelity with a
square function theoretical fit on top. (c) Qubit population as a function of driving strength
for different qubit-phonon detunings.

28



for losses: F ∝ 1/α2. The proportionality is accurately fitted in Fig. 10. The actual values
vary based on the rest detuning δk and the coherent drive duration td. When driving the
phonon mode, the qubit can be inadvertently driven due to the broadening in frequency of
the drive pulse. In Fig. 10(c), qubit population as a function of the driving strength ϵ for
different detunings is shown. Naturally, when on resonance the qubit has a high population.
As the qubit is tuned further away, the unwanted qubit population is decreased. However,
the coherent state alpha is also different for equal amplitude at different detunings. As a
consequence, it is an instrumental analysis to inspect qubit population for the same am-
plitude α at different detunings δk. Furthermore, it is instructive to add a dependency on
the drive duration td, considering that the faster drive the less the system decoheres. In
Fig. 11(a) the coherent state generated with a drive of amplitude ϵ and drive duration td
for a detuning δk = 10 MHz is shown. A linear dependency on both ϵ and td is present, as
expected from the Hamiltonian evolution. In Fig. 11(c) the generated qubit population is
shown for the same detuning δk. In Fig. 11(b) the amplitude α is plotted for a smaller de-
tuning δk = 5 MHz and in Fig.11(d) the qubit population is displayed for the same param-
eters. An imperfection can be seen for high drive strength and long drive in the upper right
corner of Fig. 11(b): the reason is the dimensionality of the Hilbert space of the phonon
system (Nph for this simulation) not being enough. To compare the qubit population for
the same amplitude α, focus on the upper right corner of Fig. 11(a). That corresponds to
an α ≈ 5 and in the plot below to a residual qubit population of ⟨σ̂z⟩ ≈ 0.06. The same
α on the right plot coincides with a qubit population of ⟨σ̂z⟩ ≈ 0.12, double the first case.
Hence, it is better to drive at further away detunings, as it induces less excited state pop-
ulation in the qubit. Practically speaking, limitations are the pulse amplitude needed, that
becomes higher and higher, and the frequency shape of the pulse, that can overlap with un-
desired transitions.

4.1.2 Parity measurements in the dispersive regime

The strong dispersive regime for the qubit-phonon mode system described in section 3.3.1
allows the qubit to be spectroscopically resolved at different frequencies depending on phonon
population. Thus far, this effect has been considered only in the frequency domain. How-
ever, it is possible to analyze this behaviour also in time domain by carrying out measure-
ments on the qubit based on Ramsey sequences. The exact calculation of the qubit state
population at the end of the sequence for whichever initial phonon state is reported in Ap-
pendix B.2. To calibrate parity measurements preparation of different fock states is needed.
The control sequence is shown in Fig. 12(a). The frequency above each stark shift pulse in-
dicates the tuned qubit frequency during the pulse. As expected from the dispersive hamil-
tonian in the two level system approximation

Hdisp = h̄
χ

2
b̂†k b̂kσ̂z , (4.3)

the prepared fock state |n⟩ contributes to a frequency shift of the qubit of nχ. This means
that when calibrating and canceling the phase accumulated by the qubit during the dis-
persive evolution, the frequency of the qubit population is just ωpop = nχ. For the usual
parameters, the simulation is revealed in Fig. 12(b). The origin of the high frequency os-
cillations is elucidated in Appendix B.1. Ideally, the measurements of the parity occur at
an ideal time tint = π/χ, indicated by the black dashed line. At that point, prepared even
fock states correspond to an excited state population, while odd fock states correspond to
a ground state population. It is possible to define a contrast to quantify how far away from
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(a) (b)

(c) (d)

Figure 11: Amplitude α of the coherent state generated as a function of drive strength and
drive duration for two different detunings δk = 10 MHz (a) and δk = 5 MHz (b). Qubit
population ⟨σ̂z⟩ for the same parameters in (c) (δk = 10 MHz) and (d) (δk = 5 MHz)).
Stars represent points with same α and same corresponding detuning on the plots below.
Crosses indicate the respective amplitudes of the stars on the colorbars. For these simula-
tions the dimensions of the Hilbert space of the fock system Nph = 90 have been used.
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ideality the parity measurements are in the following way

C =

nmax∑
n=0

|0.5− ⟨σ̂z⟩(tint)| , (4.4)

with nmax the highest fock state |nmax⟩ taken into account in our contrast. A normalized
contrast symbolizes the precision of the measurements Cnorm = C/(nmax + 1). Ideally each
fock state has a contrast of 0.5. Including decoherence, without the dispersive regime im-
perfections the expression of eqn. (4.4) is found by substituting an exponential decay with
characteristic time T2

Cth =
(nmax + 1)

2

(
1− e

− tint
T2

)
, (4.5)

with Cth meaning theoretical contrast. When no losses are present, canceling out the expo-
nential yields an ideal value of 0.5 for each different Fock state. In Fig. 12(c) simulations
of the contrast for different coherence times are shown. The simulated values approximate
precisely the theoretical curve. The only difference can be noticed for high coherence times,
where the imperfection effect of the dispersive regime is significantly more appreciable than
the dephasing effect of the qubit. Another analysis is presented in Fig. 25(d), where g2/δk
is set to constant and consequently the interaction time tint ≈ 7.48 µs. The coherence times
are set to T1, T2 = 30 µs for each point of the plot. Simulations display that the contrast
always increases for higher detuning and, consequently, higher coupling. The results men-
tioned have a vigorous impact for the future of cQAD based devices. In fact, given higher
qubit-phonon coupling for the same coherence times, there always exists a new interaction
point such that the contrast of the parity measurements increases.
Another meaningful investigation consists in simulating the contrast of eqn. (4.4) up to
nmax = 3 as a function of qubit-phonon coupling g and interaction detuning δint. The re-
sulting 2-dimensional plot is pictured in Fig. 13. The behaviour of the contrast generally
follows expectations. In fact, for low couplings and high detunings the contrast is very low
due to long interaction times, while as the coupling increases the contrast increases. Sur-
prising is the fact that for the device parameters chosen (the same as the measured ones
of Table 1) choosing a lower detuning always improves the contrast. The resulting implica-
tion is that, for current qubit coherence, fast interaction is more dominant than not being
perfectly in the dispersive regime. However, issues not related to contrast arise, especially
phase-related, as is explained in section 4.2.2. These problems generate the oscillating pat-
tern in the middle of the figure. Lastly, in the plot it can be noticed that diagonal lines of
similar contrast can be shown. The lines correspond to the plot of Fig. 12(d), with g2/δint
constant.

4.1.3 Displaced parity measurements

Wigner functions represent a way of characterizing a state by its tomography in phase space.
Their expressions, properties and some examples are listed in Appendix A. In a cQAD sys-
tem, it is possible to perform state tomography with displaced parity measurements by ap-
plying a displacement for each point α in phase space and subsequently implementing the
Ramsey segment of the parity measurement control sequence. The dispersive regime imper-
fections due to the high g/δk The simulated Wigner functions of |0⟩, |1⟩ and |2⟩ are com-
pared in Fig. 26 with the ideal and measured states. The most evident difference with the
ideal states is the presence of a negative background, due to dispersive regime imperfec-
tions. Furthermore, the contrast in the parity is lower than the ideal case due to decoher-
ence. Characterization of the states is achieved by quantifying a fidelity measure F . For
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Figure 12: (a), Parity measurements calibration control sequence for qubit and stark shift
pulse. ωqr is the qubit rest frequency, ωp is the phonon frequency, ωint is the qubit interac-
tion frequency and tswap is the excitation swap time between qubit and phonon. (b), Ram-
sey sequence for the qubit after preparing fock states |0⟩, |1⟩, |2⟩ and |3⟩. The dashed line
represents the interaction time tint = π/χ. (c) Simulated contrast (eqn. (4.4)) of parity mea-
surements as a function of coherence times. Red dots are simulated values, while the red
line is the theoretical estimate of eqn. (4.5). (d) Simulated contrast (eqn. (4.4)) as a func-
tion of qubit-phonon detuning δk. The ratio g2/δk, and subsequently the interaction time
tint = π/χ is kept constant.
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Figure 13: Contrast of eqn. (4.4) up to nmax = 3 as a function of qubit-phonon coupling g
and interaction detuning δint.
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density matrices, the fidelity has already been defined in eqn. (4.2). A viable approach to
characterize the fidelity of a state would be to reconstruct the density matrix given enough
points in phase space and employ the fidelity formula. However, another manner is chosen
using a property of Wigner function from Appendix A.2. The expression of eqn. (A.10) al-
lows to calculate the overlap of two Wigner functions as an integral of their product

π

∫ +∞

−∞
W1(x, p)W2(x, p) dx dp = Tr[ρ̂1ρ̂2] , (4.6)

for two Wigner functions W1(x, p),W2(x, p) related to two density matrices ρ̂1, ρ̂2. The
equation can be written for a finite number of points assuming the Wigner functions to be
defined over a grid along the x and y axis

F = π
xmax − xmin

xsteps

ymax − ymin

ysteps

x′max − x′min

x′steps

y′max − y′min

y′steps

x=xmax∑
x=xmin

y=ymax∑
y=ymin

x′=x′
max∑

x′=x′
min

y′=y′max∑
y′=y′min

W (x, y)W ′(x′, y′) ,

(4.7)

for two Wigner functions W (x, y) and W ′(x′, y′) corresponding to two density matrices ρ̂
and ρ̂′. xmin and xmax represent the minimum and maximum extrema of the x-axis over
which the Wigner W (x, y) is defined, while xsteps are the number of points in the x direc-
tion. Same thing for ymin, ymax and ysteps for the y-axis and analogously substituting with
x′, y′ for W ′(x, y). When simulating or measuring the Wigner function through parity mea-
surements, a normalization to amplitude must be executed: W (x, y) = 2

πWp(x, y), with
Wp(x, y) the measured displaced parity.

4.2 Full cat simulations

Thus far, the topic of the discussion has been the achievement of state characterization
through its different steps in a cQAD system. The objective of this section is to combine
the cat state protocols listed in chapter 2 with state tomography. Parameter sweeps and
protocol analysis provides insights about how to maximize fidelities of the state created.
More specifically, understanding several control parameters for the resonant cat is crucial
for the measurements of chapter 5. Analysis of the other two cat protocols is needed for
possible future measurements on the same device or better devices.

4.2.1 Resonant cat

The resonant cat state expression, derived in section 4.2.1, is an approximated cat state.
For this reason, a rigorous benchmark for how much of a cat the protocol has generated
must be defined. To find the fidelity of a cat state the following expression is employed

Fcat = maxρ̂cat(F(ρ̂cat, ρ̂res)) , (4.8)

with ρ̂cat = |ψcat⟩⟨ψcat| and ψcat defined as

ψcat =
1

Nθ
D̂(αde

iθd)(|αeiθs⟩+ eiθ|−αeiθs⟩) , (4.9)

with the generalization of the normalization factor of eqn. (A.20) Nθ

Nθ = 2(1 + eiθe−2|α|2) . (4.10)
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Five parameters are present in eqn. (4.9): α, the coherent state amplitude of each blob of
the cat, αd, an offset displacement to the full cat state, θd, the phase of this displacement,
θs, the phase of the coherent state blobs and θ the phase between the two coherent state.
The α used is the same as the alpha fitted after coherent state creation. An offset displace-
ment is supposed due to imperfection in resonant cat generation. θs is necessary due to
measurement in a different rotating frame with respect to the phonon mode. Simulations
show that the relative phase θ depends on the initial state of the qubit.

Resonant cat for different sizes

The cat state protocol employed in the simulations operates in the following way: a coher-
ent state is driven in the phonon mode to create an |α⟩ state. Afterwards, a π pulse on the
qubit is applied and eventually the qubit and phonon are put on resonance interacting for a
time tint = tr/2 = απ/g. The state generated resembled a cat state as n = |α|2 → ∞. The
affinity is exhibited in Fig. 14(a-d), with increasing amplitudes α = 1, 1.2, 1.5, 2. The corre-
sponding fidelities are F = 0.597, 0.703, 0.646, 0.495. The ideal fidelity trends towards one
as the largeness of the cat state increases. However, due to included losses depending on
1/α2, the actual values reach a maximum and plummet. These trends can be deduced from
Fig. 15. As a function of the coherent state amplitude α, the fidelity with an ideal SCS is
plotted with losses of both qubit and phonon mode and without any losses. The ideal case
displays a sharp increase in fidelity after α ≈ 1. However, at α ≈ 1.4, the fidelity value de-
creases and reaches a stable value, attributed to the balance between the imperfection due
to higher qubit losses as the coherent drive amplitude increases, and the resemblance of the
resonant cat to a SCS. The case with losses shows a similar trend, despite with a parabolic
envelope, caused by the losses dependent on the amplitude α, as already mentioned. The
dependence of the fidelity of alpha provides a calibration mechanism to select the best α for
our experiment and simulations. The values chosen are α ≈ 1.4 − 1.5, a tradeoff between
high fidelity and large enough mean phonon number n.

Adding parity measurements

After state creation, implementation of displaced parity measurements in simulations has
been achieved. In the previous paragraph, qubit coherence had an effect only on state cre-
ation. Here, the effect of coherence losses is investigated additionally during measurements.
Preserving the same device parameters and fixing α = 1.5, the measurement sequence is
simulated for different qubit coherence times of T1q, T2q = 12, 16 µs, shown in in Fig 16(a);
T1q, T2q = 25, 32 µs, shown in in Fig 16(b); T1q, T2q = 38, 48 µs, shown in in Fig 16(c).
Two figures of merit are defined to calibrate the ”closeness” of the measured states to a cat
state: F1 and F2. F2 is defined as in eqn. (4.8) as the fidelity of the resonant cat density
matrix at the end of state generation with the fitted cat ρ̂cat inducing the highest fidelities.
While F1 is defined as in eqn. (4.7) as the fidelity of the resonant cat Wigner function af-
ter measurement with the best fitted cat found for F2. The measurement process only adds
imperfections, but does not change the parameters of eqn. (4.9). The values of the fidelities
increase for higher coherence times, as expected. The ratio F1/F2 can also be computed.
The value of this quantity stays constant to an approximate value of ≈ 2/3 for the different
cases, implying that coherence times affect state generation and the measurement sequence
with the same proportion. The quantities mentioned are displayed in Table 2.
Two main things jump to the eye when observing the simulated Wigner tomographies. The
first is the contrast of the blobs and fringes, increasing with better qubit coherence times,
because of higher contrast parity measurements. The second is the offset background, vary-
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(a) (b)

(c) (d)

Figure 14: Simulation of the resonant cat protocol without state tomography for the usual
device parameters for different amplitudes α. (a) α = 1 with fidelity to an ideal cat state of
F = 0.597, (b) α = 1.2 with fidelity F = 0.703 (c) α = 1.5 with fidelity F = 0.646, (d)
α = 2 with fidelity F = 0.495. Losses are set to T1q = 10.1 µs, T2q = 8.8 µs, T1p = 42 µs and
T2p = 77.5 µs.
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Figure 15: Fidelity of a resonant cat with a fitted ideal SCS as a function of the amplitude
α of the size of the coherent state created. The two lines represent the case without any
losses (orange) and with qubit and phonon losses (red). The losses for the red case are the
same as in Table 1.

Parameter Case 1 Case 2 Case 3

Qubit coherence times T1q, T2q [µs] 12, 16 25, 32 38, 48

Fidelity F1 0.272 0.393 0.444

Fidelity F2 0.407 0.590 0.701

Ratio F2/F1 0.668 0.667 0.633

Table 2: Simulation results for resonant cat Wigner tomography as a function of coherence
times. Parameters are mostly from Table 1, except for T1p = 42 µs, T2p = 77.5 µs, ωqr =
5.956115 GHz and ωqi = 5.972115 GHz.

ing for the three plots. The offset background is present due to higher order terms in the
dispersive regime (see Appendix B). In particular, the theoretical time tint = π/χ set for
the interaction time of the ramsey sequence is not ideal, due to the presence of residual JC
interaction. Varying the interaction time changes the background offset [1]. Due to very
long simulation times (multiplied by four due to four phase averaging as described in Ap-
pendix B.3), this interaction time is set to the ideal value. Thus, the background value de-
pends on the particular parameters of the simulation, including coherence times and can be
negative (Fig. 16(a)), positive (Fig. 16(b)) or close to zero (Fig. 16(c)).

4.2.2 Heralded cat

The heralded cat is prepared in exactly the same way as in section 2.3. Transferring the
pulses to the simulator the protocol unfolds as expected. After applying the necessary gates,
measuring the qubit state collapses the cat state either in the odd cat state in case of a
qubit measured in the ground state, or an even cat state if the qubit is measured in the ex-
cited state. The fidelities for the simulated protocols for ideal parameters can even reach
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(a) (b)

(c)

Figure 16: Resulting Wigner function from state generation and displaced parity measure-
ments of the resonant cat protocol for α = 1.5. Square symmetric grid is composed by n x
n simulated measurements with n = 25 with xmax = 2.4. Other parameters are from Table
1 with some changes written in Table 2. Plots differ by qubit decay time T1q and qubit de-
coherence time T2q. Phonon coherence times are set to T1p = 42 µs and T2p = 77.5 µs. (a)
T1q = 12 µs, T2q = 16 µs. (b) T1q = 25 µs, T2q = 32 µs. (c) T1q = 38 µs, T2q = 48 µs.
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(a) (b)

Figure 17: Heralded cats for usual device parameters except for coherence times, set to a
very large value. (a) displays |ψcat⟩+ with fidelity F+ = 0.9802. (b) displays |ψcat⟩− with
fidelity F− = 0.9768.

F = 0.98 − 0.99, defined as in eqn. (4.8). Plots of the Wigner function are displayed in Fig.
17(a) for the even cat, and in Fig. 17(a) for the odd cat. The calculated fidelities in this
case are respectively F+ = 0.9802 and F− = 0.9768.
The exact values of the fidelities depend on the relative phase θ of the qubit superposition
dependent on the phase of the Rθ

(
π
2

)
gate. This behaviour can be seen in Fig. 18(a), where

the odd cat of the protocol is plotted for a particular initial relative phase θ. A strong asym-
metry in the coherent state blobs can be noticed. In fact, by varying the phase θ, simula-
tions show that a sinusouidal oscillation in the coherent state blob asymmetry is present.
The dependence is assumed to be attributed to higher terms in the dispersive Hamiltonian.
This assumption is supported by Fig. 18(b), where odd and even SCSs state fidelities are
plotted as a function of qubit-phonon coupling g. Oscillations in the fidelity are present,
with a frequency proportional to g2, and subsequently to the interaction time π/χ. Hence,
the oscillation frequency decreases as g goes up. Theoretically extending the plot to ex-
tremely large couplings, it is possible to imagine that the frequency of the oscillations in
fidelity is so low that there is no dependence of the fidelity on g.
After state creation, displaced parity measurements can be simulated for the given state.
Sweeping coherence times returns fidelity values similar to Table 2. To gain new insights,
coupling is varied as a sweeping parameter, simulating different piezoelectric materials for
qubit-phonon interaction. Fig. 18(b) has already shown the SCSs dependance on coupling,
with a small increasing envelope for higher values of g. When including parity measure-
ments, the fidelity quantities used are F1, F2 and F2/F1 defined in subsection 4.2.1, re-
ported in Table 3. The ratios are quite constant as well, except for coupling 0.6, for which
the dispersive regime is not a good approximation g/δk ≈ 1/3. Furthermore, fidelities F2

are higher than the resonant counterparts due to the final state being ideally a SCS.
A further useful dependence to show is the shift of the ”best” interaction point for the qubit
as the coherence times increase. ”Best” referes to the highest fidelity for the fitted SCS.
If coherence times are low, a short interaction time tint allows better fidelities. However,
as coherence times increase, the best interaction point shifts further and further away, as
having a better dispersive approximation is preferred. The interaction point dependence is
shown for different coherence times of T1q, T2q = 16, 20 µs in Fig. 19(a), T1q, T2q = 48, 60 µs
in Fig. 19(b), T1q, T2q = 100, 120 µs in Fig. 19(c), T1q, T2q = 200, 240 µs in Fig. 19(d). The
fidelity oscillations and amplitude depend on the detuning of the qubit-phonon system dur-
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(a) (b)

Figure 18: (a) Odd SCS of the heralded cat protocol simulated for a particular angle θ of
the Rθ

(
π
2

)
gate. Particularly interesting is the asymmetry of the coherent state blobs. Pa-

rameters are the same as Table 1, except for losses which are removed to isolate the asym-
metry issue. (b) Fidelity of both odd and even SCSs of the heralded cat protocol as a func-
tion of coupling. Oscillations of the fidelity periodic with g2 can be noticed for both states.

Parameter Case 1 Case 2 Case 3

Coupling [MHz] 0.2 0.4 0.6

Fidelity F1 0.372 0.343 0.292

Fidelity F2 0.830 0.771 0.853

Ratio F2/F1 0.448 0.445 0.342

Table 3: Simulation results for the even heralded cat Wigner tomography as a function of
couplings. Parameters are mostly from Table 1, except for T1q = 25 µs, T2q = 29 µs, T1p =
60 µs, T2p = 100 µs, ωqr = 5.9691 GHz and ωqi = 5.9721 GHz.

ing the interaction time and the relative phase of the superposition state created, as already
mentioned earlier.

4.2.3 qcMAP

The qcMAP sequence has been described in subsection 2.4. However, executing the ex-
act protocol does not function as intended. The reason being that the phonon drive cor-
responds to a displacement which is conditional to the qubit state. A short derivation of
the new expression with cQAD parameters is found in Appendix D. The protocol actually
takes less time now, because the dispersive evolution is not anymore needed. In the control

sequence of Fig. 5, the S
(
π
χ

)
operation is then removed. The third step is replaced by

D̂θ
1√
2
(|g⟩+ |e⟩)⊗ |α⟩ = 1√

2
(|e, 0⟩+ |g, 2α⟩) , (4.11)

where D̂θ is the displacement depending on the qubit state Rx(ϕ)|g⟩. The expression at the
end of eqn. (4.11) after tracing out the qubit state is shown in Fig. 20(a). The two blobs
have no interference fringes, as expected. Imperfections can be seen due to higher order
terms in the second drive pulse. Conditional π pulse R0

x(π) can be performed by exploit-
ing the dispersive regime and consequent phonon number splitting. Its operation consists
in applying a long enough drive pulse to select just the qubit state entangled with Fock
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Figure 19: Fidelities of both even and odd cats generated with the heralded cat protocol as
a function of interaction detuning δqi for different coherence times. (a) T1q, T2q = 16, 20 µs,
(b) T1q, T2q = 48, 60 µs, (c) T1q, T2q = 100, 120 µs in Fig. 19, (d) T1q, T2q = 200, 240 µs.
Other parameters are from 1, except for phonon coherence times T1p = 100 µs, T2p = 140µs
for (a) and (b), T1p = 200 µs, T2p = 240µs for (c) and T1p = 400 µs, T2p = 480µs for (d).
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Figure 20: (a) Wigner tomography of the final expression of eqn. (4.11) after tracing out the
qubit. (b) Ground state population of qubit state for phonon initial states fock |0⟩, fock |1⟩
and coherent |α⟩ with α = 3. (c) Final state of the qcMAP protocol. Qubit coherence times
have been set to ∞. Parameters are from Table 1, except from rest point ωqr = 5.952117
GHz.

number |0⟩. In Fig. 20(b), the action of such a pulse over time is shown. The qubit state
population of the qubit state entangled with the Fock |0⟩ state follows Rabi oscillations, as
expected from the a normal drive interaction. As a reference, the case when it is entangled
to the Fock |1⟩ state is plotted, showing Rabi oscillations with clipped amplitude due to the
detuned frequency of χ. In the case of a coherent state of amplitude α = 3 (which corre-
sponds to double of the target coherent state amplitude α = 1.5), oscillations are very faint.
Less than 0.2 of the qubit population in this case is excited for a time of only tπ ≈ 3 µs.
Better parameters could reduce the undesired qubit population and the drive duration. The
effect of the R0

x(π) pulse on the state of eqn. (4.11) produces an even cat state, as shown
in Fig. 20(c). The fidelity for this state is F = 0.6312, for no losses included. Despite the
reduced protocol, fringes are not visible for simulations with the parameters of our device.
More careful simulations have the potential to slightly improve state fidelities. However,
better device parameters such as qubit losses and qubit-phonon coupling are needed to in-
crease state fidelity.
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5 Experiments Adopting a kitten

“It doesn’t matter how beautiful your theory is, it doesn’t matter how smart you are. If it doesn’t
agree with experiment, it’s wrong.”

Richard P. Feynman

The article [1] has been able to prove that the device is in the strong dispersive regime of
cQAD by showing phonon number splitting. Furthermore, parity measurements in the dis-
persive regime, described in subsection 4.1.2 and shown again in subsection 5.2.3, have been
performed. The goal of this experiment is to recalibrate all necessary steps and implement
the resonant cat protocol. Most of the calibrated parameters have been already mentioned
in 1, because they are the ones mostly adopted for simulations after performing the mea-
surements for better comparison. In section 5.1 the measurement setup is described. Af-
ter that, step by step calibration is needed in section 5.2, beginning with qubit properties
(subsection 5.2.1), phonon properties and coherent state calibration (subsection 5.2.2) and
Ramsey-like parity measurements (subsection 5.2.3). The experiments end up with state to-
mography through Wigner function measurements in section 5.3, with both quantum and
quasi-classical states (subsection 5.3.1) and the resonant SCS (subsection 5.3.2). In this last
subsection, collapse and revival of Rabi oscillations are shown for different coherent state
amplitude α to prove qubit cavity interaction.

5.1 Measurement setup

The measurement setup is shown in Fig. 21. The device sits in a dilution refrigerator (de-
noted by ”Fridge”) at the base temperature stage. The schematic shows the key electronic
tools to control it. As a substitute for an Arbitrary Waveform Generator (AWG) the Quan-
tum Machines Operator-X (OP-X) is employed. This device allows to send qubit pulses
and to perform readout. One I-Q channel pair is used to control the qubit and the phonon
modes. The Local Oscillator (LO) frequency from a Windfreak SynthHD (WF) at a de-
tuning δqIF = ωqr − ωqLO = 50 MHz (ωqLO = 5.91994 MHz) from the qubit rest fre-
quency upconverts the Intermediate Frequency (IF) of the I-Q pair up to the desired qubit
or phonon frequency. Another I-Q channel pair is dedicated to readout the cavity frequency
and performing the stark shift. In this case the Rohde & Schwarz (R&S) signal generator
is needed to upconvert the IF frequency whose value is δrIF = ωr − ωrLO = 250 MHz
(ωrLO = 7.762 MHz), with ωr the cavity frequency. Through the same channel a different
waveform is sent at ωss = 180 MHz (70 MHz away from the cavity frequency) for the stark
shift. Afterwards, the two Radio Frequency (RF) upconverted signals from the mixers are
combined through a Directional Coupler (Dir Coup) with a -20dB in power on the qubit
signal. This device ensures that the signals are unidirectional and do not undermine the
linearity of the mixers. Another directional coupler channels part of the signal to a Spec-
trum Analyzer (SA), important for debugging and mixer calibration (not performed in this
case for time constraints). The output of the fridge, after an initial amplification stage at
the base stage with an Superconducting nonlinear asymmetric inductive element (SNAIL)
Parametric Amplifier (SPA) [53] and a High-Electron-Mobility Transistor (HEMT) at the
4K stage, is amplified first with a 20 dB amplifier and after with two 7 dB amplifiers. Even-
tually, this signal is downconverted with a Image Reject mixer and read out by the OP-X.
To downconvert the output signal the same R&S is used thanks to a splitter, such that LOs
with the same phase can be used for input and output. The last two instruments are a Di-
rect Current (DC) source to bias the SPA through a magnetic flux, and an SPA pump nec-
essary for the three-wave mixing amplifying properties of the SNAIL. However, the SPA
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Figure 21: Measurement setup for the experiment. Control electronics and connections are
shown. The circle with the two crosses represent IQ mixers, while the triangular shaped
components represent amplifiers. Meaning of the abbreviations: ”Dig”: Digital line, ”Dir
Coup: Directional Coupler, ”RF”: Radio Frequency, ”LO”: Local Oscillator, ”R&S”: Ro-
hde & Schwarz, ”WF”: Windfreak, ”SA”: Spectrum Analyzer, ”DC S”: Direct Current
Source, ”OP-X”: Operator-X, ”SPA”: Snail Parametric Amplifier, ”RO I/RO O”: Read-
out Input/Output More details in main text.

pump populates the cavity, increasing its average photon number. As a solution for this,
it is advised to activate the SPA pump only when reading out. When sending the readout
pulse, the OP-X can be set to send a digital trigger such that the SPA pump outputs syn-
chronously with the cavity probe tone. This time is set to the readout pulse length of the
OP-X.

5.2 Device calibration

The calibration begins with cavity spectroscopy. Due to our readout structure based on
transmission, the feature displayed by the resonator is a peak, because the signal is ampli-
fied at the resonance frequency ωr = 1√

CrLr
For that, ωrIF is tuned over a small interval

around the predicted frequency. The result is shown in Fig. (a). The plots show as the am-
plitude the raw values

√
|I|2 + |Q|2. It is also possible to normalize the values by the qubit

ground state and excited state values. Fitting the cavity peak, parameters can be derived
such as the frequency ωr, equal to 8.012 GHz, and the linewidth γr, equal to κ = 496 kHz,
which is the Full Width at Half Maximum (FWHM) of the peak. Introducing the fitting
function is convenient because all of the peaks (qubit, phonon and cavity related) are ap-
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Figure 22: Initial calibration of our device. In (a) cavity spectroscopy can be seen. The
peak is fitted to a Lorentzian function. In (b) qubit Rabi oscillations are shown. In (c) and
(d) a qubit T1 and T2 measurement with their respective control sequences are shown. Val-
ues: ωr = 8.012 GHz, γr = 496 kHz, T1 = 10.2 µs, T2 = 8.8 µs, Vπ = 0.085 V.

proximated to have a Lorentzian shape of the following form

L(f) = A
γ

γ2 + (f − f0)2
+A0 , (5.1)

where A is the amplitude of the Lorentzian peak, γ is the linewidth of the peak, f0 is the
center frequency and A0 is the offset given by the noise floor. The Signal-to-Noise Ratio
(SNR) is greatly increased by the presence of an SPA as a Quantum limited amplifier.

5.2.1 Qubit properties

After performing two-tone spectroscopy, fixing ωr and sweeping the qubit IF ωqIF , the qubit
frequency is found very close to the phonon mode. For this reason it is not possible to oper-
ate at the bare qubit frequency without starkshift. A new rest point is chosen by applying
a stark shift pulse. The chosen qubit rest frequency is at 5.969940 GHz, corresponding to
a stark shift amplitude ϵ0 = 0.159 V. Afterwards a gaussian pulse of length tg = 100 ns
is sent, and as a function of amplitude Rabi oscillations are observed as in Fig. 22(b). The
π pulse amplitude is calibrated to be ϵg = 0.085 V. Then, qubit properties are measured.
Their plots and sequences are shown in Fig. 22(c) and 22(d) (Refer to subsection 3.15 for
significance of these measurements). In particular T1, the relaxation time, is measured by
fitting an exponential line to a qubit decaying after exciting it with a π pulse to the excited
state. The T1 value has an average of 10.1 µs. T2, the dephasing time, is measured by ap-
plying a π/2 pulse, waiting for a time t and applying a second π/2 pulse before reading out.
Better resolution is present when setting an artificial detuning for the second pulse, result-
ing in oscillations in the qubit population. The expressions for the two fitting functions are

A1(t) = Ae(−t/T1) +A0 , A2(t) = −Ae(−t/T2) cos(2πωdet ∗ t+ ϕ) +A0 , (5.2)
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Figure 23: Qubit spectroscopy over stark shift amplitude. At ωr − ωss = 70 MHz detuning
the qubit can be tuned over a 20 MHz range. A slight feature of the anticrossing can be
seen around 5.974 GHz and is addressed in the main text.

with the maximum amplitude and amplitude offset A and A0, ϕ as a possible phase offset
in the cosinusoidal function and ωdet the artificial detuning . The average T2 time is 8.8
µs. After standard qubit characterization, the next step is measuring the shift in qubit fre-
quency depending on amplitude of the stark shift. As discussed in subsection 3.1.3, compro-
mising between stark shift detuning and amplitude is crucial to not populate the microwave
cavity with a high number of photons. The plot of measured qubit frequency vs stark shift
amplitude at 70 MHz detuning is shown in Fig. 23. The qubit can be tuned over two dif-
ferent phonon modes, that are needed for the desired protocol. The phonon frequency can
be seen in the anticrossing feature. After zooming in, we report a phonon frequency of ωp of
5.974117 GHz, basically unchanged from previous measurement in different cooldowns. The
stark shift amplitude to tune the qubit on resonance with the phonon mode is 0.151 V.

5.2.2 Phonon properties and tuneup

Afterwards, the phonon mode addressed can be analyzed. The first step is to calibrate the
swap operation between the qubit and the phonon mode, that exchanges excitation between
the two. After measuring a frequency of g = 258.5 kHz (consistent with previous measure-
ments), the swap time can be found imposing 2π ∗ gtswap = π, resulting in tswap ≈ 960
ns. Now, it is possible to measure the phonon decoherence times T1 and T2 with the usual
protocols, interleaving the waiting time by two swap operations. They are shown in Fig.
24(a) and 24(b). Average T1 is 84.5 µs and average T2 is 105 µs. In Fig. 24(c), vacuum
Rabi oscillations between the first order transverse mode and the qubit (left), and the lon-
gitudinal mode and the qubit (right). It is important to note that the abscissa in this plot
is the stark shift amplitude, so it has an opposite dependence with respect to the frequency.
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Figure 24: Phonon properties measurement, vacuum Rabi oscillations between qubit and
phonons and coherent state calibration. In (a) and (b) T1 and T2 data and control se-
quences are shown. (c) displays vacuum Rabi oscillations as the qubit is tuned with two dif-
ferent phonon modes. The phonon mode interacting with the qubit on the left is the higher
order transverse mode, while the one on the right is the fundamental mode that addressed
during the protocols. The amplitudes on the x-axis differ from the amplitude value 0.305
used for resonant interaction between qubit and phonon mode used in the following experi-
ments, because here we sweep over the next lower fundamental mode family. (d) shows the
effect of number splitting of a coherent state on the qubit, and the fit of this coherent state.
(e) represents the fitted values of the coherent state amplitude α depending on the drive
amplitude.
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From this plot it is also possible to extract the selectivity of the zero order mode, defined
as the ratio between the coupling with the fundamental mode and the coupling with the
higher order mode. In this case the selectivity is satisfying: gm=0/gm=1 ≈ 4. This means
that except from being close to the resonance of the higher order phonon, the qubit does
not interact with it. After measuring the phonon properties, the next step is calibrating
the amplitude during the creation of coherent states. Therefore, a coherent drive is applied
while the qubit is at the rest point and after tuning it up closer to the phonon mode at a
frequency of ωcs = 5.97308 GHz, it is driven with a slow saturation pulse of a duration of 20
µs, bringing it to a superposition state. The frequency of the pulse is changed to effectively
perform qubit spectroscopy. The length of the π pulse is essential to not widen the qubit
intrinsic linewidth 1/γ. Remembering eqn. (3.27), the peaks are spectroscopically resolved
in the case χ >> γq where γq is the linewidth of the qubit. The amplitude of each peak is
linear as a function of the corresponding Fock state population. Phonon number splitting is
observed and the coherent state amplitude α can be measured by fitting a Voigt profile, a
sum of Lorentzian peaks. α is extracted by fitting a poissonian distribution to the presumed
Fock number amplitudes (recall eqn. (2.14)). Typical errors are on the order of 10 − 15%.
The errors are due to phonon decay, during the saturation pulse Fitting α for several drive
amplitudes is shown in Fig. 24(e). As expressed in eqn. (3.3.2), the drive amplitude - co-
herent state dependence is linear. In fact, the points can be fitted together with a line. The
target α of 1.5 needs a drive amplitude of 0.026 a.u. for that specific rest point.

5.2.3 Ramsey-like parity measurements

The last ingredient to measure the Wigner tomography of a state and fully characterize it
is represented by parity measurements possible in the strong dispersive regime (subsection
3.3.1). An interaction point is chosen after some considerations at ωqi = 5.972295 GHz. The
interaction detuning corresponds to δki = 1.82 MHz. This point allows to be in the disper-
sive approximation (g/δki = 0.2585/1.822 ≈ 1/7), while granting an interaction time π/χ
shorter than the qubit coherence times. Using the same protocol as in subsection 4.1.2 the
result is shown in Fig. 25. The expected interaction time from the dispersive approximation
is π/χ = 4πg/δk = 6.817 µs with g = 2π ∗ 258.5 kHz and δki = 2π ∗ 1.822 MHz. This
number is fairly close to the right vertical line in the plot, corresponding to the maximum
contrast of the first four Fock state parities. The contrast of the left line corresponds to the
maximum over the sum at different times of the first three Fock numbers (|0⟩, |1⟩ and |2⟩)

Cleft = max

(
2∑

n=0

(−1)n(0.5− ⟨σz⟩(t))

)
= 0.705 = 0.235 ∗ 3 , (5.3)

with

tleft = argmax

(
2∑

n=0

|0.5− ⟨σz⟩(t)|

)
≈ 6.4µs , (5.4)

while the contrast of the right line is the same quantity over the first four Fock numbers
(|0⟩, |1⟩, |2⟩ and |3⟩)

Cright = max

(
3∑

n=0

(−1)n(0.5− ⟨σz⟩(t))

)
= 0.82 = 0.205 ∗ 4 . (5.5)

with

tright = argmax

(
3∑

n=0

|0.5− ⟨σz⟩(t)|

)
≈ 6.8µs . (5.6)
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Figure 25: Ramsey sequences at the interaction point depending on the state generated in
the phonon mode plotted for Fock |1⟩, |2⟩ and |3⟩. Each added Fock number increases the
frequency of the oscillation by χ. The vertical lines Cleft and Cright represent the maximal
contrast of eqn. (5.3) and eqn. (5.5) respectively.

The normalized contrasts Cleft/3 = 0.235 and Cright/4 = 0.205 display that the average
value for each single measurement are higher for the left line. Furthermore, since the co-
herent states generated have a smaller average phonon number than 3, an interaction time
of tint ≈ 6.4 µs is chosen, the time for which there is maximum contrast for the first three
Fock state parity values.

5.3 State tomography

As elucidated in subsection 4.1.3, tomography of the full state can be performed by measur-
ing the parity at different points in phase space. Selecting a point in phase space is possible
by applying a displacement operator D(α). To verify the effectiveness of the sequence, Fock
state |0⟩, |1⟩ and |2⟩ have been measured. In this section, qubit-phonon interaction when
the phonon is prepared in a coherent state, is also shown. After preparing a coherent state
α, collapse and revival of Rabi oscillations can be observed. By measuring the phonon state
after a specific time, the collapse time tr/2 (≈ 2.89 µs, for the given parameters), the reso-
nant SCS emerges.
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5.3.1 Quantum and quasi-classical states

After the necessary steps aforementioned, measuring the Fock |0⟩ state is straightforward.
It is just necessary to perform displaced parity measurements with different amplitude and
phase. To measure Fock |n⟩ states, a sequence of π pulses and swap operations is performed
n times, where n is the desired Fock state. Climbing the Fock state ladder requires recal-
ibrating the swap time for each Fock number. Eqn. (2.6) illustrates the dependence of the
frequency on the Fock state number n. When addressing the {|e, n⟩, |g, n + 1⟩} the swap
time is tswap,n = 1√

n
1
4g . In the case of {|e, 1⟩, |g, 2⟩} the estimated swap time is of tswap,1 =

960√
2

≈ 678.8 ns. The actual swap time chosen is of 676 ns (the number chosen must be

a multiple of 4 ns, due to control equipment constraints). Immediately after state prepa-
ration, a second ancillary longitudinal phonon mode one FSR away is employed for qubit
cooling. Bringing back the qubit to the ground state is independent from the qubit state
itself. It is necessary to tune the qubit in resonance with the ancillary phonon mode for a
swap time tswap = 960 ns. This timescale is the same as the main phonon mode addressed,
due to the same coupling value. The sequence for state preparation portrayed is executed
before displaced parity measurements. The measured Wigner tomographies of the Fock
states |0⟩, |1⟩ and |2⟩ are depicted in Fig. 26. The slight negative background, present in
both simulations and measurements, is due to the fact that the system is not perfectly in
the dispersive regime for the interaction point chosen. Slightly varying the interaction time
tint compensates the aforementioned effects. The decreased negativity in the measured plots
is attributed to several reasons. The first consists of decay of the states towards the vac-
uum, consequently becoming more and more classical over time. Secondly, during the dis-
persive measurement, finite energy exchange is present, consequently reducing the contrast
due to misalignment of the oscillations relative to different Fock states. However, these ef-
fects and more are all intertwined, making it hard to pinpoint a single cause.

5.3.2 Cat state, collapse and revival

The goal of this subsection is to measure the effects of the qubit-phonon interaction, when
a coherent state α in the phonon mode is prepared. In the qubit population, collapse and
revivals of the Rabi oscillations are seen (see section 4.2.1), while in the phonon mode a res-
onant cat is generated.

Observation of the collapse and revival of the Rabi oscillations

As explained in subsection 2.2, a two-level system interacting with a coherent state does
not present the simple Rabi oscillations deriving from the JC interaction, but the oscilla-
tions collapse with a rate depending on α and manifest themselves again after a revival
time tr (see eqn. (2.19)). To verify the oscillations experimentally, coherent state of differ-
ent sizes are prepared and left to interact with the qubit prepared in the excited state. The
resulting observation is shown in Fig. 27, for coherent state amplitudes α of approximately
0.3, 0.6, 0.7, 0.9, 1.4, 2, 2.5, 3. For low values of α the qubit population experiences slightly
distorted Rabi oscillations. As the coherent state increases, different features can be dis-
cerned until full collapse for α ≈ 1.4. It is remarkable that for α ≈ 3 revival of the Rabi
oscillations is present at time tr = 12 µs, but predictable from the high phonon T1 and not
too small qubit T1.
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Figure 26: Ideal, fully simulated and measured |0⟩, |1⟩ and |2⟩ Fock states. The colorbar for
the first column refers to amplitude of the Wigner function, while for the second and last
column it refers to the simulated and measured parity.
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Figure 27: Collapse and revival of the qubit initial state population for eight different co-
herent state amplitudes α are shown. Some of the data has an offset to overlap with the
center line of the simulated data. This results from incorrect normalization of the excited
state.Decay is not included in the theoretical simulation curves.

Resonant cat measurements

After verifying qubit-phonon interaction through the qubit population during collapse and
revival, the last experiments consist in generating the resonant SCS as explained in sub-
section 2.2. Verifying its creation requires checking the phonon state instead. The protocol
from section 4.2.1 can be applied. The starting point consists in tuning the qubit to the
rest point frequency ωqr, and applying a pulse drive at the phonon mode frequency creat-
ing a displaced vacuum state with α = 1.5. After performing a π pulse on the qubit to
bring it to the excited state, the qubit is shifted into resonance with the phonon, interact-
ing for half of the revival time tr/2 = απ/g′k ≈ 2.976 µs with g′k = 2πgk. This number can
be calibrated in a better way by optimizing it with respect to the final state fidelity. How-
ever, simulations show that the resonant cat has negative fringes, whose presence proves
state creation, in a relatively large neighbourhood of interaction times tint. Following the
displacement of the qubit at the rest point, Wigner tomography is performed, showing res-
onant cat fringes in Fig. 28(a). 20000 averages were taken to acquire a sufficient contrast,
and a large picture was not taken for measurement time constraints and control instrument
memory constraints. After measuring the SCS, it is possible to simulate the state with the
simulator with the same parameters as the device. The amplitude of the coherent state of
the simulated cat is of α = 1.4, fairly close to the predicted 1.5. The simulated state is
shown in Fig. 28(b). The simulated and measured states encompass analogous features in
the Wigner function. The size of the states match, while fringes are qualitatively similar.
Parity measurements can be performed also in simulations, resulting in the Wigner function
of Fig. 28(c). The fidelity between the measured and the simulated cat is calculated with
eqn. (4.7), with value F = 0.272. This relatively low value of fidelity comes about from sev-
eral effects. For example, due to the slight mismatch in rotation and the difference in parity
amplitude between the measured and simulated Wigner functions (compare Fig. 28(a) and
28(c)). Fidelity can be further improved by better calibration overall: performing mixer
calibration, measuring precisely qubit and phonon frequencies, reducing phase noise in the
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(a)

(b) (c)

Figure 28: In (a), the measured resonant cat fringes are shown, in an n x n grid with
n = 58 and axes between the values [-1,1]. In (b), the resonant cat with a coherent state
of α = 1.4 and same parameters as Table 1 is depicted for comparison with the measured
state, also zoomed-in. In (c), simulated displaced parity measurements are added, showing
the final result. There is a slight mismatch in rotation, since the measurements of the simu-
lations are performed in the qubit rotating frame.
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stark shift pulse that makes the shifted qubit frequency unstable. Nonetheless, the crucial
result of being able to generate in experiments SCSs identical, at least structurally, to simu-
lations firmly encourages to employ the simulator developed to predict several properties of
the states. For example, some features of interest are coherence and sensitivity to particular
processes, as shown in the following chapter.
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6 Cat state applications Raising the kitties

“Infinities and indivisibles transcend our finite understanding, the former on account of their
magnitude, the latter because of their smallness; Imagine what they are when combined.”

Galileo Galilei

In chapter 5, the generation of a resonant cat has been proven experimentally. Naturally,
state characterization has not been obtained from a single shot measurement, but rather it
was reconstructed from a collection of realizations over time. Quantum state reconstruction
has been studied for a long time [54], and has been achieved for SCSs [55]. The reconstruc-
tion process allows to assemble the corresponding density matrix of the state from the mea-
sured Wigner function. Given the reconstructed state, an interesting idea for analyzing it
is quantifying how macroscopic the state is. In the literature, the topic of macroscopicity
has been thoroughly disputed [56]. A question to ask is what defines the size of a quantum
state created? The phase space is a pragmatic gadget through which this notion can be ob-
jectively quantified. A displaced vacuum state in phase space has a gaussian shape of finite
width as a quasi-probability distribution. The coordinates of the center point are the same
as in classical mechanics, as stated by the Ehrenfest theorem [57]. Consequently, a coher-
ent state is as macroscopic as a vacuum state, despite containing a larger number of exci-
tations. Instead, quantum fluctuations are the origin of quantum noise in the probability
distribution, contributing to a macroscopicity measure. A notion of subjective macroscopic-
ity can be defined referring to an observer dependent measurement, based on the concept of
a coarse-grained detector that can only distinguish macroscopically separated eigenvalues.
The sensitivity to a certain type of operation is a quantitative measure for this type of sub-
jective macroscopicity. In Section 6.1, resonant cat coherence for the device parameters is
simulated, and the dependence of cat coherence on α is computed. In Section 6.2, the reso-
nant cat is compared to other ideal states and their sensitivity is calculated.

6.1 Coherence

The concept of macroscopicity is fully tangled with quantum coherence. However, this co-
herence must be defined with respect to a basis. Quantum coherence for a SCS can be quan-
tified in different ways, for example with respect to a coherent state basis. A simplistic ap-
proach for measuring it consists in measuring the Wigner function at several times t and
calculate the fidelity with the original Wigner function and fit its decay overtime. However,
better measures have been developed over the years. In this work, the method of [55] to ac-
tively observe decoherence in the density matrix is adopted. First, the state is rotated until
the coherent state blobs both lie on the ℜ(α) axis. The second step consists in displacing a
SCS such that one coherent blob coincides with the origin, such that the classical coherence
of each component of the SCS can be distinguished from their mutual quantum coherence.
The displacement acts on an ideal state in the following way

D̂(−α)|ψ⟩cat ∝ (|0⟩+ |−2α⟩) , (6.1)

leaving the relative distance between each classical component unchanged in phase space.
The reconstructed density matrix has quantum coherence only present in the diagonal terms,
with maxima corresponding to the classical component position k = 0 and k = |2α|2. More
explicitly, quantum coherence can be quantified by the sum of the matrix elements overlap-
ping with the |0⟩ state in the Fock state basis, either Ccat =

∑
k>2α⟨0|ρ̂cat|k⟩ or equivalently

Ccat =
∑

k>2α⟨k|ρ̂cat|0⟩. The terms up to 2α are removed because of distorsions of the vac-
uum blob with respect to an ideal coherent state. The coherence of a resonant SCS, with
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α = 1.5 generated with the parameters of Table 1, is fitted and plotted in Fig. 29(a). Os-
cillations in the plot are partly attributed to imperfect alignment of the state with the ℜ(α)
axis. The resulting coherence time value for the SCS Tcat = 6.83 µs, can be mainly asso-
ciated to decay losses through the qubit and due to the coherent state amplitude. In fact,
the qubit-phonon detuning chosen is the same as the measurement rest point of δqr = 4.177
MHz. However, the coherence value heavily varies for different qubit resting points. For a
detuning of δqr = 24 MHz, cat coherence of Tcat = 13.28 µs has been simulated for the same
amplitude α. Moving the qubit even further away, has increased this value even more. In
[25], an expression for Tcat as a function of amplitude α is derived by calculating the impact
of relaxation processes affecting the non-diagonal coherence terms of ρ̂cat = |ψ⟩cat⟨ψ|cat.
The resulting expression of the ideal coherence time Tid reads

Tid =
T1s
2|α|2

, (6.2)

where T1s is the decay time of the system. In the case under consideration T1s = T1p is
the decay time of the phonon mode. Coherence is simulated for resonant SCSs with differ-
ent coherent states α = 1, 1.25, 1.5, 1.75, 2. The respective coherence times of the SCSs are
Tcat = 24.67, 17.88, 13.28, 9.69, 8.22 µs at the previously mentioned rest point δqr = 24 MHz.
As can be seen in Fig. 29(b), the values follow the curve defined in eqn. (6.2), albeit with a
normalization factor. An example of SCS theoretical coherence time is given by substituting
in eqn. (6.2) α = 1: Tid,α=1 = 84.5/2 = 42.25 µs, value higher than the simulated value
Tcat,α=1, = 24.67 µs. The reduction in the SCS coherence time, as mentioned before, de-
pends on the qubit-phonon interaction and changes for difference detuning. Problems arise
when attempting the protocol in practice, because larger δk means larger amplitude ϵk, thus
impractical implementations and more undesired couplings.

(a) (b)

Figure 29: (a) Cat coherence of a simulated resonant cat with the same parameters as Ta-
ble 1 as a function of waiting time calculated with the method discussed in main text. Fit-
ted value of Tcat = 6.83 µs. (b) Cat coherence as a function of α. Same parameters of (a)
are used except for the qubit-phonon detuning of δqr = 24 MHz. Inverse square dependence
is well predicted by theory (eqn. (6.2)).

6.2 Sensitivity to a displacement

Another indicator of the usefulness of the state is its sensitivity to a displacement. The
details are out of the scope of the thesis, but the objective of this discussion is to demon-
strate that this sensitivity of a simulated resonant cat with the same parameters as the
measured one has a bigger sensitivity than other quantum states that have been already
created and measured in the device of this work. Hence, generating a SCS A quantity em-
ployed to quantify this sensitivity is the quantum Fisher information (QFI), defined as the
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maximum of the classical Fisher information after over a generalized measurement M̂ on a
quantum state [58]. Several inequalities have been derived to bound the QFI. The one used
for this analysis is the following: define a displacement D̂(β) in the same direction of the
maximum amplitude change of the Wigner function relative to the quantum state (in the
case treated, perpendicolar to the SCS fringes). Afterwards, measure the statistics of the
observable

Ô(β) = D̂(β)†PD̂(β) , (6.3)

where P is the parity operator. In the case of the parity operator the eigenvalues are either
−1 and +1. Apply operator Ô(β) to state ρ̂cat and measure the number of counts (analo-
gous to probability) for each result. Call the counts associated to eigenvalue −1 as p− and
the ones associated to eigenvalue +1 as p+. Afterwards, apply another infinitesimal dis-
placement along the same direction D̂(ζ). Subsequently, repeat the same observable statis-
tic measurements, obtaining two count values, q− for eigenvalue −1 and q+ for eigenvalue
+1. It can be proven that a QFI lower bound is given by (analogous to the one in [59])

FQ >
1

ζ2
arccos (

√
p+q+ +

√
p−q−)

2 . (6.4)

In Fig. 30(a) a cross-cut of the Wigner function along the ℜ(α) axis is plotted, for an ideal
ψcat state, an ideal resonant cat, a resonant cat with losses ψres and a Fock superposition
state ψsup = 1/

√
2(|0⟩ + |1⟩). The superposition state is chosen for comparison because its

generation and measurement has been achieved in the device used in this work and, among
the states generated, has an appreciable area in the Wigner function with negative values,
necessary condition for high sensitivity. The initial coherent state for all SCSs chosen is
α = 1.4, as the one measured. The losses (and all other parameters, see Table 1) for the
non-ideal resonant cat are set to the same of our measurements. Parity measurements are
not included. One thing to note is that the resonant cat fringe structure adequately coin-
cide with the ideal SCS both for the ideal case and not, with the difference being their am-
plitude and symmetry. Ideally, one would expect the sensitivity to a displacement along the
fringe direction to directly depend on the derivative of the fringes themselves. From eqn.
(6.4), this can be seen by using the conditions p+ + p− = 1 and q+ + q− = 1. In fact, the
more q+ varies from p+ in the second measurement, the more q− would also vary from p−,
consequently decreasing the argument of the arccos function and subsequently increasing
the overall lower bound. The sensitivity values of eqn. (6.4) for the four states are shown
in Fig. 30(b), using a small enough displacement with parameter ζ ≈ 0.055. The only dis-
crepancy with expectation corresponds to the 0 point of the ideal SCS. That point suffers
from an indeterminate form 0/0 and as soon as losses are present, with the maximum am-
plitude of the SCS Wigner function being subsequently lower than 2/π, a dip emerges with
width and depth depending on the exact losses. The key takeaway from this plot is that
the resonant cat display a substantial sensitivity, more than three the sensitivity of an ideal
superposition state such as ψsup for the α chosen. Even for the In the literature, several
measures of macroscopicity have been defined. Even the coherence of the QFI has been em-
ployed [58], and its decay should theoretically coincide with the coherence of section 6.1. As
discussed in the next chapter, the two measures of coherence and sensitivity allow to char-
acterize the macroscopicity and ”quantumness” of the state created.
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(a) (b)

Figure 30: (a) Cross-cuts of Wigner functions along the ℜ(α) axis of an ideal even cat
state (blue), an ideal resonant cat (purple), a resonant cat state with decoherence (pink),
a superposition of Fock states |0⟩ and |1⟩ (gray). α = 1.4 is chosen for all SCSs. (b) Sensi-
tivity of a displacement along the ℜ(α) axis of the same states as a function of the position
β (or ℜ(α)). For the resonant cat, points of maximum sensitivity correspond to points of
higher derivative of (a). The sensitivity values are calculated from eqn. (6.4) with parame-
ter ζ ≈ 0.055, small enough for the approximation to derive the equation to be valid.
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7 Outlook Developing Schrödinger tigers

“Nothing in life is to be feared, it is only to be understood. Now is the time to understand more, so
that we may fear less.”

Marie Curie

The objective of this Thesis was the realization of a SCS in an acoustic resonator. The
project was subdivided in two different parts: simulations and experiments.
At first, in chapter 1, we introduced the concept of a SCS both philosophically and as a
physical state. In chapter 2, we have treated the basic theory of the Jaynes-Cummings
Hamiltonian. Starting from the collapse and revival of Rabi oscillations, we derived the
expression for an approximated SCS, the resonant cat. Two more protocols are shown to
achieve the creation of a SCS. Afterwards, in chapter 3, we have dealt with the structure
of our device, an HBAR chip coupled to a superconducting qubit chip inside a microwave
3D cavity. The physics and the ways to operate the system were presented. In chapter 4,
we showed simulation results of achieving the implementation of both singular operations
and the protocols aforementioned. Furthermore, Wigner tomography through displaced par-
ity measurements was implemented successfully. Simulation automation of coherent state
creation, parity measurements, resonant cat and heralded cat protocols for any possible
parameter has been achieved. Particular emphasis has been put into finding optimal pa-
rameters to improve fidelities of the measured states. We performed studies on leakages of
the phonon population through the qubit, dependence of fidelities on coherence times, de-
tunings and qubit-phonon coupling. These studies have shown findings, such as the fact
that improving qubit and phonon coherence always allows to find a new interaction point
for parity measurements with better contrast. An important analysis was based on the de-
pendence of the fidelity of a resonant cat to a SCS for a given coherent state amplitude α.
We have shown a peak in fidelity for values close to α ≈ 1.3. As a result, we have cho-
sen a coherent state amplitude of α ≈ 1.5 for simulations and experiments. This slightly
higher value compared to the highest fidelity one is chosen as a consequence of the bet-
ter resemblance to a SCS of the resonant cat for larger αs, as explained in section 4.2.1.
Furthermore, larger αs result in higher negativity and larger average phonon number. Im-
portant findings were also related to unexpected behaviour for particular simulations. In
fact, simulations did not all initially function as intended, eventually offering new insights
on our physical understanding of the system. Indeed, we have discovered a coherent state
drive dependence on the qubit state, previously not predicted due to invalid approxima-
tions (see Appendix D). Furthermore, during cat protocols, we have simulated coherent
state amplitude dependence on the relative phase of the qubit superposition state after
dispersive evolution. This effect can be potentially attributed in higher order terms in the
dispersive Hamiltonian. In chapter 5, after careful characterization of the device, we have
managed to reproduce displaced parity measurements to fully characterize the state in the
phonon mode. Fock states |n⟩ up to n = 2 were measured and compared to simulated
states. The final result was the Wigner tomography measurement of a resonant SCS with
average phonon number n ≈ 2. We have compared the measured state, with a simulated
state using the same device parameters of α ≈ 1.4, subsequently reproducing the measured
state in simulations. We have also introduced displaced parity measurements in simulations,
for parity amplitude comparison. The seemingly low fidelity value of F = 0.272 between the
measured and simulated states is justified by the smaller values in parity contrast compared
with simulated states. Despite the non-ideal measured contrast, the remarkable achievement
of measuring a SCS has prompted us to think about possible applications with this state.

59



In chapter 6, we consequently discussed the coherence of a resonant cat and its sensitiv-
ity to a displacement perpendicular to the cat fringes in phase space. We have shown that,
even for our device parameters, this sensitivity is much higher compared to other quantum
states, such as an ideal Fock state superposition.
The results of this thesis have provided us several insights for SCS creation. We are con-
fident that with better device parameters achieved by employing different materials and
improving chip design, we will be able to measure SCSs with better fidelities. The her-
alded cat simulations yield simulation fidelities very similar, if not higher, to the resonant
cat already measured. Attempting its generation in experiments is one of our next steps.
The qcMAP protocol needs higher qubit coherence times compared to the other two proto-
cols. The last conditional gate of the protocol limits the gate implementation: it must be
long enough for it to be ideal, otherwise SCS fringes are faint. It is worth noting that the
protocols adopted in this work are not the only ones possible. Generating a SCS with the
quantum theory of optimal control has been simulated for a duration of 40 ns with fidelities
of 0.9999 for a circuit QED system [60]. Further studies for implementation of SCSs in a
cQAD system with optimal control will be conducted.

60



A Quantum states in phase space

In classical physics phase space distribution are employed to describe particle motion hav-
ing coordinates position x and momentum p with dimensions of the according system. In
1932, Wigner introduced the concept for the first time of a phase space representation in
the quantum case [61]. In the classical case, statistical uncertainty is given by a probability
density f(x, p); in quantum mechanics, even without any distribution describing the system,
the exact value of conjugated variables cannot precisely be determined due to Heisenberg
uncertainty principle. In quantum mechanics, a general quantum state can be described as

ρ̂ =
∑
i

pi|Ψi⟩⟨Ψi| (A.1)

This operator, the density matrix, can be represented in phase space through several func-
tions: the Husimi-Q distribution, the Glauber-Sudarshan P distribution or the Wigner func-
tion. The first and the latter, are frequently used in quantum optics. However, the Wigner
function is more valuable for describing the quantum features of a system. In particular,
this way of visualizing quantum states provides a straightforward manner to understand
single state properties, such as whether a state is classical or quantum and the uncertainty
in the different coordinates of the state. Furthermore, it is possible to compare two different
states by measuring the overlap between the two. In this chapter the Wigner function ex-
pression is treated in alternative ways in section A.1, its properties are listed in section A.2
and some examples are shown in section A.3.

A.1 Wigner function expressions

The Wigner function has several expressions. Its standard definition is [24]

W (x, p) =
1

π

∫ +∞

−∞
e−2ipu

〈
x+

1

2
u

∣∣∣∣ ρ̂ ∣∣∣∣x− 1

2
u

〉
du , (A.2)

where |x ± 1
2u⟩ are eigenstates of the position operator. If ρ̂ is a pure state |Ψ⟩⟨Ψ| the ex-

pression becomes
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π
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where Ψ
(
x± 1

2u
)
= ⟨x ± 1

2u||Ψ⟩. A simpler expression of the Wigner Function can be de-
rived from eqn. (A.2). By using the translation relation and its conjugate∣∣∣∣x− 1

2
u

〉
= e−i(x−u)pD(x+ ip)

∣∣∣−u
2

〉
,〈

x+
1

2
u

∣∣∣∣ = 〈u2 ∣∣∣D(−x− ip)ei(x+u)p .

(A.4)

The parity operator P performs a symmetry around the phase space origin in the following
manner

P|x⟩ = |−x⟩ , P|p⟩ = |−p⟩ . (A.5)

Replacing eqn. (A.4) into eqn. (A.2), and using eqn. (A.5)

W (x, p) =
1

π

∫ +∞

−∞

〈u
2

∣∣∣D(−α) ρ̂ D(α)P
∣∣∣u
2

〉
du =

2

π
Tr[D(−α) ρ̂ D(α)P] . (A.6)
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The Wigner function is the average value of 2P/π of the state obtained by applying a dis-
placement in phase space by −α in the form ρ̂ → D(−α)ρ̂D(α) Being the expectation value
of an observable, W is directly measurable. From the eigenvalues of the parity operator be-
ing +1 and -1, it follows that the Wigner function is bounded:

− 2/π ≤W (x, p) ≤ 2/π . (A.7)

In the case of parity measurements Wigner tomography, the bounds are the values of the
operator P itself.

A.2 Wigner function properties

From the expression in eqn. (A.2), the Wigner Function can be grasped as a Fourier trans-
form of the state

ρ̂x(u) =

〈
x+

1

2
u

∣∣∣∣ ρ̂ ∣∣∣∣x− 1

2
u

〉
. (A.8)

By noticing that ρ̂x(u) = ρ̂†x(−u), it is possible to infer that W (x, p) is always a real func-
tion, from Fourier transform properties. Furthermore, by integrating the Wigner function
over the whole phase space, the integral can be calculated to be unitary∫ +∞

−∞
W (x, p) dx dp = 1 . (A.9)

The function can be understood as a joint probability distribution in x and p, having both
positive and negative values. For this reason, it is defined as quasi-probabily distribution.
Additionally, the distribution allows to characterize how much a state resembles a different
one. By taking the overlap of two Wigner function W1(x, p) and W2(x, p), each defined in
eqn. (A.2) it is possible to find that

π

∫ +∞

−∞
W1(x, p)W2(x, p) dx dp =

1

π

∫ +∞

−∞
e−2ip(u1+u2)ρ̂1,x(u1) ρ̂2,x(u2) du1 du2 dx dp

=

∫ +∞

−∞
ρ̂1,x(u) ρ̂2,x(−u) du dx =

∫ +∞

−∞
⟨z| ρ̂1

∣∣z′〉 〈z′∣∣ ρ̂2 |z⟩ dz dz′

=

∫ +∞

−∞
⟨z| ρ̂1 ρ̂2 |z⟩ dz = Tr[ρ̂1ρ̂2] ,

(A.10)

where z and z′ are defined as

z = x+
1

2
u , z′ = x+

1

2
u . (A.11)

Substituting eqn. (A.1) for pure states leads to the fidelity between two states

F = |⟨ψ1|ψ2⟩|2 (A.12)

From the last two equations it is straightforward to check that ρ̂ is a pure state if and only
if

π

∫ +∞

−∞
W (x, p)2 dx dp = Tr[ρ̂2] = 1 . (A.13)

In chapter 4, the same expression is used to calculate the fidelity of two states even if the
states are not pure.
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(a) (b)

(c)

Figure 31: Representation of several states in phase space through their Wigner function
represented in 3D. (a) Represents the fock number 0 state |0⟩, while (b) the fock number
1 state |1⟩. In (c) a SCS of α = 1.5 of wavefunction |ψ+

cat⟩ from eqn. (A.19) is shown with
different colours to enhance the fringes.
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A.3 Examples of Wigner functions

For this section the treatment follows [25]. There are two main classes of states based on
the Wigner distribution: ’quasi-classical’ states, those whose Wigner function values are
everywhere positive, and ’non-classical’ those who present negative values.

Quasi-classical states

The paradigmatic example of a classical state is a coherent state |β⟩ (including the vacuum
state). Substituting the expression of a coherent state into the first line of eqn. (A.6), the
Wigner function results to be a gaussian of the following form

W [|β⟩⟨β|](α) =
1

π2

∫
e−|λ|2/2eλ(β

∗−α∗)−λ∗(β−α) =
2

π
e−2|β−α|2 . (A.14)

The maximum value of the gaussian is the upper bound 2/π at α = β, it is centered on
β, the width is 1/

√
2. Substituting the special case of β = 0, the expression for a vacuum

state can be found (subsequently shown in eqn. (A.15). The Wigner function of this state is
depicted in Fig. 31(a).The Wigner function of a coherent state is identical to the one shown
translated by β. Other types of quasi-classical states are a thermal field, or squeezed states,
but their description is outside of the scope of the thesis.

Non-classical states

The simplest states that present negativity are non-zero fock states. Its Wigner can be de-
duced to be

W [|n⟩⟨n|](α) =
2

π
(−1)ne−2|α|2Ln(4|α|2) , (A.15)

where Ln(x) is the nth Laguerre polynomial

Ln(x) =
n∑

p=0

(−1)p
n!

p!2(n− p)!
xp . (A.16)

In eqn. (A.15), the Wigner distribution is only a function of the modulus of alpha |α|2, re-
flecting the phase independence of Fock states. Substituting the value Ln(0) = 1, the maxi-
mum value at the center depends on the parity of the photon number

W [|n⟩⟨n|](0) =
2

π
(−1)n . (A.17)

In general, all photon number states except |0⟩ have negativities. For example, the Wigner
function of a single photon

W [|1⟩⟨1|](α) =
2

π
e−2|α|2(1− 4|α|2) , (A.18)

is shown in Fig. 31(b). The non-classical state that we most care about is given by the
so called ”phase SCS” well treated in chapter 1. The wavefunction can be rewritten in a
slightly different way

|ψ±
cat⟩ =

1√
N±

(|β⟩ ± |−β⟩) , (A.19)

with the normalization factor
N± = 2(1± e−2|β|2) , (A.20)

64



resulting from the fact that the coherent state basis is overcomplete, so |β⟩ and |−β⟩ over-
lap. Substituting the density matrix of a SCS ρ±cat = |ψ±

cat⟩⟨ψ
±
cat| into eqn. (A.6) the expres-

sion becomes

W±
cat(α) =

1

π2N±

∫
e(αλ

∗−α∗λ)(|β⟩D(λ)|β⟩+|−β⟩D(λ)|−β⟩±|β⟩D(λ)|−β⟩±|−β⟩D(λ)|β⟩) d2λ .

(A.21)
The quantum coherence of the SCSs can be noticed from the last two terms, while the first
two are the weighted coherent states that lead to eqn. (A.14). When considering a statisti-
cal mixture, only these two terms are present in the Wigner function. The coherence terms
can be integrated as Gaussian integrals, giving the final expression

W±
cat(α) =

2

π(1± e−2|β|2)
[e−2|α+β|2 + e−2|α−β|2 ± e−2|α|2 cos (4 Im(α)β)] , (A.22)

with the insertion N± from eqn. (A.20) and the assumption that β is real for simplicity,
subsequently exploiting

|−β⟩D(λ)|β⟩ = eiβ Im(λ) ⟨−β|β + λ⟩ = e(−2β(β+λ)−|λ|2/2) . (A.23)

The Wigner function of |ψ+
cat⟩ is shown in Fig. 31(c).
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B Dispersive regime addendum

In this chapter belong all further analysis and calculations related to the dispersive regime
and parity measurements. In section B.1, the reasoning behind small oscillations in parity
measurements is explained. In section B.2 the qubit population of the parity measurement
sequence is computed for whichever qubit initial state up to the first order in the disper-
sive parameter ξ = g/δk. section B.3 consists in the second order calculation and a way to
reduce dispersive regime imperfections.

B.1 Parity measurements oscillations

In this section, the cause of the slight modulation pattern of the qubit population in parity
measurements is explained in a pictorial way backed up by simulations. In Fig. 32(a) parity
measurements for a detuning of δqi = 3 MHz are shown. The high frequency modulation
is imperceptible. In Fig. 32(b) parity measurements are shown for the same parameters ex-
cept for δqi = 1 MHz and the coupling gk such that 2g2k/δqi and subsequently the interaction
time tint = π/χ is kept constant. In this case, the oscillations described are strongly visible.
These additional small high frequency oscillations can be attributed to higher order terms
in the dispersive approximation. To understand these oscillations on an intuitive level it is
possible to go back to the JC Hamiltonian. The qubit experiences two influences towards
different perpendicular axes, the coupling term proportional to g and the detuning propor-
tional to δk. The resulting effect can be calculated using the law of addition of two vectors,

with consequent expression
√
g2 + δ2k ≈ δk in the limit of δk ≫ g. Hence, the qubit ex-

periences oscillations due to the detuning with the phonon with a frequency similar to the
detuning itself, as can be seen in the figures.

(a) (b)

Figure 32: Parity measurements simulated as in subsection 4.1.2, keeping χ = 2g2k/δk con-
stant for interaction detunings (a) δk = 3 MHz and (b) δk = 1 MHz.

B.2 Ramsey sequence in the dispersive regime calculations

The following discussion is adapted from [1]. Suppose initially the qubit is in the ground
state, such that the initial state is

|ψ0⟩ =
∑
n

cn|g, n⟩ . (B.1)

The first gates consists of a π/2 pulse with parameter ϕ determining the angle of the axis
of rotation, transforming |g⟩ in |g⟩ + eiϕ|e⟩. After the application of the gate, the new wave
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function ψ1 can be written as

|ψ1⟩ =
∑
n

cn
1√
2
(|g⟩+ eiϕ|e⟩)⊗ |n⟩ . (B.2)

Subsequently, the same Schrieffer-Wolff (SW) USW transformation to derive eqn. (3.30) can
be employed

USW = e
g
δk

σ̂+bk− g
δk

σ̂−b†k . (B.3)

acting on the basis states in the following way

USW |g, n⟩ = |g, n⟩+ ξ
√
n|e, n− 1⟩+O(ξ2) ,

USW |e, n⟩ = |e, n⟩+ ξ∗
√
n+ 1|g, n+ 1⟩+O(ξ2) ,

(B.4)

where ξ = g/δk for simplicity and omitting terms of second order or higher. Applying it on
ψ1

|ψ2⟩ =
∑
n

cn
1√
2
[(|g, n⟩+ ξ

√
n|e, n− 1⟩) + eiϕ(|e, n⟩ − ξ∗

√
n+ 1|g, n+ 1⟩)] +O(ξ2) . (B.5)

Now, the crucial part is letting the state evolve for time tev = π/χ, where χ = 2|g|2/δk is
the dispersive parameter from eqn. (3.31). The Hamiltonian of eqn. (3.30) can be rewritten
in the rotating frame of the dressed qubit frequency ω

′
q = ωq + |g|2/δk. After the rotation

the Hamiltonian H becomes
H = −δ′k b̂

†
k b̂k +

χ

2
σ̂z b̂

†
k b̂k . (B.6)

with δ
′
k = δk + |g|2/δk. After the evolution ψ2 transforms to

|ψ2(t = tev)⟩ = e−iHtev |ψ2⟩

=
∑
n

cn
1√
2
[(einπ(δ

′
k/|χ|±1/2)|g, n⟩+ ξ

√
nei(n−1)π(δ

′
k/|χ|∓1/2)|e, n− 1⟩)

+eiϕ(einπ(δ
′
k/|χ|∓1/2)|e, n⟩ − ξ∗

√
n+ 1ei(n+1)π(δ

′
k/|χ|±1/2)|g, n+ 1⟩)] +O(ξ2)

=
∑
n

cn
1√
2
einπ(δ

′
k/|χ|±1/2)[(|g, n⟩+ ξ

√
ne−inπe−iπ(δ

′
k/|χ|∓1/2)|e, n− 1⟩)

+eiϕ(e−inπ|e, n⟩ − ξ∗
√
n+ 1eiπ(δ

′
k/|χ|±1/2)|g, n+ 1⟩)] +O(ξ2) .

(B.7)

The wave function is shifted in the original basis by applying the complex conjugate of eqn.
(B.3)

|ψ1(t = tev)⟩ = U †
SW |ψ2(t = tev)⟩

=
∑
n

cn
1√
2
einπ(δ

′
k/|χ|±1/2)[(|g, n⟩+ ξ

√
n(e−inπe−iπ(δ

′
k/|χ|∓1/2) − 1)|e, n− 1⟩)

+eiϕ(ξ
√
ne−inπ|e, n⟩ − ξ∗

√
n+ 1(eiπ(δ

′
k/|χ|±1/2) − e−inπ)|g, n+ 1⟩)] +O(ξ2) .

(B.8)

Afterwards another π/2 is applied. This corresponds to the last gate of the Ramsey se-
quence with the same phase ϕ as the first π/2

|ψ3⟩ =
∑
n

cn
1√
2
einπ(δ

′
k/|χ|±1/2)[(1− e−inπ)|g, n⟩+ eiϕ(1 + e−inπ)|e, n⟩

+ξ
√
n(e−inπe−iπ(δ

′
k/|χ|∓1/2) − 1)(|e, n− 1⟩ − e−iϕ|g, n− 1⟩)

+eiϕe−inπ(ξ∗
√
n+ 1(1− einπeiπ(δ

′
k/|χ|±1/2)(|g, n+ 1⟩+ eiϕ|e, n+ 1⟩)] +O(ξ2) .

(B.9)
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By splitting states of fock number n in odd and even, subsequently substituting e−inπ = ±1
for n of different parity and taking the expectation value of the σ̂z operation the final result
is

⟨σ̂z⟩ϕ = ⟨ψ3|σ̂z ⊗
∑
n′

|n′⟩⟨n′||ψ3⟩ =
∑

even n

|cn|2 −
∑
odd n

|cn|2

+
∑

even n

1√
2
[cne

inπ(δ
′
k/|χ|±1/2)(−ξ∗

√
n+ 1c∗n+1e

−i(n+1)π(δ
′
k/|χ|±1/2)eiϕ(e−iπ(δ

′
k/|χ|∓1/2)) + 1)

−ξ
√
nc∗n−1e

−i(n−1)π(δ
′
k/|χ|±1/2)eiϕ(e−iπ(δ

′
k/|χ|±1/2)) + 1) + h.c.]

+
∑
odd n

1√
2
[cne

inπ(δ
′
k/|χ|±1/2)(ξ∗

√
n+ 1c∗n+1e

−i(n+1)π(δ
′
k/|χ|±1/2)eiϕ(e−iπ(δ

′
k/|χ|∓1/2)) + 1)

−ξ
√
nc∗n−1e

−i(n−1)π(δ
′
k/|χ|±1/2)eiϕ(e−iπ(δ

′
k/|χ|±1/2)) + 1) + h.c.]

+O(ξ2) .

(B.10)

The zero order term ⟨σ̂z⟩ϕ(0) =
∑

even n |cn|2 −
∑

odd n |cn|2 = P is the parity value expected
from an ideal measurement. From the Hamiltonian of eqn. (B.6), it is possible to deduce
that the fock state number induces a shift of χ in the qubit frequency.

B.3 Four phase average

In the previous section, the expression of the expectation value of the qubit after a Ramsey
sequence close to the phonon mode has been derived. However, all the higher order terms
as a function of ξ = g/δk have been neglected. Including these terms, it is possible to com-
pute second order terms, which are strong enough to appear at relatively small detunings,
as in the simulation and measurement case of this work (gk/δk ≈ 1/7). These terms are

⟨σ̂z⟩ϕ = ⟨σ̂z⟩ϕ(0) + ⟨σ̂z⟩ϕ(ξ) +
|ξ2|
2

(
2 sin |ϕ| −

∑
even n

|cn|2 +
∑
odd n

|cn|2
)

+Re

(
ξ2e−2iϕ(1 + e2iϕ)

( ∑
even n

cnc
∗
n−2

√
n(n− 1)−

∑
odd n

cnc
∗
n−2

√
n(n− 1)

))
+O(ξ3) ,

(B.11)

where ⟨σ̂z⟩ϕ(0) and ⟨σ̂z⟩ϕ(ξ) are respectively the zero and first order term in ξ. From the
calculations of section B.2, it is elementary to check that evaluating ⟨σ̂z⟩ϕ + ⟨σ̂z⟩ϕ+π makes
the terms of the first order in ξ cancel out. Furthermore, from the calculations of this sec-
tion it can be seen that the last line of eqn. (B.11) can also be canceled out by averaging
out over four different phases linearly spaced by π/2 intervals taking

⟨σ̂z⟩avg = (⟨σ̂z⟩ϕ + ⟨σ̂z⟩ϕ+π
2
+ ⟨σ̂z⟩ϕ+π + ⟨σ̂z⟩ϕ+3π

2
)/4 . (B.12)

In Fig. 33(a), (b), (c) and (d), each individual wigner function measured with the four dif-
ferent phases is shown. To isolate the imperfections for each phase, same parameters are
used as in Table 1 but decoherence times are set to ∞. Imperfections are still present from
the term |ξ|2(sin |ϕ| − P/2 + O(ξ3). However, much better states can be measured by aver-
aging, as shown in Fig. 33(e).
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(a) (b)

(c) (d)

(e)

Figure 33: Resonant cat simulated wigner functions for different qubit phases. (a) with ϕ =
0, (b) with ϕ = π/2,(c) with ϕ = π, (d) with ϕ = 3π/2. For better understanding, the
average of the four wigner functions is shown in (e).
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C Pulse shape modification

An envelope of a pulse in time can drastically vary its shape in frequency domain. Not op-
timizing the pulse shape can be detrimental for experiments due to frequency overlap with
undesired transitions. In this way, undesired excitations of some other states may occur.
The most common waveform is a simple sinusoidal multiplied by a square pulse. The am-
plitude of this pulse ϵ depends only on time when multiplied by the sinusoidal wave at the
desired frequency in the following way

ϵs(t) =

{
ϵ0 if 0 < t < tp

0 otherwise
, (C.1)

with ϵ0 the maximum value of the pulse and tp being the full pulse time length. A different
envelope for a waveform can be engineered. It is extremely prevalent to substitute the con-
stant pulse with a ”flat top gaussian”, composed by a square pulse sandwiched by gaussian
tails as in the subsequent equation

ϵft(t) =


ϵ0e

− (t−tg)
2

2σ2
g if 0 < t < tg

ϵ0 if tg < t < tp − tg

ϵ0e
− (t−(tp−tg))

2

2σ2
g if t > tp − tg

0 otherwise

, (C.2)

with ϵ0 and tp defined as before, tg each of the gaussian tail time length, σg the standard
deviation of each tail. Both waveform envelopes presented are plotted for a total length of
3 µs in Fig 34(a). It is possible to express the Fourier transform of the envelopes by writing
flat top gaussian as a convolution of a gaussian with a constant pulse

ϵft(t) = (g ∗ s)(t) =
∫ +∞

−∞
g(τ)s(t− τ) dτ , (C.3)

with g(t) being a normal gaussian pulse envelope g(t) ∝ e
− (t−tg)

2

2(σg)
2
and s(t) defined as eqn.

(C.1). Knowing that the Fourier transform of a square pulse of length ts is

FT {s(t)} = ts sinc

(
ωts
2

)
e−iπωts , (C.4)

where sinc(x) = sin(x)/x, that the Fourier transform of a gaussian is another gaussian

FT {g(t)} = 2σ2g ϵ0 π e
−2π2ω2σ2

g , (C.5)

and that the convolution in time converts to a multiplication in fourier space, the flat top
gaussian in frequency can be written as

FT {ϵft(t)} = FT {(g ∗ s)(t)} = FT {g(t)}FT {s(t)}

= 2σ2g ϵ0 π ts sinc

(
ωts
2

)
e−iπωts e−2π2ω2σ2

g .
(C.6)

In frequency domain, this means that the secondary lobes of the corresponding sync func-
tion are far decreased in amplitude because of the gaussian modulation, which acts like a
low pass filter in both frequency directions. The Fourier transform of the pulses with their

70



(a) (b)

Figure 34: The square pulse and the square gaussian pulse are shown in (a). Their respec-
tive Power Spectral Densities (PSD) have the same integral value and are shown in (b).
The tails of the FFT of the square gaussian are contained in frequency close to the carrier.

comparison can be seen in Fig. 34(b). This waveform is employed in the protocols for two
main applications: the first is for phonon drives, for which usual values are: tp = 5 − 15 µs,
tg = 100 − 500 ns, σg = tg/2 for a standard deviation 4 times smaller than the gaussian
length, and ϵ0 depending on the qubit-phonon detuning and target phonon state. These pa-
rameters reduces the likelihood of driving other phonon modes or the qubit itself. The sec-
ond implementation is used when stark-shifting the qubit, for which values are: tp variable,
tg = 10 − 20 ns, σg = tg/2 as before, and ϵ0 depending on the cavity-pulse detuning and
target qubit frequency. This pulse shape ensures qubit frequency tuning without affecting
the cavity as much as with a square pulse.
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D Coherent drive in cQAD

After simulations and theory calculations aided by code in Python, a new unexpected reve-
lation about phonon coherent drive has emerged. The computations with unitary transfor-
mations mentioned in subsection 3.3.2 are well established in cQED systems. However, the
system parameters of cQAD and the device of this work, have a fundamental dissimilarity,
already mentioned in the context of the approximation of χ described in eqn. (3.31). That
means that the anharmonicity term α is much larger than the qubit-phonon detuning. It
turns out that it is not possible to perform the same approximation as the cQED case. The
detuning δk is so small compared to the anharmonicity α, such that different terms become
relevant. To make calculations easier, it is useful to employ the approximation of a two level
system, in which α → ∞ and q̂†q̂ can be substituted with σ̂z. Using SymPi code, the start-
ing point is the two-level system Hamiltonian, plus the drive and the JC interaction

H = δk
σz
2

+ ϵσ̂− + ϵσ̂+ + gkσ̂−b̂
†
k + gkσ̂+b̂k , (D.1)

where g and ϵ are assumed real, σ̂+ = (σ̂x + σ̂y)/2, σ̂− = (σ̂x − σ̂y)/2 and the Hamiltonian
has been written in the phonon rotating frame. It is possible to apply the unitary transfor-
mation

U = e−λk b̂
†
kσ̂−+λk b̂kσ̂+ , (D.2)

with λk = gk/δk. the transformed Hamiltonian becomes

H ′ = δk
σz
2

+ ϵσ̂− + ϵσ̂+ + ϵ
gk
δk
b̂†kσz + ϵ

gk
δk
b̂kσz +

g2k
2δk

+
g2k
δk
b̂†k b̂kσz +

g2k
2δk

σz . (D.3)

The first three terms of the Hamiltonian refer to qubit driving. The fundamental terms are
the fourth and fifth, resembling very closely the Hamiltonian of eqn. (4.1), with an addi-
tional σz. The sixth term consists only of a constant offset, while the last two terms are
higher order terms in gk. Hence, it has been discovered that in this parameter regime the
displacement is conditional to the qubit state. The higher order terms can also be slightly
spotted in simulations, especially for lower detunings. Their presence can be noticed espe-
cially when changing the phase of the qubit superposition states for the different protocols.
In Fig. a coherent state for a qubit in |g⟩ has been shown. Here, the displacement is cali-
brated again with a phase such that the resulting coherent state is on ℜ(α) and for α = 1.5.
To demonstrate the effect of qubit state dependent drive with the simulator, coherent state
creation is shown for two additional different initial qubit states. In Fig. 35(a) the qubit
is in |e⟩, in Fig. 35(b) the qubit is in (|g⟩ + |e⟩)/

√
2. Decoherence is removed for better

understanding. The surprising fact described in this section is, on one hand, detrimental
because it infers the impossibility of a perfect unconditional displacement on the phonon
mode. On the other hand, it enables the users of such devices to exploit unconditional oper-
ations and shorten protocols, for example the qcMAP as already described in subsection 2.4
or the Heralded cat in a similar manner.
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(a) (b)

Figure 35: Coherent state creation for α = 1.5 along the real axis for different qubit initial
states. In (a), the state is |e⟩. In (b), the state is (|g⟩+ |e⟩)/

√
2.
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