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We report spatially resolved measurements of static and fluctuating electric fields over conductive
(Au) and nonconductive (SiO2) surfaces. Using an ultrasensitive “nanoladder” cantilever probe to scan over
these surfaces at distances of a few tens of nanometers, we record changes in the probe resonance frequency
and damping that we associate with static and fluctuating fields, respectively. We find static and fluctuating
fields to be spatially correlated. Furthermore, the fields are of similar magnitude for the two materials.
We quantitatively describe the observed effects on the basis of trapped surface charges and dielectric
fluctuations in an adsorbate layer. Our results are consistent with organic adsorbates significantly
contributing to surface dissipation that affects nanomechanical sensors, trapped ions, superconducting
resonators, and color centers in diamond.
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Introduction.—The last decades have seen rapid progress
in the design and operation of devices for quantum
applications. Today, we can build highly coherent qubits
and resonators in optical, electrical, and mechanical media,
and interface these platforms with each other to create
hybrid systems [1–6]. Many important advances became
possible through a reduction of the critical dimensions to the
nanoscale, making the devices increasingly susceptible to
the harmful influence of microscopic degrees of freedom
that fluctuate in time. The coherence of trapped ions [7–11]
and of superconducting Josephson circuits [12–14], for
instance, is limited by fluctuating electrical fields. Evidence
points to two-level systems in surface oxides and adsorbates
as the microscopic origin of these fields [8,15–17]. Similar
surface effects could also explain the poorly understood
noncontact dissipation between closely spaced bodies that
presents an obstacle for ultrasensitive scanning force
microscopy [18–27]. Fluctuating electric fields furthermore
affect the coherence of Rydberg atoms [28], color centers in
diamond [29,30], and nanomechanical resonators [31,32].
In spite of the importance of understanding and over-

coming these issues, the precise nature of the fluctuating
fields is not sufficiently understood and remains the subject
of an ongoing debate. This is largely due to experimental
challenges. For instance, while atomic force microscopy
(AFM) enables direct surface imaging, it usually lacks the
sensitivity required to obtain conclusive evidence on non-
contact dissipation beyond a few nanometers distance.
Trapped ions, which are ideally suited for such investiga-
tions due to their high sensitivity, currently do not offer
the imaging possibilities and nanoscale resolution of
scanning probe methods [33]. For this reason, most
previous studies relied on power laws of fluctuating forces

or fields as a function of temperature, frequency, or distance
[18,21,24–27,34–40]. Such studies, however, are difficult
to interpret: on the one hand, a single model can produce
different power laws at different distances [10] or temper-
atures [39,40]. On the other hand, various microscopic
effects can combine to produce complex phenomena that
thwart attempts at a simple explanation [16].
In this work, we report direct, experimental evidence for

the connection between fluctuating electrical fields and
static potential variations close to sample surfaces. To this
end, we employ a “nanoladder” scanning force sensor that
can detect force noise on the level of 1aN=

ffiffiffiffiffiffi
Hz

p
[41]. This

ultrasensitive probe allows us to produce scans of the
noncontact dissipation a few tens of nm above surfaces.
For comparison, we perform measurements over a metal
(Au) and a dielectric (SiO2). Over both substrates, we find
that regions of high and low dissipation correlate with shifts
of the mechanical resonance frequency that are attributed to
“voltage patches” [42–47]. We can reproduce our obser-
vations using an established model [23] for electrical field
fluctuation in dielectrics together with basic assumptions
[11]. Our study provides a key to the understanding of
surface dissipation effects and a potential route for improv-
ing the coherence of many types of quantum devices.
Device and setup.—Our scanning force probe is a

pendulum-style nanoladder cantilever made of single-
crystal Si, see Fig. 1(a) [41]. The cantilever has a bare
resonance frequency of f0 ¼ 4.858 kHz, an effective mass
of m ¼ 2.6 pg, and a quality factor of Q0 ¼ 26 100,
corresponding to a spring constant k0 ¼ m4π2f20 ¼
2.4 μNm−1 and a damping coefficient Γ0 ¼ m2πf0=Q0 ¼
3.1 × 10−15 kg s−1. To obtain a sharp, clean scanning tip,
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we attach a diamond nanowire [48,49] to the end of the
cantilever with a micromanipulator. The displacement of
the cantilever is detected by fiber-optical interferometry
with a 1550 nm laser [41,50]. Measurements are conducted
in ultrahigh vacuum at a temperature of about 4 K.
Experimental results.—Our sample surface is a Si sub-

strate with 1500 nm of thermally grown SiO2. A region
of the surface is covered with a 250 nm-thick Au film by
e-beam evaporation; see Fig. 1. We begin our investigations
by recording maps of the cantilever frequency f at constant
tip height, corresponding to the mean tip-surface distance
d; see Figs. 2(a)–2(b). The maps reveal distinct, reproduc-
ible variations in f on a length scale of 50–150 nm. Next,
we perform linescans at different values of d and extract f
and the quality factor Q from repeated ring-down mea-
surements at every scan position, see Figs. 2(c)–2(d). Data
acquisition per point takes 100–300 s for this procedure.
From these measurements, we can determine the coefficient
of noncontact friction ΓNCF as

ΓNCF ¼ Γ − Γ0 ¼
2πfm
Q

−
2πf0m
Q0

: ð1Þ

We observe significant variations of ΓNCF at constant d
over both materials, see Figs. 2(e)–2(f). Further, the
variations in ΓNCF correlate with those of f; maxima
of f correspond to minima of ΓNCF and vice versa.
The variations smoothen out when increasing d. For
d ≥ 100 nm, we retrieve the intrinsic damping of the
cantilever, Γ ≈ Γ0.
Figure 3 summarizes the quantitative analysis of our

data. First, we observe a general increase of the variations
in both f and ΓNCF with decreasing d over both materials.
Second, a strong increase of the mean value of ΓNCF with
decreasing d is detected. Third, a correlation between f and
ΓNCF is apparent close to the surface. These features are
reproducible over surfaces of Au as well as SiO2 at different

positions over the sample, after thermal cycling to room
temperature, and with magnetic fields up to 4 T
(cf. Supplemental Material [51]). The results clearly point
to nonuniform electric fields generated in a surface layer
that must be present without regard of the substrate material
underneath. In the following, we discuss concrete models
that can explain our measurements.
Model.—When brought close to a material, the probe

tip interacts with electrical or magnetic surface fields;
cf. Fig. 1(b). In general, static fields are expected to
modify the cantilever’s potential energy Epot, and therefore
the spring constant k ¼ δ2Epot=δx2 and the resonance
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FIG. 1. Experimental setup. (a) A nanoladder cantilever oscil-
lates parallel to the surface in the x direction. It is scanned over a
sample surface consisting of SiO2 and a pattern of Au that is
250 nm thick and electrically grounded. (b) Schematic repre-
sentation of the diamond tip interacting with electrical (magnetic)
fields generated by charge (spin) defects close to the sample
surface. A bright orange area indicates an adsorbant layer, and
qtip represents a tip charge with a distance Δ to the tip apex.
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FIG. 2. Scanning results. (a) Maps of the cantilever frequency f
recorded at a distance d ¼ 30 nm over Au and (b) d ¼ 80 nm
over SiO2. The colors range from red (4500) to white (5000 Hz)
in (a) and from blue (4200) to white (5210 Hz) in (b). Both scale
bars are 100 nm long. Insets show the tip over the substrate, SiO2

(blue) and Au (red). (c)–(f) Line scans of the resonance frequency
f and noncontact friction ΓNCF over Au (c),(e) and SiO2 (d),(f).
The lines corresponds to d ¼ 30, 45, 100, and 150 nm for Au and
d ¼ 45, 60, 75, and 100 nm for SiO2 (bottom to top). Lines are
offset for better visibility by 1.5 kHz each in (c), 2 kHz each in
(d), 4 × 10−15 kg s−1 each in (e) and 6 × 10−15 kg s−1 each in (f).
Shaded areas denote errors estimated from repeated measure-
ments. Lateral drift may have occurred between the different line
scans in (d) and (f). With our compact nanopositioners, drift can
be caused by piezo creep after z approaches performed to ensure
correct d calibration between the line scans.
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frequency f ¼ ð1=2πÞ ffiffiffiffiffiffiffiffiffi
k=m

p
[55]. Local variation of the

electrical surface potential, dubbed “voltage patches,” were
previously observed for various materials, and ascribed to
trapped charges or work function differences for different
crystalline facets [42–47,56]. Irrespective of their micro-
scopic origin, we model such voltage patches as isolated
charges qi trapped at the surface. For a pointlike tip with a
charge qtip, shifts in f can be computed from the added
electrostatic potential energy Eel ¼

P
i Ei, where

Ei ¼
1

4πϵ0

qiqtip
ri

ð2Þ

is the Coulomb energy of a surface charge qi, with ri the
distance to the cantilever charge qtip. With an electrostatic
spring constant kel ¼ δ2Eel=δx2, we obtain

f ¼ 1

2π

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k0
m

þ kel
m

r
≈ f0 þ

kel
8π2mf0

; ð3Þ

where the last term is valid in the limit of kel ≪ k0.
This simple electrostatic model can reproduce all main

features of our frequency scans. The open dots in Fig. 3(a)
show the maximum and minimum frequencies calculated
for a square lattice of charges qiqtip ¼ 0.7q2e, where qe ¼
1.6 × 10−19 C is the elementary charge and 0.7 is an
arbitrary scaling factor chosen for best agreement with
the experimental data. The model uses a site separation of
150 nm and an offset of Δ ¼ 20 nm between the tip apex
and the position of the effective charge to emulate the shape
of the line scans in Fig. 2(c). The offset roughly corre-
sponds to the expected tip apex radius, cf. Supplemental
Material for details [51]. For SiO2, the same model with
qiqtip ¼ 1.6q2e yields best agreement with the experiment,
see Fig. 3(b). The measured and simulated fmin;max can be
described by phenomenological power laws as described in
the figure caption. The model is slightly asymmetric with
respect to f0 owing to the difference between the condition
for negative f shifts (directly over a charge) and positive
shifts (far from charges). This difference can be observed in
the experiment as well, for instance, for d ¼ 30 nm in
Fig. 2(c). The asymmetry appears to be weaker in the
experimental data than in the model, which may be due to a
spatial spread of the effective charges in the tip.
While static field gradients give rise to frequency shifts,

dissipation is identified as a signature of fluctuating
fields. Previous studies have addressed the role of fluctuat-
ing electrical or magnetic defects at surfaces for dissipation,
both in the contexts of scanning force microscopy
[19–23,25–27] and, with a very similar framework, for
trapped ions [7–11]. These results established that electrical
fluctuations intrinsic to the substrate, such as thermally
excited currents or tip-induced mirror charges in a con-
ductor, produce negligible effects under most circumstan-
ces [11,18–20]. An alternative source of electrical
fluctuations could be attributed to thin layers of adsorbants,
such as hydrocarbons, that cover a surface immediately
upon exposure to air [11,21,44,57]. As our cryogenic
system does not permit baking out of the sample chamber,
we must assume such adsorbant layers to be present. The
most basic model for understanding ΓNCF, therefore, is
based on thermal dielectric fluctuations in a thin layer
covering the sample surfaces. We verified with additional
measurements that the dominant contribution to ΓNCF
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FIG. 3. Quantitative data analysis. (a) Maximum and minimum
f as a function of d over Au and (b) over SiO2. Filled and
open squares correspond to our measurements and to model
calculations, respectively. Solid lines are phenomenological
fits using f0 � β�=ðdþ ΔÞν� . For Au, β− ¼ 3 × 10−23 Hzm3.5

and ν− ¼ 3.5, βþ ¼ 2.3 × 10−12 Hzm2 and νþ ¼ 2 (βþ ¼
1.25 × 10−12 Hzm2 for the dashed line). For SiO2, β− ¼ 7.5 ×
10−23 Hzm3.5 and ν− ¼ 3.5, βþ ¼ 1.8 × 10−19 Hzm3 and
νþ ¼ 3. See main text and Supplemental Material for details
on the model [51]. (c) Measured ΓNCF and corresponding model
for Au and (d) for SiO2. Squares indicate the maxima and minima
of a linescan at a distance d. The shaded areas corresponds to the
model predictions for varying f [cf. solid lines in (a)–(b)] for
h ¼ 1.0 nm (dark shade) and for h between 0.4 and 2.0 nm
(bright shade). We use qtip ¼ qe for both models, ϵ ¼ 2 and
tan θ ¼ 0.01 for Au, and ϵ ¼ 2 and tan θ ¼ 0.03 for SiO2. The
dashed line in (d) is the additive dielectric contribution of the
SiO2 substrate with a thickness of 1.5 μm, ϵ ¼ 4.44 and
tan θ ¼ 10−3. (e) Measured ΓNCF as function of f for different
d as in Fig. 2 over Au and (f) over SiO2. Datasets are offset
for better visibility by 3 × 10−15 kg s−1 each for Au and
5 × 10−15 kg s−1 each for SiO2.
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cannot be assigned to fluctuating surface electron spins,
cf. Supplemental Material [25,51].
We use the model derived in Ref. [23] to determine the

value of ΓNCF expected for a thin dielectric. For the
adsorbate layer on Au, we use as typical values a relative
permittivity ϵ ¼ 2 and a loss tangent tan θ ¼ 0.01 [11,58].
Defining the complex permittivity ϵc as

ϵc ¼ ϵð1þ i tan θÞ; ð4Þ

as well as the functions

ζ ¼ ϵc − 1

ϵc þ 1
; ð5Þ

J2 ¼
Z

∞

0

ð1 − e−4uðh=dÞÞu2e−2udu
ð1þ ζ0e−2uðh=dÞÞ2 þ ðζ00e−2uðh=dÞÞ2 ; ð6Þ

where 0 and 00 denote the real and imaginary parts,
respectively, the dissipation is calculated as [23]

ΓNCF ¼
q2tipζ

00

8π2ϵ0fd3
J2; ð7Þ

with ϵ0 being the permittivity of free space, and h the
adsorbed layer thickness. Note that Eq. (7) describes the
situation of a dielectric on a metal substrate, but we use it
also to approximate the adsorbate layer on SiO2. In the
Supplemental Material, we present a comparison to a
second model that depicts the situation of two nonconduct-
ing layers and leads to very similar results [51,59].
Neither the effective tip charge qtip nor its exact position

in the diamond lattice is controlled in our experiment. The
offset of Δ ¼ 20 nm between the tip apex and the charge
position that we introduced for the electrostatic model is
included for the dissipation calculations as well. From a
rough experimental calibration of the effective tip charge,
we get an upper bound of about 20qe (cf. Supplemental
Material [51]). However, the relevant number of charges
must be significantly lower, because the calibration is
sensitive to charges on distances of several μm, while
our experiments only probe interactions on a scale of
d < 100 nm, cf. Figs. 3(a)–3(d). We obtain best results
assuming qtip ≈ qe.
There are several ways how Eq. (7) can be used to

explain the experimentally observed variation in ΓNCF. We
start by noting that Eq. (7) has an explicit dependency
ΓNCF ∝ f−1, producing the correct trend seen in Fig. 2.
However, the variation of ΓNCF generated in this way is too
small to explain our experimental results, see dark shaded
area in Figs. 3(c)–3(d), suggesting that additional effects
are taking place in parallel. For instance, it was previously
found that the thickness of hydrocarbon layers on Au is

typically between h ¼ 0.4 (a monolayer) and 2.0 nm
[11,60,61]. Inserting such a variation in h into Eq. (7)
yields a surprisingly close agreement with our measure-
ments for Au, see Fig. 3(c). For SiO2, the layer thickness
required to reproduce our measurement for the given
dielectric parameters is about 8 nm, which appears unre-
alistic. Instead, we present in Fig. 3(d) a model calculation
with the same thickness variation as in (c), but with
tan θ ¼ 0.03. X-ray photoelectron spectroscopy measure-
ments suggest that the chemical composition and bonding
nature of the adventitious carbon on the two surfaces is
indeed not identical (cf. Supplemental Material [51]).
Considering the open questions regarding dielectric proper-
ties of nanometer-scale surface layers, the agreement that
we find for both datasets is encouraging. Finally, we also
obtain reasonable results when considering variations in d.
For a thin dielectric layer (h ≪ d), Eq. (7) yields approx-
imately ΓNCF ∝ d−4, resulting in dissipation variations due
to sample topography. The surfaces investigated in this
work, Au and SiO2, show different surface roughness and
grain size in AFM topographic scans (see Supplemental
Material [51]). This difference make an interpretation of the
f variations in Figs. 2(a)–2(b) in terms of topographic
features improbable. Finally, the expected Ohmic loss for
bare Au [11] turns out to be about 10 orders of magnitude
smaller than the measured values of ΓNCF, ruling out a
contribution due to mirror charges in a conductor. In
conclusion, it is likely that dielectric fluctuations in a thin
surface layer are the dominant cause of noncontact friction
in our system.
Discussion.—We have set out to investigate the surface

dissipation over different materials, selecting Au as a
representative metal and SiO2 as a dielectric. Our measure-
ments provide evidence for a correlation between f and ΓNCF
over both substrates despite their different electronic proper-
ties. The plots in Figs. 3(e)–3(f) suggest ΓNCF ∝ f−1, even
though the explicit f−1 dependency in Eq. (7), in concert
with the measured variations in f, is not sufficient to explain
the experimentally observed variations in ΓNCF. We propose
a simple model where minima (maxima) of f coincide either
with maxima (minima) of h or with minima (maxima) of d.
The microscopic mechanisms behind such correlations are at
present speculative, but appear to originate from the electro-
static voltage patches close to the surface. For instance,
surface potential patches exert attractive forces onto mole-
cules with a dipole moment, which can lead to site-selective
adsorption [44] and a maximum of h directly over static
charges. Alternatively, a correlation between topographic
features (d) and static charges is to be expected if the voltage
patches are generated by differences in the surface work
function at crystallographic grain orientations, as proposed
in Ref. [46].
With a tip charge estimated as qtip ¼ qe, we can quantify

the power spectral density of the fluctuating electrical
field as
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SE ¼ 4kBTΓNCF=q2e: ð8Þ

The values we obtain from Eq. (8) are in the range of
10 − 100 V2m−2Hz−1, which is 1011–1015 times larger
than what is typically detected with trapped ions [10]. This
discrepancy is not surprising, because the distance to the
surface d in our measurements is about 103–104 times
smaller than in an ion-trap experiment. With the phenom-
enological power law ΓNCF ∝ d−4 that we obtained in the
thin-film limit from Eq. (7), we should expect a difference
by a factor 1012–1016.
It is worth comparing our work to previous studies

of fluctuating electrical fields with nanomechanical sensors
in the d ¼ 10 − 100 nm range [18,21,34]. We note that
those studies concentrated mostly on the d−n dependence at
single points over a sample. The values of n that were found
varied strongly, from 1 < n < 1.5 in Ref. [18] to n ≥ 3 in
Ref. [34]. Our experimental data are in rough agreement
with the exponent n ≈ 4 predicted for thin dielectric
layers [21,23].
Conclusion and outlook.—We identify surface adsor-

bants as the likely origin of noncontact friction over
conducting and insulating materials. This result resolves
much of the previous disagreement between experiments
and models—even over superconducting surfaces, such
thin dielectric layers are often unavoidable. (A notable
exception is the experiment from Kisiel et al. [24] that
was conducted after baking out the vacuum chamber.) A
second finding is that the fluctuating electrical fields vary
spatially and are correlated with static surface potentials.
This provides an important clue to the formation of
adsorbants and, potentially, a strategy to reduce their
impact through chemical functionalization with molecu-
lar monolayers that feature tailored electronic properties
[62]. Such a strategy would benefit many of the most
advanced fields in quantum sensing and quantum com-
putation, in particular trapped ions, superconducting
qubits and ultrasensitive force probes [4,10,11,14,63].
In a next step, the microscopic nature of surface layers
can be investigated with magnetic resonance force
microscopy [63–65] or other scanning tools like nano-
scale SQUIDS [66,67] or diamond probes with optically
active nitrogen-vacancy defects [68–70].
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