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Imaging ferroelectric domains with a 
single-spin scanning quantum sensor

William S. Huxter    1, Martin F. Sarott    2, Morgan Trassin    2 & 
Christian L. Degen    1,3 

The ability to sensitively image electric fields is important for understanding 
many nanoelectronic phenomena, including charge accumulation at 
surfaces1 and interfaces2 and field distributions in active electronic devices3. 
A particularly exciting application is the visualization of domain patterns 
in ferroelectric and nanoferroic materials4,5, owing to their potential in 
computing and data storage6–8. Here, we use a scanning nitrogen-vacancy 
(NV) microscope, well known for its use in magnetometry9, to image domain 
patterns in piezoelectric (Pb[Zr0.2Ti0.8]O3) and improper ferroelectric 
(YMnO3) materials through their electric fields. Electric field detection is 
enabled by measuring the Stark shift of the NV spin10,11 using a gradiometric 
detection scheme12. Analysis of the electric field maps allows us to 
discriminate between different types of surface charge distributions, as 
well as to reconstruct maps of the three-dimensional electric field vector 
and charge density. The ability to measure both stray electric and magnetic 
fields9,13 under ambient conditions opens opportunities for the study of 
multiferroic and multifunctional materials and devices8,14.

Real-space imaging of electric fields at the nanoscale is an important 
aim across many emerging fields, as near-surface fields are tied to the 
electrical polarization or charge distribution of the underlying system. 
Sensitive imaging of nanoscale electric phenomena has been dem-
onstrated by a number of techniques, most prominently by electro-
static force microscopy15 and piezoresponse force microscopy (PFM)4, 
along with the related techniques of Kelvin probe force microscopy16, 
low-energy electron microscopy5 and emerging scanning quantum 
technologies1,17. However, most of these techniques are limited to low 
temperatures or high-vacuum conditions, require thin-film samples 
and back electrodes and measure indirect quantities, such as piezo-
electric coefficients or surface potentials. Nitrogen-vacancy (NV) cen-
tres in diamond9,13,18 provide a path to quantitatively image electric 
fields under ambient conditions, do not require back electrodes or 
applied voltages and measure a quantity directly proportional to the  
surface polarization.

In this work, we apply scanning NV microscopy to map static 
electric stray fields above surfaces with sub-100 nm resolution. 
Using mechanical oscillation of the tip12 to overcome the challenges 

of static screening19 and low coupling to electric fields10,11, we reach 
an excellent sensitivity of 0.24 kV cm−1 Hz−1/2, on a par with the sensi-
tivities demonstrated for a.c. field detection in bulk diamond11. We 
illustrate the impact of our approach by imaging patterned domains 
in application-relevant6 ferroelectric thin films and by mapping the 
natural domain configuration in a prototypical improper ferroelectric.

Electric field sensing with NV centres relies on a local electric Stark 
effect. The Stark effect causes a shift in the NV spin energy levels that 
is measured using optically detected magnetic resonance (ODMR)10,11. 
The Stark effect is anisotropic and largest in the transverse plane of the 
NV centre, which sits perpendicular to the anisotropy axis (zNV axis). 
This leads to an in-plane electric field coupling that is approximately 
50× larger than the out-of-plane coupling11,13. To maximize the in-plane 
electric field response and simultaneously suppress the response to 
magnetic fields, a small magnetic bias field is applied transverse to the 
NV anisotropy axis. Electric field detection in this configuration has 
previously been demonstrated in bulk diamond, where electric fields 
are created with external electrodes11,20,21, charged scanning probes22,23, 
surface band bending24 and intrinsic dopant charges25.

Received: 31 May 2022

Accepted: 14 December 2022

Published online: 9 February 2023

 Check for updates

1Department of Physics, ETH Zurich, Zurich, Switzerland. 2Department of Materials, ETH Zurich, Zurich, Switzerland. 3Quantum Center, ETH Zurich, Zurich, 
Switzerland.  e-mail: degenc@ethz.ch

http://www.nature.com/naturephysics
https://doi.org/10.1038/s41567-022-01921-4
http://orcid.org/0000-0003-1170-4241
http://orcid.org/0000-0001-9660-6346
http://orcid.org/0000-0002-0240-0257
http://orcid.org/0000-0003-2432-4301
http://crossmark.crossref.org/dialog/?doi=10.1038/s41567-022-01921-4&domain=pdf
mailto:degenc@ethz.ch


Nature Physics | Volume 19 | May 2023 | 644–648 645

Letter https://doi.org/10.1038/s41567-022-01921-4

This issue has hindered previous attempts at implementing a  
scanning NV electrometer19,26. To overcome this screening, we oscillate 
the diamond sensor using the mechanical resonance (f ≈ 32 kHz) of the 
tuning fork and detect the resulting a.c. electric field (Fig. 1d). This 
a.c. electric signal is proportional to the electric field gradient in the  
oscillation direction12. In addition to alleviating static screening,  
the a.c. detection also improves sensitivity by at least an order  
of magnitude11,12,18. For the spin-echo pulse sequence shown  
in Fig. 1d, the field-induced coherent phase accumulation 
of the NV spin is ϕ± = ±4k⟂Eac cos(2φB + φEac )sin

2(𝜋𝜋fτ/2)/f  where 

Eac = xosc√(∂xExNV )
2 + (∂xEyNV )

2  and φEac = arctan(∂xEyNV /∂xExNV ), xosc 

is the oscillation amplitude along x and τ is the evolution time 
(Supplementary Section 1).

We demonstrate scanning electrometry by imaging the electric 
fields appearing above the surfaces of two ferroelectric materials. Our 
first sample is a 50-nm thick film of out-of-plane polarized lead zirco-
nate titanate (Pb[Zr0.2Ti0.8]O3, PZT) grown on top of a SrRuO3-buffered 
(001)-oriented SrTiO3 substrate. PZT, the most technologically impor-
tant ferroelectric, has a large polarization (P ≈ 75 μC cm−2) that is ideal 
for an initial demonstration. To create recognizable structures, we 
write a series of ferroelectric domain patterns by locally inverting the 
polarization of the film using a conductive atomic force microscopy 
(AFM) tip. Figure 2a shows an image of the out-of-plane PFM contrast 
corresponding to one of these patterns.

Figure 2b presents an NV electrometry map taken above the same 
location. Owing to our gradiometric detection scheme, the signal is 
maximum near vertical edges of the pattern. This directionality reflects 
the horizontal oscillation direction of the sensor, and other oscillation 
directions (such as a tapping mode) may be used to acquire different 
spatial signatures12. To verify that the signal is indeed due to electric 
fields, we purposely misalign the bias field to θB = 95° (Supplementary 
Fig. 1) and 180° (Fig. 2c). As expected, the signal disappears under the 
bias field misalignment as the NV centre becomes insensitive to elec-
tric fields. We additionally tried detecting the E field in a d.c. sensing 
mode and observed no signal (Extended Data Fig. 1). Thus, dynamic 
(a.c.) operation is essential for overcoming screening and enabling 
static electric field sensing. Detection at higher frequencies, and with 
multipulse measurement schemes, is shown in Extended Data Fig. 1 
and Extended Data Fig. 2.

By rotating the in-plane angle φB of the bias field, we can rotate the 
in-plane detection axis (Fig. 1c)11. In particular, by acquiring electric 
field maps shifted in φB by 45°, it becomes possible to map two orthogo-
nal components of the E field signal. Figure 2d shows such orthogonal 
electric gradient maps from a square domain. The experimental maps 
are in good agreement with numerical simulations of a square domain 
with constant surface charge (Fig. 2e). By combining the orthogonal 
field components we are able to reconstruct the full three-dimensional 
electric field vector above the domain (Fig. 2f and Methods). In princi-
ple, field maps such as Fig. 2f could allow measurement of the domain 
wall width and of its possible chiral state27. However, our spatial resolu-
tion (~100 nm; Extended Data Fig. 3) is not yet sufficient to resolve the 
structure of the <10 nm domain walls in PZT28. Using reverse propaga-
tion of Coulomb’s law, we also compute the equivalent surface charge 
density σ (from the polarization P) at the top surface of the ferroelectric 
film (Fig. 2g and Methods), where σ = P ⋅ n and n is the surface normal. 
The reconstruction involves two charge sheets of opposite sign, since 
further analysis (below) reveals the presence of charges beneath the 
surface. Our result is in excellent agreement with the out-of-plane PFM 
image shown in Fig. 2h, where both a defect and the asymmetric shape 
of the domain are reproduced.

To further interpret our measurements we develop simple models 
of surface charge distributions and their associated electric field gra-
dients (Fig. 3a–d). By comparing these to the experimental line scans 
(Fig. 3e), we can discriminate between different surface charge 

In our experiment, the NV centre is embedded in the tip of a dia-
mond scanning probe (Fig. 1a). The scanning probe arrangement allows 
us to extend electric field sensing to image general materials systems, 
including ferroelectrics. We mount the diamond probe on a quartz 
tuning fork oscillator providing force feedback for safe approach and 
scanning. Owing to the tip fabrication procedure, the NV anisotropy 
axis is ~35° away from the scan plane (Fig. 1b).

To enable electric field (E) detection, we accurately orient an 
external bias field of 5−12 mT transverse to zNV (θB = 90°) with ~0.5° of 
uncertainty (Methods). In this bias field configuration, the spin transi-
tion frequencies ω± are linearly sensitive to electric fields,

ω± ≈ ω(0)
± ∓ 2𝜋𝜋k⟂E⟂ cos(2φB + φE) (1)

while correcting for magnetic fields up to second order11,13. Here, ω(0)
±  

are the spin resonance frequencies in the absence of the electric field 
(Supplementary Section 1), k⊥ = 16.5 Hz V−1 cm is the coupling  
constant21, E⊥ is the magnitude of the in-plane E field vector and 
φB = arctan(ByNV /BxNV )  and φE = arctan(EyNV /ExNV )  are the in-plane  
angles of the magnetic bias field and electric field vectors, respectively 
(Fig. 1c). Equation (1) neglects strain interactions (Methods). The angu-
lar dependence on the bias field results in a maximal frequency shift 
when φE = −2φB (modulo π), defining the detection axis (Fig. 1c). To 
polarize, manipulate and detect the NV spin state we use a combination 
of laser and microwave pulses, together with a single-photon counting 
module (Fig. 1a,d and Methods).

An important concern with static field measurements is screen-
ing of electric fields by mobile charges on the diamond tip (Fig. 1b).  
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Fig. 1 | Scanning NV electrometer. a, The NV centre is located at the apex of 
the diamond tip and is oscillated in shear mode through the electrical drive of a 
tuning fork (not shown) while it is scanned over the surface. Laser and microwave 
pulses synchronized to the drive are used for signal readout. A three-axis piezo 
stage underneath the sample is used for positioning. b, Geometry of tip and 
sample with the vector orientations of the NV spin, magnetic bias field and 
sample electric field. Sample surface charges and screening charges on the tip are 
also shown. c, The in-plane electric field detection axis (purple) is determined by 
the in-plane direction of the magnetic bias field (grey). (x, y, z) and (xNV, yNV, zNV) 
denote the laboratory and NV frames of reference (see Methods for definition). 
d, Spin-echo pulse scheme synchronized to the tip oscillation for the a.c. 
measurement of the electric field gradient.
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scenarios and extract quantitative information on the surface charge 
density σ. We find that our data are best fit by the model shown in  
Fig. 3a, which includes two layers of opposite charges on the top and 
bottom of the PZT sample. The other models (Fig. 3b–d) are inconsist-
ent with the polarity or shape of the experimental line scans. In par-
ticular, the Lorentzian shape of the Elabz  field gradient produced  
by a net surface charge (models in Fig. 3b,c) fails to reproduce the  
dips in the signal at either side of the domain. Additionally, the models 
in Fig. 3c,d would result in a polarity opposite to what is expected from 
the known polarization of our PZT sample. The ability to distinguish 
between different charge models and to quantify the screening effi-
ciency of a back electrode will be useful for analysing charge dynamics 
and screening behaviour at ferroelectric domain walls, interfaces  
and surfaces29, even once the materials are buried in a device 
architecture30.

Fits to the line scans in Fig. 3e yield an effective surface charge 
density of approximately σ = (3.5 ± 0.3) × 10−3 μC cm−2. The fits use 
the known bias field direction, NV centre orientation and stand-off 
distance (Methods and Supplementary Section 2). This surface charge 
density is about four orders of magnitude lower than the expected 
value for our PZT sample (75 μC cm−2, ref. 31). The large difference may 
be attributed to a number of screening mechanisms on both the sample 
and diamond tip. This includes surface screening from adsorbates32 or 
the formation of a charged, off-stoichiometric surface layer33 at the 
surface of the film. On the diamond tip, screening could be a result 
of the dielectric constant (ϵr = 5.7) as well as partial screening from 

an adsorbed water layer and mobile charges still present at ~32 kHz  
(ref. 19). Calibration against a known electrode may allow disentangling 
tip and sample screening34.

We further illustrate scanning electrometry by imaging the natural 
domain pattern of an improper ferroelectric, the hexagonal mangan-
ite YMnO3. Hexagonal manganites are exciting benchmark materials 
because their surface polarization (P ~ 5.5 μC cm−2 for YMnO3) is over 
an order of magnitude smaller than our PZT sample and typical for 
ferroelectric and multifunctional materials8,14. In addition, hexagonal 
manganites are type I multiferroics and become antiferromagneti-
cally ordered below TN ~ 100 K (refs. 14,35). While the antiferromagnetic 
domain pattern has been imaged with scanning NV magnetometry at 
cryogenic temperatures26, here, we focus on the ferroelectric domain 
pattern accessible under ambient conditions.

Figure 4a shows an electrometry map recorded above a polished, 
bulk YMnO3 sample. Although the signal-to-noise ratio is lower com-
pared to the PZT data, as expected from the smaller polarization, 
domains (including vortex domains) are clearly visible and resemble 
the pattern observed by PFM (Fig. 4b). The NV electrometry image also 
reveals long, straight line-like features and defects, which we interpret 
as charge accumulation near topographic features such as polishing 
marks. Correlative magnetic measurements over the same region show 
no magnetic signal (Supplementary Fig. 2).

In summary, we demonstrate nanoscale electric field imaging 
using a scanning NV microscope. Crucial to our experiment is the 
use of gradiometric detection12, which both alleviates static field 
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Fig. 2 | Vector electrometry of a piezoelectric PZT film. a, Out-of-plane PFM 
image of a patterned eight-crossed domain structure. b, NV electrometry taken 
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and detection axis (purple). f, Laboratory-frame vector plot of the electric field 
Elab = (Elabx , Elaby , Elabz ) reconstructed from the maps in panel d. Elabx  and Elaby  
components are represented as arrows and Elabz  is shown as a colour. g, 
Reconstructed surface charge density σ revealing the written square domain 
pattern. h, Corresponding out-of-plane PFM image. Dwell times are 12 s per pixel 
(b,c) and 10 s per pixel (d). Scale bars, 1 μm. rad., radian; Sim., simulation; arb., 
arbitrary units. White dashed lines outline the inner domain.
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screening at the diamond surface and greatly improves the sensitiv-
ity compared to static sensing schemes. The electric field sensitiv-
ity of ~0.24 kV cm−1 Hz−1/2 demonstrated in our work (Extended Data  
Fig. 2) is similar to that shown in the bulk11.

By imaging ferroelectric domains through their stray electric 
fields we demonstrate a complementary imaging method to existing 
scanning probe techniques. While the spatial resolution (~100 nm) 
demonstrated in our work is currently outmatched by these tech-
niques4,15,16, moving the tip closer to the sample surface is expected 
to lower this value to below 50 nm, and perhaps below 30 nm (ref. 36). 
Moreover, the long measurement times of several seconds per pixel can 
be reduced through increased dynamical decoupling and excited-state 

spectroscopy at cryogenic temperatures37. The benefits of NV electrom-
etry lie in its non-perturbing aspect, as it can quantitatively measure 
an unknown electric dipole configuration (electrical polarization and 
buried charged planes) without the need of back electrodes or applied 
voltages, all without topographic cross-talk in the measurement signal.

Looking towards future applications, an intriguing prospect is 
the correlative imaging of magnetic and electric fields in multiferroic 
and multifunctional materials35,38. Since the sensitivity to electric and 
magnetic fields can be adjusted by a simple re-orientation of the mag-
netic bias field, magnetic and electric field maps can be recorded from 
the same sample region without breaking experimental conditions. 
This will allow analysing multiple-order parameters in situ. Together, 
the multimodal capability opens exciting opportunities to study 
magneto-electric coupling and detail the formation and structure of 
domains and domain walls in these multifaceted and technologically 
relevant materials. Finally, the ability to probe buried charged surfaces 
may be instrumental in the pursuit of energy-efficient device concepts 
based on electric field control of magnetization39,40.

Note added in proof: While finalizing this manuscript, we became 
aware of related work34 describing scanning NV electrometry using a 
similar gradiometry technique to image electric fields from electrodes.

Online content
Any methods, additional references, Nature Portfolio reporting sum-
maries, source data, extended data, supplementary information, 
acknowledgements, peer review information; details of author con-
tributions and competing interests; and statements of data and code 
availability are available at https://doi.org/10.1038/s41567-022-01921-4.

e

c

b

x scan distance (µm)

d

a

t

d

–d/dx Ez
lab

x

z

φB = 73°

φB = 93°

φB = 107°

φB= 118°

Model a

xNV

yNV

E 
(k

V 
cm

–1
) xNV

xNV

xNV

yNV

yNV

yNV

Eac cos(2φB + φEac
) ± shot-noise uncertainty

6

4

2

0

–2

–10 –0.5 0 0.5 1.0

Fig. 3 | Surface charge models at domain walls in PZT. a–d, Surface charge 
models and negative z component of the laboratory electric field gradient (∂xElabz
) over a domain wall, which corresponds to the NV signal for φB = 121°. a, Ideal 
bound charge model with monopole charge sheets on the top and bottom 
surfaces. t is the sample thickness and for thin films the field gradient is 
dipole-like. b, Same as a with complete screening from the bottom electrode.  
c, Same as a with an adsorbed top layer separated by a distance d. The adsorbed 
layer screens the top surface and the signal is mainly produced by the bottom 
layer. d, Same as c with complete screening from the bottom electrode, resulting 
in a dipole surface. e, NV electrometry line scans taken across the square domain 
shown in Fig. 2d. Bias field angles φB are listed on the left and schematically shown 
(with detection axis) on the right. Profile fits (grey) are only compatible with 
surface charge model a. Error bars are ± shot-noise propagated uncertainties  
(see Methods for details). Black arrows indicate polarization direction.

E (kV cm
–1)

P-up

2

1

0

–1

–2

P-down

b

a

1

1
2

2

Fig. 4 | Naturally occurring ferroelectric domain pattern in hexagonal 
YMnO3. a, NV electrometry on YMnO3. Domains appear with constant contrast, 
which may be attributed to tip oscillations that deviate from pure shear mode 
(Extended Data Fig. 1). Bright features reflect patch charges at topographic 
defects. b, Out-of-plane PFM on YMnO3 over the same region. Artefacts from 
topographic cross-talk are not observed in panel a. White arrows indicate (1) a 
vortex domain and (2) a 180° domain wall. Scale bar, 5 μm.

http://www.nature.com/naturephysics
https://doi.org/10.1038/s41567-022-01921-4


Nature Physics | Volume 19 | May 2023 | 644–648 648

Letter https://doi.org/10.1038/s41567-022-01921-4

References
1.	 Yoo, M. J. et al. Scanning single-electron transistor microscopy: 

imaging individual charges. Science 276, 579–582 (1997).
2.	 Schoenherr, P. et al. Observation of uncompensated bound 

charges at improper ferroelectric domain walls. Nano Lett. 19, 
1659 (2019).

3.	 Cao, Y., Pomeroy, J. W., Uren, M. J., Yang, F. & Kuball, M. Electric 
field mapping of wide-bandgap semiconductor devices at a 
submicrometre resolution. Nat. Electron. 4, 478 (2021).

4.	 Gruverman, A., Alexe, M. & Meier, D. Piezoresponse force 
microscopy and nanoferroic phenomena. Nat. Commun. 10,  
1661 (2019).

5.	 Lachheb, M. et al. Surface and bulk ferroelectric phase transition 
in super-tetragonal BiFeO3 thin films. Phys. Rev. Mater. 5,  
024410 (2021).

6.	 Martin, L. W. & Rappe, A. M. Thin-film ferroelectric materials and 
their applications. Nat. Rev. Mater. 2, 16087 (2017).

7.	 Sharma, P., Moise, T. S., Colombo, L. & Seidel, J. Roadmap for 
ferroelectric domain wall nanoelectronics. Adv. Funct. Mater. 32, 
2110263 (2021).

8.	 Meier, D. & Selbach, S. M. Ferroelectric domain walls for 
nanotechnology. Nat. Rev. Mater. 7, 157–173 (2021).

9.	 Rondin, L. et al. Magnetometry with nitrogen-vacancy defects in 
diamond. Rep. Prog. Phys. 77, 056503 (2014).

10.	 Oort, E. V. & Glasbeek, M. Electric-field-induced modulation of 
spin echoes of N-V centers in diamond. Chem. Phys. Lett. 168, 
529–532 (1990).

11.	 Dolde, F. et al. Electric-field sensing using single diamond spins. 
Nat. Phys. 7, 459–463 (2011).

12.	 Huxter, W. S. et al. Scanning gradiometry with a single spin 
quantum magnetometer. Nat. Commun. 13, 3761 (2022).

13.	 Doherty, M. W. et al. Theory of the ground-state spin of the NV- 
center in diamond. Phys. Rev. B 85, 205203 (2012).

14.	 Fiebig, M., Lottermoser, T., Meier, D. & Trassin, M. The evolution of 
multiferroics. Nat. Rev. Mater. 1, 16046 (2016).

15.	 Saurenbach, F. & Terris, B. D. Imaging of ferroelectric domain 
walls by force microscopy. Appl. Phys. Lett. 56, 1703–1705 (1990).

16.	 Nonnenmacher, M., O’Boyle, M. P. & Wickramasinghe, H. K. Kelvin 
probe force microscopy. Appl. Phys. Lett. 58, 2921–2923 (1991).

17.	 Wagner, C. et al. Scanning quantum dot microscopy. Phys. Rev. 
Lett. 115, 026101 (2015).

18.	 Taylor, J. M. et al. High-sensitivity diamond magnetometer with 
nanoscale resolution. Nat. Phys. 4, 810–816 (2008).

19.	 Oberg, L. et al. Solution to electric field screening in diamond 
quantum electrometers. Phys. Rev. Appl. 14, 014085 (2020).

20.	 Iwasaki, T. et al. Direct nanoscale sensing of the internal electric 
field in operating semiconductor devices using single electron 
spins. ACS Nano 11, 1238–1245 (2017).

21.	 Michl, J. et al. Robust and accurate electric field sensing with 
solid state spin ensembles. Nano Lett. 19, 4904–4910 (2019).

22.	 Barson, M. S. J. et al. Nanoscale vector electric field imaging using 
a single electron spin. Nano Lett. 21, 2962–2967 (2021).

23.	 Bian, K. et al. Nanoscale electric-field imaging based on a 
quantum sensor and its charge-state control under ambient 
condition. Nat. Commun. 12, 2457 (2021).

24.	 Broadway, D. A. et al. Spatial mapping of band bending in 
semiconductor devices using in situ quantum sensors. Nat. 
Electron. 1, 502–507 (2018).

25.	 Dolde, F. et al. Nanoscale detection of a single fundamental 
charge in ambient conditions using the NV− center in diamond. 
Phys. Rev. Lett. 112, 097603 (2014).

26.	 Lorenzelli, L. Development of a Scanning Nitrogen-Vacancy-Center 
Magnetometer for Variable Temperature Experiments. PhD Thesis, 
ETH Zurich (2021).

27.	 Tetienne, J. P. et al. The nature of domain walls in ultrathin 
ferromagnets revealed by scanning nanomagnetometry. Nat. 
Commun. 6, 6733 (2015).

28.	 Luca, G. D. et al. Domain wall architecture in tetragonal 
ferroelectric thin films. Adv. Mater. 29, 1605145 (2016).

29.	 Kalinin, S. V., Kim, Y., Fong, D. D. & Morozovska, A. N. 
Surface-screening mechanisms in ferroelectric thin films and 
their effect on polarization dynamics and domain structures. Rep. 
Prog. Phys. 81, 036502 (2018).

30.	 Strkalj, N. et al. Depolarizing-field effects in epitaxial capacitor 
heterostructures. Phys. Rev. Lett. 123, 147601 (2019).

31.	 Suleiman, M., Sarott, M. F., Trassin, M., Badarne, M. & Ivry, Y. 
Nonvolatile voltage-tunable ferroelectric-superconducting 
quantum interference memory devices. Appl. Phys. Lett. 119, 
112601 (2021).

32.	 Segura, J. J., Domingo, N., Fraxedas, J. & Verdaguer, A. Surface 
screening of written ferroelectric domains in ambient conditions. 
J. Appl. Phys. 113, 187213 (2013).

33.	 Strkalj, N. et al. In-situ monitoring of interface proximity effects in 
ultrathin ferroelectrics. Nat. Commun. 11, 5815 (2020).

34.	 Qiu, Z., Hamo, A., Vool, U., Zhou, T. X. & Yacoby, A. Nanoscale 
electric field imaging with an ambient scanning quantum sensor 
microscope. npj Quantum Inf. 8, 107 (2022).

35.	 Lilienblum, M. et al. Ferroelectricity in the multiferroic hexagonal 
manganites. Nat. Phys. 11, 1070–1073 (2015).

36.	 Ariyaratne, A., Bluvstein, D., Myers, B. A. & Jayich, A. C. 
B. Nanoscale electrical conductivity imaging using a 
nitrogen-vacancy center in diamond. Nat. Commun. 9,  
2406 (2018).

37.	 Block, M. et al. Optically enhanced electric field sensing  
using nitrogen-vacancy ensembles. Phys. Rev. Appl. 16,  
024024 (2021).

38.	 Chauleau, J. et al. Electric and antiferromagnetic chiral textures at 
multiferroic domain walls. Nat. Mater. 19, 386–390 (2020).

39.	 Manipatruni, S. et al. Scalable energy-efficient magnetoelectric 
spin-orbit logic. Nature 565, 35–42 (2019).

40.	 Noel, P. et al. Non-volatile electric control of spin-charge 
conversion in a SrTiO3 Rashba system. Nature 580,  
483–486 (2020).

Publisher’s note Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons 
Attribution 4.0 International License, which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, 
as long as you give appropriate credit to the original author(s) and the 
source, provide a link to the Creative Commons license, and indicate 
if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons license, unless 
indicated otherwise in a credit line to the material. If material is not 
included in the article’s Creative Commons license and your intended 
use is not permitted by statutory regulation or exceeds the permitted 
use, you will need to obtain permission directly from the copyright 
holder. To view a copy of this license, visit http://creativecommons.
org/licenses/by/4.0/.

© The Author(s) 2023

http://www.nature.com/naturephysics
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


Nature Physics

Letter https://doi.org/10.1038/s41567-022-01921-4

Methods
Experimental set-up
Experiments were performed at room temperature with a custom-built 
scanning NV microscope. Micro-positioning was carried out by a 
closed-loop three-axis piezo stage (Physik Instrumente) and AFM 
feedback control was carried out by a lock-in amplifier (HF2LI, Zurich 
Instruments). Photoluminescence of the NV centres was measured 
with an avalanche photodiode (Excelitas) and data were collected by 
a data acquisition card (PCIe-6353, National Instruments). Microwave 
pulses and sequences were created with a signal generator (Quicksyn 
FSW-0020, National Instruments) and modulated with an IQ mixer 
(Marki) and an arbitrary waveform generator (HDAWG, Zurich Instru-
ments). NV centres were illuminated at <100 μW by a custom-designed 
520 nm pulsed diode laser. Scanning NV tips were purchased from 
QZabre AG. Two tips were used throughout this study. Tip no. 1 (Figs. 2 
and 3) had a stand-off distance of z = 95 ± 1 nm and tip no. 2 (Fig. 4) had 
a stand-off distance of z = 61 ± 2 nm (not including the 20 nm retract 
distance used while imaging), determined with a magnetic stripe41. 
Oscillation amplitudes were ~46 nm in Figs. 2b,d and 3e, ~92 nm in 
Fig. 2c and ~52 nm in Fig. 4a, determined via stroboscopic imaging12. 
A movable permanent neodymium magnet (supermagnet) below the 
sample served as the bias field source. Field alignment was possible by 
applying a fitting algorithm, which used a numerical model of the field 
produced by the magnet and NV resonance frequencies as a function 
of magnet position. The drift stability of the microscope was <30 nm 
per day and no drift correction techniques were employed.

Spin energy levels in a transverse magnetic field
With an off-axis field, the usual spin-state description (using ms) of the 
NV centre is not ideal, as the magnetic quantum number ms is no longer 
conserved. In this scenario the eigenstates, which we denote as  
|0⟩, |−⟩ and |+⟩, are superpositions of the usual |ms⟩ states13,42. Spin-state 
mixing results in a reduced photoluminescence and optical contrast, 
which worsened the overall measurement sensitivity. This effect, how-
ever, is manageable for relatively weak (<12 mT) bias fields43. Bias fields 
<5 mT are also non-ideal, as 15N hyperfine coupling effectively misaligns 
small bias fields.

Alignment of the transverse magnetic field
The alignment algorithm of the bias field provided the ability to align 
with roughly 1° of uncertainty; however, we improved the alignment 
by additionally considering hyperfine interactions42. In an off-axis bias 
field (θB = 90°) the |0⟩ state splits into two states that differ by 
Δ = 2ahfγeB/D, where ahf = 3.65 MHz is the off-axis 15N hyperfine coupling 
parameter, γe = 2π × 28 GHz T−1 is the gyromagnetic ratio of the elec-
tron, B is the applied magnetic field and D = 2.87 GHz is the zero-field 
splitting25. When deviating from θB = 90°, the on-axis component splits 
each of the |−⟩ and |+⟩ states through 15N hyperfine interaction resulting 
in eight total transitions (four for ω− and four for ω+). We swept the 
fitted polar angle a few degrees around 90° (with the same field mag-
nitude) and tracked the ω− hyperfine resonances. The best alignment 
was achieved when only two resonances were visible and when the 
resonance frequency was the largest (on-axis contributions decreased 
the resonance frequency).

Influence of crystal strain
Internal strain in the diamond acts equivalently as a permanent d.c. E 
field via the piezocoupling coefficient44. For in-plane strains much 
weaker than electric signals (which is assumed during our analysis) the 
effect of strain is unimportant. For large in-plane strains (relative to 
the electric signal), it is still possible to carry out scanning gradiometry 
without a loss in sensitivity. In this case, the detection axis is  
controlled by the strain direction (Supplementary Section 1). The 
angular dependence changes from cos (2φB + φEac ) for small strains to 
cos(φξ − φEac ) cos (2φB + φξ), where φξ is the in-plane strain angle.

Laboratory and NV centre frames of reference
To translate between the laboratory frame and NV centre frame a rep-
resentation of the NV centre’s crystallographic coordinate system is 
determined in the laboratory frame. The laboratory frame is defined 
by the vectors ̂x = [1,0,0], ̂y = [0, 1,0] and ̂z = [0,0, 1]. The unit vector 
along the symmetry axis of the NV centre ( ̂zNV) pointing from the nitro-
gen atom towards the vacancy site, is chosen as the [111] crystallo-
graphic direction. The x unit vector ( ̂xNV) is taken to be orthogonal to 
̂zNV and pointing from the vacancy site towards one of the three nearest 

carbon atoms ([112] for example, although there are three possible 
choices)13,45. Then ̂yNV = ̂zNV × ̂xNV  to preserve right-handedness. To 
translate between the crystallographic frame and the laboratory frame 
the bias field alignment algorithm and known (001) cut of the diamond 
tip is used. For example, with the NV centre angles of θNV = 55° and 
φNV = 0° (as shown in Fig. 1b), we get ̂xNV =

1
√3
[1,0, −√2], ̂yNV = [0, 1,0] 

and ̂zNV =
1
√3
[√2,0, 1]. It is important to note that using a different NV 

centre reference frame definition can result in an incorrect computa-
tion of laboratory-frame electric fields (Supplementary Section 5).

Gradiometry technique
A complete description of scanning gradiometry, including calibration 
procedures, can be found in ref. 12. An ~2 μs laser pulse was used to 
polarize the NV centre into the ms = 0 state, which for small off-axis bias 
fields corresponds to the |0⟩ state. Next, a microwave π/2 pulse is 
applied to create a superposition between |0⟩ and one of |±⟩. The quan-
tum phase ϕ accumulated between the two states during the coherent 
precession is ϕ± = ∫τ

0 g(t)Δω±(t)dt, where g(t) is the modulation func-
tion46, Δω±(t) = ∓2𝜋𝜋k⟂Eac(t) cos(2φB + φEac ) sin(2𝜋𝜋ft) is the detuning (see 
Supplementary Section 1) and τ is the evolution time. We used a 
four-phase cycling technique12,47 of the last π/2 pulse to measure ϕ±. 
The readout of the NV centre’s spin state was performed by another 
~2 μs laser pulse, during which the photons emitted from the NV centre 
were collected across a ~600 ns window.

Samples
Lead zirconate titanate. The 50 nm thick Pb[Zr0.2Ti0.8]O3 film and the 
10 nm thick SrRuO3 electrode were grown on (001)-oriented SrTiO3 
(CrysTec) using pulsed-layer deposition with a KrF excimer laser at 
248 nm (LPXpro, Coherent). SrRuO3 was grown at a substrate tempera-
ture of 700 °C with an O2 partial pressure of 0.1 mbar and a laser fluence 
of 0.95 J cm−2 at 4 Hz. Pb[Zr0.2Ti0.8]O3 was grown at 550 °C at 0.12 mbar O2 
partial pressure and a laser fluence of 1.2 J cm−2 at 4 Hz. The film was sub-
sequently cooled to room temperature under growth pressure. Layer 
thicknesses were measured using X-ray reflectivity with a four-cycle 
thin-film diffractometer (PANalytical X’Pert3 MRD, CuKα1). Topography 
and PFM experiments were performed on a Bruker Multimode 8 atomic 
force microscope using Pt-coated Si tips (MikroMasch, k = 5.4 N m−1).

Hexagonal yttrium manganite. The YMnO3 bulk crystal was grown 
by the floating-zone technique, pre-oriented using Laue diffraction 
and cut perpendicular to the crystal z axis with a diamond saw. The 
sample was flattened by lapping with Al2O3 powder in water solution 
(9 μm particle size). Subsequently, the sample was chemomechani-
cally polished using a colloidal silica slurry. To generate domains, the 
sample was pre-annealed and cooled through the Curie temperature 
TC in an O2 atmosphere48.

Electric field vector reconstruction
To reconstruct the E field vector (Fig. 2f and Extended Data Fig. 4) the 
two images recorded with a 45° difference in φB, denoted as 
I1(x, y) = Eac cos(2φB + φEac ) and I2(x, y) = Eac sin(2φB + φEac ), are combined 
to yield the magnitude (Eac(x, y)) and angle (φEac (x, y)) of the measured 
electric field signal

Eac(x, y) = √(I1(x, y))
2 + (I2(x, y))

2, (2)
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φEac (x, y) = arctan ( I2(x, y)I1(x, y)
) − 2φB (mod 2𝜋𝜋). (3)

Since there are three possible choices for ̂xNV, owing to the C3ν symmetry 
of the NV centre, φB and φEac (x, y) are only known up to a multiple of 2π/3. 
This propagates to the E field gradients along the x and y directions of 
the NV centre, which are calculated as

xosc∂rExNV (x, y) = Eac(x, y) cos(φEac (x, y)), (4)

xosc∂rEyNV (x, y) = Eac(x, y) sin(φEac (x, y)), (5)

where xosc is the tip oscillation amplitude and ∂r is the directional deriva-
tive along the unit vector ̂r = ̂x cosα + ̂y sinα in the laboratory frame and 
α is the in-plane oscillation angle. With either of these images it is pos-
sible to reconstruct the laboratory components of the E field gradients 
in Fourier space. For example, with ̂xNV the laboratory-frame E field 
gradient vector is

ℱ{∂rElab} = ℱ{∂rExNV }
K
̂xNV ⋅K

, (6)

where ℱ is the Fourier transform, K = [ikx, iky, K] and K = √k2x + k2y. The 
laboratory-frame vector components can be determined independent 
of the three possible ̂xNV and ̂yNV choices because the term in the denom-
inator removes its influence. The last step is integration in Fourier space 
with a wavevector-dependent window function that cuts off 
high-frequency terms (using a Hann window filter)47, and a line filter 
that removes the amplified noise perpendicular to the direction of 
integration12. The E field vector is computed with

ℱ{Elab} = ℱ{∂rElab}W(λ,α)
−ixosckr

, (7)

where kr = kx cos(α) + ky sin(α) and W(λ, α) is the window function. We 
set the cut-off wavelength to the stand-off distance (λ = z, which pro-
duces a cut-off wavevector of k = 2π/λ) and the oscillation angle to 
match the x direction (α = 0°). We applied this procedure on both the 
∂xExNV and ∂xEyNV images and average the results.

Surface charge density reconstruction
To reverse propagate our E field measurements into a surface charge 
density (Fig. 2g), we first treat Coulomb’s law for a two-dimensional sur-
face charge density σ(x,y) as a convolution integral in Fourier space49. 
With the transfer function G(K, z) = e−Kz/(2ϵ0K), where ϵ0 is the vacuum 
permittivity, the E field components from a single surface charge den-
sity become

ℱ{Elab} = ℱ{σ}G(K, z)K. (8)

For two surface charge densities of opposite polarity separated by a 
distance t, the Fourier transformed E field is ℱ{Etotal} = ℱ{Elab}(1 − e−Kt), 
where the −e−Kt term comes from the bottom surface. The surface 
charge density can be computed for each of the three laboratory-frame 
vector components, and from our NV electrometry measurements the 
surface charge density is

ℱ{σ} = 2ϵ0K
3xosckr

eKz
1 − e−Kt (

ℱ{∂rElabx }
kx

+
ℱ{∂rElaby }

ky
+

iℱ{∂rElabz }
K ) , (9)

where the three vector components have been averaged. We apply an 
additional window function, W(λ1, λ2, α), to equation (9) that cuts off 
both low-frequency (λ1 = 30z) and high-frequency (λ2 = z) components, 
and a line filter (α = 0°) to remove amplified noise from the deconvolu-
tion process.

Electric field gradiometry line scan fitting
Fitting the line scans in Fig. 3e was accomplished by first determining 
a simplified form for different surface charge models (Supplementary 
Section 2). For a monopole domain wall located at x = xi and propagat-
ing along y, the equations

∂xElabx = −σ
𝜋𝜋ϵ0

x−xi
(x−xi)

2+z2
,

∂xElabz = −σ
𝜋𝜋ϵ0

z
(x−xi)

2+z2
,

(10)

are used. For the equivalent dipole domain wall the equations

∂xElabx = σd
𝜋𝜋ϵ0

2(x−xi)z

((x−xi)
2+z2)

2 ,

∂xElabz = σd
𝜋𝜋ϵ0

z2−(x−xi)
2

((x−xi)
2+z2)

2 ,
(11)

are used. In both types of domain walls ∂xElaby = 0. Here, the stand-off z, 
surface charge density σ (or surface dipole density σd), domain wall 
locations (x1 and x2) and sample thickness t (for the bottom layer) are 
used to create the different surface charge models. Next, the gradient 
components are projected onto the NV centre’s x and y unit vectors 
using ∂xExNV = ∂xElab ⋅ ̂xNV and ∂xEyNV = ∂xElab ⋅ ̂yNV. The unit vectors depend 
on the polar and azimuthal angles θNV and φNV. Then, the E field angle is 
computed as φEac = arctan(∂xEyNV /∂xExNV ). Finally, the measured signal 

is modelled by Emeas = xosc√(∂xExNV )
2 + (∂xEyNV )

2 cos(2φB + φEac ). During 

the fitting process, the NV angles, magnetic bias field angle, sample 
thickness, stand-off distance and oscillation amplitude are kept con-
stant, having been measured or determined previously. The surface 
charge density (or surface dipole density) and domain wall locations 
are fitted and the best model is determined by the shape, quality and 
polarity of the fit.

Estimation of sensitivity
We estimated the sensitivity with two methods, first by error propagat-
ing the measurement counts used in the quantum phase computation, 
and second by taking line-by-line differences from two consecutive line 
scans and computing the standard deviation of the resulting trace47. 
As shown in Supplementary Section 3, our best sensitivities were 
achieved by using multipulse sequences with quantum phase accu-
mulation across multiple oscillation periods12. The error propagated 
sensitivity was 0.24 kV cm−1 Hz−1/2 and the line-by-line sensitivity was 
0.29 kV cm−1 Hz−1/2.

Data availability
The data that support the findings of this study are available from the 
corresponding author upon reasonable request.
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Extended Data Fig. 1 | NV electrometry imaging modalities on PZT. a, Out-of-
plane PFM image over a patterned domain structure. b, Spin-echo gradiometry 
(one π-pulse) over the same area in a. c, CPMG-2 gradiometry (two π-pulses) over 
the same area in a. This measurement filters for a signal at 2f, which corresponds 
to a signal from the the second spatial derivative. d, XY8-3 gradiometry (24 
π-pulses across 12 oscillation periods at ~ 196 kHz). The constant signal over 
domains, similar to Fig. 4 of the main text, may be attributed to tip oscillations 

that include a torsional component. Panels b-d have a pixel resolution of 60 nm. 
e, Pulsed OMDR taken over the inscribed area in a and no discernible electric field 
signal is observed. f, Spin-echo gradiometry over the same area in e. g, CPMG-2 
gradiometry over the same area in e. Panels d-f have a pixel resolution of 25 nm. 
Panel d, was imaged with φB = 106∘ and all other NV electrometry images were 
with φB = 73∘. Scale bars, 1 μm.
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Extended Data Fig. 2 | Analysis of NV electrometry sensitivity. a, Six line 
scans taken over a ferroelectric domain on PZT acquired with the XY8-3 pulse 
sequence. The entire data set included 12 line scans, however only six are shown. 
Lines are offset by 1 kVcm−1 for clarity. b, Error propagated sensitivity estimates 
computed using the photon counts for the measurements in panel a fitted to a 

Gaussian distribution. c, Five line-by-line differences of the lines shown in panel 
a. d, Line-by-line difference sensitivity estimates from the data in panel c fitted 
to a Gaussian distribution. The data in panels b and d are normalized by the 
measurement time in order to estimate the sensitivity.
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Extended Data Fig. 3 | Quantification of spatial resolution. a, Surface charge 
density reconstruction (Fig. 2g of the main text) with highlighted region (dashed 
lines) and step edge (arrows) used for analysis in panels b and c. Scale bar, 1 μm. 
b, Example of the 10% - 90% rise distance extraction method used to estimate 
the spatial resolution. The blue (red) shaded area denotes the range of data 

points used to define the lower (upper) value of the step edge. The dashed black 
lines denote the rise interval for the data trace (purple). The highlighted red 
datapoints were used in a linear fit (gray line), which was then used to extract a 
rise distance of 75 nm. c, Histogram binning of rise distances across the region 
denoted in panel a and Gaussian fit which yields a mean value of 95 nm.
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Extended Data Fig. 4 | Electric field vector reconstruction. a, Electric field 
gradient magnitude Eac (left) and angle (right) φEac, reconstructed from Fig. 2d of 
the main text. Note that due to the C3ν symmetry of the NV center the spatial map 
of φEac is only known up to a multiple of 2π/3 radians (or 120∘). b, Simulation of a. 
c, Electric field gradient projections onto the xNV and yNV directions in the 
reference frame of the NV center. d, Simulation of c. e, Lab frame electric field 

gradient components reconstructed from c. f, Simulation of e. g, Electric field 
gradient vector plot with ∂xEx and ∂xEy components as arrows and ∂xEz as the 
colour. h, Simulation of g. i, Integrated electric field gradient vector plot  
with Ex and Ey components as arrows and Ez as the colour. j, Simulation of i.  
Scale bar, 1 μm.
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