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Introduction

A question that one might ask himself when hearing
about monopoles is why we study them. Indeed, until
now, magnetic monopoles have not been observed exper-
imentally.
We will see here that they appear naturally in gauge the-
ories, which are at the basis of modern physics.
The aim of this report is to give a few insights in how to
get monopoles by changing the topological structure of
the space we are working with or how they arise in gauge
theories and a deep consequence that would result from
the existence of magnetic monopoles.

THE DIRAC MONOPOLE

Covariant derivative and wavefunction phase

Let us consider the Hamiltonian of a charged particle
of mass m and charge q in a quantum mechanical setting
with classical electromagnetic background:

H =
(~p− q ~A)2

2m
+ qΦ . (1)

The canonical momentum is computed as follows:

dri
dt

= − i
~

[ri, H] =
pi − qAi

2m
, (2)

⇒ Π = m
d~r

dt
= ~p− q ~A , (3)

By promoting ~p to an operator −i~~∇, we get the fol-
lowing commutation relation:

[Πi,Πj ] = −i~(∂iAj − ∂jAi) = −i~qεijkBk , (4)

[Πi, H] = i~q
(
− ∂iΦ + εijk

1

2m
(ΠjBk −BjΠk)

)
, (5)

⇒ m
d2~r

dt2
= q
(
− ~∇Φ +

1

2
(
d~r

dt
∧ ~B − ~B ∧ d~r

dt
)
)
. (6)

The Schrödinger equation for an arbitrary normalised
wavefunction |Ψ, t〉 will then become:

i~
d

dt
|Ψ, t〉 = (

Π2

2m
+ qΦ) |Ψ, t〉 , (7)

=
(
− ~2

2m
(~∇− i

~
~A) (~∇− i

~
~A)︸ ︷︷ ︸

=:~∇c

+qΦ
)
|Ψ, t〉 . (8)

Where ~∇c is the covariant derivative of the theory.
We know that the Maxwell equations are invariant un-

der the ”Gauge transformation”: ~A 7→ ~A− ~∇χ, therefore,
it is to be expected that the physics of the system does
not change under such a transformation. Indeed, all our
wavefunction does is to pick up a phase:

〈~r|Ψ, t〉 7→ e
i
~ qχ(~r) 〈~r|Ψ, t〉 . (9)

As can be seen by a short computation, the derivative
∇〈~r|Ψ, t〉 does not transform as the wavefunction does:

∇e i~ qχ(~r) 〈~r|Ψ, t〉 = q
i

~
∇χe i~ qχ(~r) 〈~r|Ψ, t〉︸ ︷︷ ︸

additional term

(10)

+ e
i
~ qχ(~r)∇〈~r|Ψ, t〉︸ ︷︷ ︸

well-transforming term

.



2

On the other hand, the covariant derivative we had
above transforms just as we wished it (the vector nota-
tion will be dropped, when not needed, we will expect
the reader to be able to determine if grad, div or curl is
meant):

∇c 7→ ∇c − q
i

~
∇χ =: ∇c′ , (11)

⇒

=∇c′︷ ︸︸ ︷
(∇− q i

~
A− q i

~
∇χ) e

i
~ qχ(~r) 〈~r|Ψ, t〉

= e
i
~ qχ(~r) (∇− q i

~
A)︸ ︷︷ ︸

=∇c

〈~r|Ψ, t〉 . (12)

If our particle moves in a space free of magnetic field,
we can still perform a Gauge transformation, we have
~B = ~∇ ∧ ~A = 0, therefore there exists a scalar functions
χ(~r) such that: χ =

∫
γ
~Ad~l (where γ(t) is the path taken

by the particle through space). One should note that
the intergal is invariant under homotopic path taken by
the particles as long as no electromagnetic source is en-
closed in between two such paths, one should recall the
Aharonov-Bohm effect. We get that the wavefunction
picks up a phase:

〈~r|~a, t〉 7→ e
i
~ q

∫ ~r
~a
~Ad~l〈~r|~a, t〉0 . (13)

This phase will be of crucial importance in the discussion
of the Dirac quantization condition given in the third
section.

Role of non-trivial topology

Theorem (Stokes’ Theorem [1]). Let M be a m-
dimensional differentiable manifold.
Let ω ∈ Ωr−1(M) be a (r-1)-form on M .

∫
M

dω =

∫
∂M

ω (14)

definition. A differential form ω ∈ Ωr(M) is called
closed if dω = 0 and exact if ∃α ∈ Ωr−1 such that
ω = dα.

Theorem (Poincaré’s Lemma [1]). If a coordinate neigh-
bourhood U of a manifold M is contractible to a point
p0 ∈M , any closed r-form on U is also exact.

The magnetic field ~B can be interpreted as a 2-form
and the vector potential as a 1-form. We know that
div( ~B) = dB︸︷︷︸

diff. form

= 0, which implies that no magnetic

charge density appears (compare to div( ~E) = ρ
ε0

), hence,
no magnetic monopoles. Lets imagine dB 6= 0 on a finite
region of space, we then get magnetic charges, if we take
that region out, we keep our charges, but get a non triv-
ial topological space with dB = 0 everywhere. Next to
that, we can, by Poincaré’s Lemma, locally find vector
potentials which will give us the correct magnetic field.

x

z

y

L

FIG. 1: This represents the patch UN = R3 \ (−∞, 0) on

which ~AN has no singularities. The path L (dashed z-axis)

is the one with respect to with we will integrate to find ~AN .
(see below)

Construction of the Dirac monopole

What we will do now is to make our space topo-
logically non-trivial, i.e. non-contractible. The simplest
way to do that is to remove a point, we will remove the
origin of our space: R3 \ {0}. This space is obviously
not contractible anymore. A ”physical” argument could
be that we first assume the divergence of ~B to be
non-zero, so we get a magnetic charge distribution and
then ”compress” all the charges at the origin. We then
get a delta function at the origin and we remove that
point from our space (picture a Gaussian repartition
converging towards a delta function).
By doing that, our space becomes a manifold that
cannot be covered completely by one patch, we will need
(at least) two patches:

UN := {~x ∈ R3 \ {0}| 0 ≤ θ ≤ π
2 + δ, 0 < r, 0 ≤ φ < 2π}

US := {~x ∈ R3 \ {0}| π2 − δ < θ < π, 0 < r, 0 ≤ φ < 2π}
with 0 < δ < π

2

Each one of these patches is simply connected, therefore,
by the Poincaré’s Lemma , there exists a vector po-
tential ~A, such that ~B = ~∇∧ ~A. For the northern patch,
a vector potential can be found using the following clas-
sical electrodynamics formula [4] , and integrating along
the path L as in FIG. 1 as follows:
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~A(~x)N = g

∫
L

d~l′ ∧ (~x− ~x′)
|~x− ~x′|3

L≡L(t)︷︸︸︷
=

∫ 0

−∞

1
√
a+ bt+ t2

3 dt

 −yx
0


=

[
− 2b

(b2 − 4a)
√
a
− 4

b2 − 4a

]0
−∞

 −yx
0


= . . .

spherical coord.︷︸︸︷
=

g

r

(1− cos(θ))

sin(θ)

 sin(φ)
− cos(φ)

0


︸ ︷︷ ︸

=: ~eφ

=
g

r
tan(

θ

2
) ~eφ . (15)

By computing the curl of that vector potential in
spherical coordinates, one finds a monopole-like magnetic
field:

~B(~r) = ~∇sphere ∧ ~A(~x) = g
~r

|~r|3︸ ︷︷ ︸
Dirac monopole

. (16)

One can perform a similiar computation to find:

~AS = −g
r

(1 + cos(θ))

sin(θ)
~eφ . (17)

on the southern patch which will give rise to the same
magnetic field, only with the ”Dirac-String” (i.e. the di-
vergent part of the vector potentials if considered defined
on the whole R3) in the northern hemisphere, therefore
not in the considered patch.
One can see that on the thickened equatorial plane, the
two potentials are related by a gauge transformation:

~AN − ~AS = ~∇χ , (18)

with: χ = −2gφ . (19)

Therefore, a particle moving into this B-field picks up a
phase (13) when going from one patch to another.

One things Dirac noted in his paper from 1931 [5] is

that χ does not need to be continuous, only e
i
~ qχ(~r) needs

to be. We can see that the presence of magnetic charges

is directly related to an discontinuity in χ at 0− 2π:

let E = {~x ∈ R3| |~x| ≤ 1}
let E

N/S
= {~x ∈ R3| |~x| ≤ 1, x3 ≷ 0}

4π g =

∫
E(0)

dB

=

∫
EN

dB +

∫
ES

dB

(14)︷︸︸︷
=

∫
∂BN

B +

∫
∂BS

B

=

∫
UN∩S2

B +

∫
US∩S2

B

=

∫
UN∩S2

dAN +

∫
US∩S2

dAS (20)

(14)︷︸︸︷
=

∫
∂(UN∩S2)

AN −
∫
∂(US∩S2)

AS

=

∫
S1
equator

AN −AS

” = ”

∫
S1
equator

dχ

(14)︷︸︸︷
= χ(2π)− χ(0) .

(The last two steps are not mathematically rigorous,
because if χ would be defined that way, it would not be
a single-valued function. It is still useful if compared to
the properties of χ in the section above.)

Our requirement that the phase gained by the wave-
function is well defined and independent from the gauge
chosen implies that:

e
i
~ q

∮
AN = e

i
~ q

∮
AS ,

⇒ 1

~
q4πg = 2π ,

⇒ qg =
~
2
n with n ∈ Z︸ ︷︷ ︸

Dirac quantization condition

. (21)

Which means that the existence of magnetic charges im-
plies the well-known quantization of the electric charge,
which is observed experimentally!

T’HOOFT MONOPOLE AND BPS-BOUND

SU(2)-Yang-Mills-Higgs Field equations

Let’s choose G = SU(2) as gauge group. We shall
now derive the field equations for such a theory.
Let Aµ ∈ su(2)⊗Ω1(R4) and Φ ∈ su(2)⊗Ω0(R4) be the
gauge potential and the Higgs field. The covariant deriva-
tive of the Higgs field and the Yang-Mills field stenght
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are:

DµΦ = ∂µΦ + [Aµ,Φ] , (22)

Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ] . (23)

We choose a basis {Tα = iτα|α = 1, 2, 3} for su(2),
where we take the Pauli matrices τα, with commuta-
tion relation: [Tα, Tβ ] = −2εαβγTγ and normalisation
Tr(TαTβ) = −2δαβ .
As Lorentz invariant Lagrangian density, we take:

L =
1

8
Tr(FµνFµν)−1

4
Tr(DµΦDµΦ)−λ

4
(1+

1

2
Tr((Φ)2))2

(24)
The Lagrangian will the be given by L =

∫
d3xL and

the action becomes S =
∫
dtL =

∫
dtd3xL =

∫
d4xL.

By using the variational principle, we get the equations
of motions for our fields:

DµD
µΦ = λ(1− Tr((Φ)2))Φ , (25)

DµFµν = [DνΦ,Φ] . (26)

These equations are non-linear PDE’s of which no gen-
eral solution is known.

From the Lagrangian above, we can also extract a ki-
netic and potential term (the kinetic term will vanish
when static fields are considered):

L = T − V ,

T =

∫
d3x(−1

4
Tr(EiEi)−

1

4
Tr(D0ΦD0Φ)) , (27)

V =

∫
d3x(−1

8
Tr(FijFij)−

1

4
Tr(DiΦDiΦ) (28)

+
λ

4
(1 +

1

2
Tr((Φ)2))2) .

Here Ei = F0i and Bi = − 1
2εijkFjk correspond to the

SU(2) electric and magnetic fields.

The vacuum manifold of our theory is defined as:
V = {Φ, A| λ

4 (1 + 1
2Tr((Φ)2))2 = 0, DiΦ = 0 and

Fij = 0}, which represents the field configuration such
that the potential energy takes its minimal value. Φ has
non-zero expectation value, this breaks the symmetry of
SU(2) down to U(1). The unbroken symmetry corre-
sponds to gauge transformation g(xµ) ∈ SU(2) such that
g(xµ)T3g

−1(xµ) = T3. Such symmetries preserve Φ and
change Ai, but keep the conditions DiΦ = 0 and Fij = 0.
Therefore our vacuum manifold is invariant under U(1)
gauge transformations.
Special aspects of symmetry breaking won’t be discussed
any further here.

Linearised field equations

If one imposes Φ → T3 for r → ∞, then the vacuum
manifold V is characterised by π2(U(1)) = π2(S1) = 0

and all fields are trivial (no topological charge).
One boundary condition that can be imposed without
restricting us too much is the following: Φ(0, 0, x3)→ T3

for x3 →∞.
We therefore get gauge transformations such that:
g(0, 0, x3) → Id for x3 → ∞. (for more information
one can take a look at the report of Hanno Bertle on
symmetry breaking)

Our only hope to find somewhat well-behaved equa-
tions is to linearise the above.
Set Φ = (1 +φ)T3 and Aµ = W 1

µT1 +W 2
µT2 + aµT3, with

φ, W 1
µ , W

2
µ and aµ small.

We then get the following linear PDE’s:

∂µ∂
µφ = −2λφ , (29)

∂µ(∂µW 1ν − ∂νW 1µ) = −4W 1ν , (30)

∂µ(∂µW 2ν − ∂νW 2µ) = −4W 2ν , (31)

∂µ(∂µaν − ∂νaµ) = 0 . (32)

Let’s discuss the static fields. The equations of motions
of our fields are the following:

DiDiΦ = −λ(1 +
1

2
Tr(Φ2))Φ , (33)

DiFij = −[DjΦ,Φ] . (34)

To solve this, we can use the spherically, rotationally
symmetric ansatz:

Φ = h(r)
xa

r
Ta , (35)

Ai = −1

2
(1− k(r))εija

xj

r2
Ta . (36)

where h(r) and k(r) are differentialbe functions of the
distance from the origin.

We then get the following ODE’s:

d2h

dr2
+

2

r

dh

dr
=

2

r2
k2h− λ(1− h2)h , (37)

d2k

dr2
=

1

r2
(k2 − 1)k + 4h2k . (38)

To have a singularity free solution at the origin, we
impose the boundary conditions: h(0) = 0, k(0) = 1
and limr→∞ h(r) = 1, limr→∞ k(r) = 0. This meant
that the potential Φ will asymptotically lie in our vacuum
manifold.
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Numerical Solution

FIG. 2: The monopole profile functions h(r) and k(r) for
λ = 0 (solid curves) (analytical solution), λ = 0.1 (dashed
curves), and λ = 1.0 (dotted curves)

Magnetic field in SU(2) theory

If we assume that the Higgs field in some region
of space can be written as: Φ = hΦ̂, with h > 0 and
1
2Tr(Φ̂

2) = −1. We also suppose that DµΦ̂ = 0. This
condition can be solves by the following general solution,
the gauge potential:

Aµ =
1

4
[∂µΦ̂,Φ] + aµΦ̂ , (39)

where aµ is an arbitrary smooth vector field. The field
tensor becomes:

Fµν = (
1

8
Tr([∂µΦ̂, ∂νΦ̂]Φ̂) + ∂µaν − ∂νaµ)Φ̂ . (40)

which points in Φ̂ direction in su(2).
From the conditions above, the covariant derivative of

the Φ is: DµΦ = (∂µh)Φ̂.
Therefore, we can define the ”Maxwell field tensor” of

our theory:

fµν = −1

2
Tr(FµνΦ̂) (41)

=
1

8
Tr([∂µΦ̂, ∂νΦ̂]Φ̂) + ∂µaν − ∂νaµ .

The Yang-Mills-Higgs equations then become:

∂µ∂
µh = λ(1− h2)h , (42)

∂µf
µν = 0 . (43)

For static fields satifying the conditions above, we can

interpret

bi = −1

2
εijkfjk (44)

= −1

2
εijk(

1

8
Tr([∂jΦ̂, ∂kΦ̂]Φ̂) + ∂jak − ∂kaj) .

which satisfies ~∇∧~b = 0 and ~∇ ·~b = 0.
For r →∞, h(r)→ 1, which gives us:

bi = − xi
2r3

. (45)

which gives a magnetic monopole of charge −2π.

So our field satisfies the Maxwell-equations known
from classical electrodynamics, while asymptotically
looking like a monopole. But note that the actual field
is smooth everywhere in space, compared to the dirac
monople, there is no singularity. But it is impossible to
correctly define the electromagnetic field and therefore
its divergence in the core region of the monopole due to
the fact that the full SU(2) theory is acting there.

BPS-Bound

Analytic Solution (λ = 0)

In the case λ = 0, the equations simplify to:

d2h

dr2
+

2

r

dh

dr
=

2

r2
k2h , (46)

d2k

dr2
=

1

r2
(k2 − 1)k + 4h2k . (47)

(48)

The solutions found by Prasad and Sommerfield where:

h(r) = coth(2r)− 1

2r
, (49)

k(r) =
2r

sinh(2r)
. (50)

Bogomolny realised that the energy of a static field can
be written as:

V =

∫
d3x(−1

8
Tr(BiBi)−

1

4
Tr(DiΦDiΦ)

= −1

4

∫
d3xTr((Bi +DiΦ)2)

+
1

2

∫
d3x∂i(Tr(BiΦ)) , (51)

with Bi = − 1
2εijkFjk, by using Stoke’s Theorem, and

the definition of our magnetic field bi in (44), the equation
above further transforms to:
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V = −1

4

∫
d3xTr((Bi +DiΦ)2) (52)

−
∫
S2
∞

bidS
i

= −1

4

∫
d3xTr((Bi +DiΦ)2) + 2πN . (53)

with N ∈ Z≥0 which corresponds to the degree of the

map Φ = Φ̂ (at infinity). More about this will be said in
the next section.

We get V = E︸︷︷︸
static field

≥ 2πN , (54)

The equality holds if: Bi = −DiΦ︸ ︷︷ ︸
Bogomolny equation

. (55)

For the spherically symmetric ansatz, we get the cou-
pled differential equations:

dh

dr
=

1

2r2
(1− k2) , (56)

dk

dr
= −2hk . (57)

The Bogomolny equation is the condition for a
monopole of topological charge N to be a global energy
minimum. A minimum solution should be stationary in
the smooth function space. This can be verified y the
following computation:

DiDiΦ = −DiBi = 0 (58)

For negative N we find analogous bound, therefore the
global result is:

E ≥ 2π|N | . (59)

The Prasad-Sommerfield solution has charge N = 1.

RELATION BETWEEN ’T HOOFT AND
DIRAC’S MONOPOLE

Lets consider the section Magnetic field in SU(2) the-
ory, we have a field that asymptotically lies in the vacuum
manifold of our fields.

We can define the magnetic charge as:

g = −
∫
S2
∞

f , (60)

with: f =
1

8
Tr([dΦ̂, dΦ̂]Φ̂) + da , (61)

By (?), the magnetic charge becomes the following ex-
pression:

g = −1

8

∫
S2
∞

Tr([dΦ̂, dΦ̂]Φ̂) . (62)

At infinity, the maps Φ̂ : S2
∞ → Vacuum, it can be

checked that using the normalisation conditions for the
generator and the vacuum conditions on the Higgs field,
one finds that the vacuum corresponds to S2 in su(2).
Indeed, if one uses that the Higgs field can be written as
follows:

Φ = aT1 + bT2 + cT3 ,

and that in V we have this condition: − 1

2
Tr(Φ2) = 1 ,

and the normalisation [Tα, Tβ ] = −2εαβγTγ ,

we get: {a, b, c ∈ R| a2 + b2 + c2 = 1} ≡ S2 . (63)

Where a, b and c correspond to the values of the com-
ponents of the Higgs evaluated at spatial infinity.
This map has a topological invariant N ∈ π2(S2) = Z
called its degree (second homotopy class). The right
hand side of the equation above is equal to −2π times
this degree, therefore the equation further simplifies to:

g = −2πN . (64)

This condition looks like the Dirac quantisation condi-
tion from the first section. Indeed there is a connection
between the two:

In our gauge: Φ̂ = T3 and has degree N . From topol-
ogy, we know that unless N = 0, Φ̂ is not homotopic to a
constant map, however if we divide S2

∞ in UN and US , we
have two contractible space in which we can bring Φ̂ to
a constant map, by gauge transformation g(N) and g(S).
On the equator of S2

∞, the two potentials overlap are

related by the gauge transformation g(N)g(S)−1
. This

gauge transformation preserves Φ̂ (by adjoint action)

and therefore lies in U(1) ⊂ SU(2). So g(N)g(S)−1
=

exp(χ(φ)T3), where φ parametrises the position at the
equator. Because the gauge transformations are wellde-
fined in their respective regions, so also on the equator
and we obtain the condition: χ(2π) = χ(0) + 2πN .

Before our Lie-algebra valued 4 vector field aµ was well
defined over S2

∞, now we have two vector fields well de-
fined over their respective patches and related by a gauge
transformation on the overlap:

a(N) − a(S) = −dχ(φ) , (65)

Therefore the 2-form field strength tensor is defined as in
the Dirac monopole section:

f = da(N) = da(S) . (66)

therefore its flux through is equal to −2πÑ . One can
show that Ñ = N and we get back the dirac quantisa-
tion condition!
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One can explicitly show the the gauge transformations
above, if define over the whole space, will give rise to a
Dirac string due to the fact that they cannot be contin-
uous over the whole space, see [6, chap.4.5] for a compu-
tation of these transformations.
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