
formation of the main deposit. At lower current densities, it is
possible to deposit only this extremely thin tin film: it is 5 nm thick
(Fig. 4), and composed of a carpet of small grains side by side.
Whereas the 200-nm copper and 300-nm tin films in Fig. 4 have a
thickness close to that predicted by theory, the 5-nm film is much
thinner.

We expect that the deposition reported here will be possible with
any metal that is known to deposit in the powdery regime of growth,
in the shape of rounded crystals. We propose the following mechan-
istic explanation of this effect. First, in thin cells, and with a binary
electrolyte, very high fields are generated at the tips of the deposits17.
These very high fields induce nucleation and growth of a poly-
crystalline deposit19. As it is observed that growth is much more
rapid in scratches5,20, it is clear that the dangling bonds of glass have
catalytic properties, under the action of the large electric field. We
now consider why the deposit should be covering for higher
currents. As seen in Fig. 2, this surprising stability is not due to
an increase in the size of deposit features up to the sample size, but
to a progressive closing of voids between ever-smaller branches, in
which individual grains become themselves ever smaller19. This
proves that, as the growth speed is increased, the capillary length of
individual branches is decreased (as expected from theory9,23). But
so is the typical size l of gradients ahead of the deposit, because16

l ¼ ðÿkT=eE0Þðzc þ zaÞðzczaÞð1þ ma=mcÞ, where E0 is the electric
field in the bulk, and z c, z a, m c and m a are the charges and mobilities
of the cations and anions. When l becomes smaller than the grain
size, instabilities cannot develop, and the front is stable (‘absolute
stability’ in the context of pattern formation). This stability makes it
possible to electroplate insulators in conditions very far from
equilibrium. The coating of fibres, ribbons and plates seems
possible. Many applications of this process may be considered,
such as replacing the vapour seeding process in the electronics
industry, tailoring mirrors of unusual metals or shapes, and direct
coating of organic materials. In general terms, the process proposed
here has some advantages over conventional electroless deposition
on insulators, in that the film progression and grain size are
controlled externally, the process can be interrupted at any time,
and it should work with many simple salts, even without additives.
But it should be acknowledged that, as the deposition process starts
from one end of the sample and progresses towards the other end at
speeds of the order of 1 m h21 at most, the overall production output
would be much smaller than existing electroless techniques, which
coat in approximately 5 minutes glass plates of size 4 m £ 4 m.

We note that using this very rapid plating technique with Li, as
reported here for Ag, Cu and Sn, might eliminate the cycling
problems of Li rechargeable batteries. Indeed, cycling efficiency of
Li batteries is drastically reduced by dendritic growth. This is
ascribed, in part, to the poor cyclability of a powdery tree. In
present designs, dendrites are always seen to grow perpendicularly
to the electrodes. A set-up similar to ours would in principle
generate a thin film whose morphology is easier to cycle. A
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The assessment of uncertainties in global warming projections is
often based on expert judgement, because a number of key
variables in climate change are poorly quantified. In particular,
the sensitivity of climate to changing greenhouse-gas concen-
trations in the atmosphere and the radiative forcing effects by
aerosols are not well constrained, leading to large uncertainties
in global warming simulations1. Here we present a Monte Carlo
approach to produce probabilistic climate projections, using a
climate model of reduced complexity. The uncertainties in the
input parameters and in the model itself are taken into account,
and past observations of oceanic and atmospheric warming are
used to constrain the range of realistic model responses. We
obtain a probability density function for the present-day total
radiative forcing, giving 1.4 to 2.4 Wm22 for the 5–95 per cent
confidence range, narrowing the global-mean indirect aerosol
effect to the range of 0 to –1.2 Wm22. Ensemble simulations for
two illustrative emission scenarios suggest a 40 per cent prob-
ability that global-mean surface temperature increase will exceed
the range predicted by the Intergovernmental Panel on Climate
Change (IPCC), but only a 5 per cent probability that warming
will fall below that range.

The expected future warming of the climate system and its
potential consequences increase the need for climate projections
with clearly defined uncertainties and likelihood estimates2. The
IPCC provides these probabilities for most of their findings in the
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recently published Third Assessment Report1. However, some of the
most important uncertainties—such as the projected surface warm-
ing—are still based on expert judgement, and are only given as
ranges derived from different models. The evidence that part of the
observed warming of both atmosphere and ocean3,4 is caused by
anthropogenic emissions of greenhouse gases and aerosols1,5–10may
help assess climate models, and has been used to scale model
projections for the next few decades11,12. Wigley and Raper13

recently presented probabilities for the future warming by perform-
ing ensemble simulations with a simplified model calibrated to the
same three-dimensional (3D) ocean–atmosphere models as used in
the IPCC Third Assessment Report1 . The combination of ensemble
simulations that take into account uncertainties in input and model
parameters with the use of observational evidence as an indepen-
dent constraint provides a powerful approach for an objective
uncertainty assessment in global warming projections. Here we
determine constraints on the climate sensitivity, on the radiative
forcing and on the future warming that arise from the requirement
that the modelled large-scale surface warming and ocean heat uptake
both match observations. We do this by using the reconstructed and
projected radiative forcing of all major forcing components in
combination with ensemble simulations of a coupled ocean–atmos-
phere model of reduced complexity (see Methods section).

To illustrate the relationship between radiative forcing, climate
sensitivity, ocean mixing and the resulting model response, we have
first calculated the global ocean heat uptake (Fig. 1a) and global-

mean surface warming (Fig. 1b) for various set-ups of the ocean
model and climate sensitivities. In this study, climate sensitivity is
expressed as the increase of global-mean equilibrium surface
temperature for a doubling of pre-industrial atmospheric CO2

concentration. The mean and standard deviation of all model
simulations (Fig. 1a and b, solid lines and shaded bands) denote
the uncertainty in ocean heat uptake and surface warming due to
ocean model uncertainties in mixing properties and surface-to-
depth transport of excess heat, an important variable affecting the
transient temperature trend14. This allows us to test recent claims by
Barnett et al. 10 that observed ocean heat uptake provides the
strongest constraint on the climate sensitivity and that climate
sensitivity has to be low in order to match the observed ocean
heat uptake. However, in their 3D simulations, Barnett et al. neglect
the radiative effects of changes in solar irradiance, volcanic aerosols
and the indirect effect of aerosols, as well as the uncertainties that are
attached to the observed ocean heat uptake and surface warming.
Taking all these factors into account, we find that climate sensitivity
is only weakly constrained by the observed ocean heat uptake.

The comparison of the modelled ocean heat uptake with the
instrumental estimates (Fig. 1a, horizontal solid lines) and their
uncertainties (one standard deviation, horizontal dotted lines)4

yields an approximate climate sensitivity of 5.7 K, with an uncer-
tainty of ^1 K attributable to model uncertainties and ^2 K due to
uncertainties in the data. The same diagnostics for the modelled
surface temperature increase over the last century and the observed
surface warming of 0.6 ^ 0.1 K (ref. 2) yields a climate sensitivity
of 4.6 K with uncertainties of about 21.5 toþ1.5 K attributable to
model uncertainties, and 21.3 toþ2.6 K due to uncertainties in the
data (Fig. 1b). Additional uncertainties arise from uncertainties in
radiative forcing. The global-mean indirect aerosol forcing, for
example, is estimated by IPCC1 to be in the range of 0 to
22 Wm22 for the year 2000. We have performed simulations
where either the indirect aerosol effect (Fig. 1c and d, dash-dotted)
or the natural (solar and volcanic) forcings (Fig. 1c and d, dashed)
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Figure 1 Relation between radiative forcing, climate sensitivity, and modelled

atmospheric and oceanic warming. a,b, Global ocean heat uptake 1955–95 (to a depth of

3,000 m) and global-mean surface air temperature increase 1900–2000 versus climate

sensitivity (expressed as global-mean equilibrium surface temperature increase for a

doubling of pre-industrial atmospheric CO2) for eight model set-ups (different subgrid-

scale mixing parameterizations29 and different vertical diffusivities). Calculations were

performed using standard reconstructed anthropogenic and natural radiative forcing.

Each dot indicates one model simulation. The bold solid curve and shaded band denote

the mean and uncertainty (one standard deviation) arising from different ocean mixing

properties. Horizontal solid and dotted lines mark the mean and uncertainty (one standard

deviation) of the observed ocean heat uptake4and observed surface temperature increase3.

c,d, Model mean values as in a and b (solid lines), but when neglecting natural, that is, solar

and volcanic, forcings (dashed lines) or when neglecting the indirect aerosol forcing (dash-

dotted lines). Constraining the climate sensitivity from the observed warming is mainly

hampered by uncertainties in the radiative forcing components and temperature data rather

than by the range covered by various set-ups of the climate model used.

Figure 2 Constraints on the radiative forcing from the observed atmospheric and oceanic

warming. Probability density functions (PDF) for the total (anthropogenic and natural)

radiative forcing (a–c) and the indirect aerosol forcing (d–f) in the year 2000 are based on

25,000 Monte Carlo simulations. The initially assumed PDFs are given in a and d. The

requirement that the model matches the temperature observations strongly narrows the

PDFs (b and e). If in addition the climate sensitivity is restricted to the range adopted by the

IPCC (1.5–4.5 K), the PDFs in c and f are obtained.
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were neglected. Low estimates for climate sensitivity result from
ignoring the indirect aerosol effect, whereas high climate sensi-
tivities are required to match observations when assuming a strong
indirect aerosol effect.

From Fig. 1c and d we estimate a climate sensitivity of about 6 K
required to match the observed warming trend when applying
anthropogenic and natural forcings. Similarly, about 4 K and 2 K
are appropriate when neglecting natural forcings or the indirect
aerosol effect. The evolution with time of surface warming and
ocean heat uptake for these three forcing cases and the standard
ocean model set-up shows that the model is able to reasonably
reproduce the observed temporal evolution of global-mean surface
warming3 for the past 140 years with and without the indirect
aerosol forcing (see Supplementary Information). The model has
difficulties in reproducing the almost constant temperature between
1940 and 1970 and the strong warming after 1980, indicating that
either the assumed radiative forcing is not correct, or part of the
observed temperature evolution is due to internal climate variability
which is not resolved in this model. When the natural forcing is
neglected, much of the variability in the surface warming is lost and

the agreement is significantly worse, consistent with earlier model
studies6,7,9. This applies similarly to the modelled ocean heat uptake,
except that much less of the decadal structure in the data4 is
reproduced, consistent with results obtained with 3D models10,15.

To attach probabilities to our results, we have simulated a Monte
Carlo set of 25,000 global warming simulations using five ocean
model set-ups and taking into account the uncertainties in radiative
forcings and climate sensitivity (see Methods section). From those
simulations that are consistent with the observed surface warming
and ocean heat uptake, we can only derive a very broad probability
density function (PDF) for the climate sensitivity (see Supplemen-
tary Information) which excludes neither very small climate sensi-
tivities (around 1.2 K, the value if no feedbacks are present) nor
unreasonably large values far above the widely accepted IPCC
maximum of 4.5 K. This result is in agreement with recent PDF
estimates for climate sensitivity, based on the observed surface
warming, natural variability and either ocean models16,17 or
observed ocean warming18,19. This indicates that given the uncer-
tainties in the radiative forcing, in the temperature records, and in
currently used ocean models, it is impossible at this stage to strongly
constrain the climate sensitivity, as proposed by Barnett et al. 10.
However, we can strongly constrain the sum of the radiative forcing
and thereby the indirect aerosol forcing, the most uncertain of the
individual forcing components. If we demand consistency with the
temperature records, the PDF of the total radiative forcing for the
year 2000 is considerably narrowed (1.4–2.4 Wm22 for the 5–95%
confidence range, Fig. 2b), compared to the initially assumed PDF
(Fig. 2a). Furthermore, all results from comprehensive 3D climate
models suggest a range for the climate sensitivity of about 1.5 to
4.5 K (ref. 1). By adopting this range as an additional constraint,
which is completely independent of this study, a narrower forcing
range results (1.6–2.5 Wm22, Fig. 2c). Assuming the PDFs for the
other forcing components to be correct estimates, the procedure
reduces the initially assumed uniform PDF for the indirect aerosol
forcing (Fig. 2d) considerably. Our analysis suggests that the
negative indirect aerosol forcing plus any forcing not explicitly
considered for the year 2000 is smaller than 1.2 Wm22 in magnitude
with a probability of 95% (Fig. 2e) for any climate sensitivity, and
over 99% if the climate sensitivity is restricted to 1.5 K–4.5 K
(Fig. 2f). Even for much less restrictive assumptions regarding the
forcing PDFs, these probabilities decrease only slightly to 85% and
95%, respectively (for example, when all IPCC uncertainties are
taken as one standard deviation and/or when using a broader PDF
for the indirect aerosol forcing). Further simulations suggest that a
slightly positive indirect aerosol forcing (plus any forcing not
considered) at year 2000 cannot be excluded by this method, if
the corresponding PDF assumption is extended to positive values.
But although the uncertainty about its magnitude is large, there is
general agreement that the indirect aerosol forcing is indeed
negative1.

A key question is whether the observed warming of the twentieth
century does constrain the uncertainties in projections of future
warming. We investigated the range of projected surface warming
until the year 2100 for two illustrative emission scenarios of the
IPCC, B1 and A2 (ref. 20), using only those simulations that are
consistent with the temperature observations (Fig. 3a). If the
observed surface warming and ocean heat uptake are taken as the
only constraints, we find a surface temperature increase of 1.6 to
3.8 K (5–95% range, relative to the 1961–90 period) by the year 2100
for scenario B1 (Fig. 3b), with a probability of 40% that the warming
exceeds the range given by the IPCC and ,5% for a warming below
that range. For a restricted range of climate sensitivities (1.5–4.5 K),
we estimate 5–95% ranges for the projected warming of 1.5–2.6 K
for scenario B1 (Fig. 3c), and 2.5–4.3 K (Fig. 3d) for A2, consistent
with the results proposed by the IPCC for these scenarios and based
on comprehensive 3D models.

These results are remarkable for several reasons. First, there is no

Figure 3 Probabilistic surface warming projections for two IPCC scenarios, as constrained

by the observed atmospheric and oceanic warming. a, Range (5–95%) of projected

global-mean surface air temperature increase (10-yr running mean) for the IPCC SRES

illustrative emission scenarios B1 (solid lines, dotted lines) and A2 (dashed lines). Results

are obtained from those ensemble members that match observed surface warming (grey

shaded band) and observed ocean heat uptake (not shown), for climate sensitivities of 1–

10 K (dotted lines for scenario B1) or for the IPCC range 1.5–4.5 K (solid lines for scenario

B1, dashed lines for scenario A2). Panels b–d show the corresponding PDFs for the

surface warming by year 2100. Confidence ranges (5–95%) based on the PDFs, and the

uncertainties proposed by IPCC1, are given as solid and dashed horizontal bars,

respectively. When the observed warming is taken as the only constraint, the projected

range for scenario B1 largely exceeds the uncertainties given by the IPCC (b, and dotted

lines in a), indicating that currently accepted projections strongly rely on model-derived

climate sensitivities and might underestimate the probability of a strong warming. If the

range of climate sensitivity is independently constrained (1.5–4.5 K), our 5–95%

estimates roughly agree with the uncertainty proposed by the IPCC for scenario B1 (c, and

solid lines in a), and for A2 (d, and dashed lines in a).
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tuning of the simplified model towards more complex models.
Thus, our results support the use of simplified models to assess the
probabilities and uncertainties of the projections of at least global
properties obtained by more complex models. Second, the IPCC
results are obtained using different models but a single radiative
forcing evolution for a certain scenario. Here we circumvent this
limitation, and consider uncertainties in climate sensitivities, ocean
mixing, and the reconstructed or projected radiative forcing. Third,
taking the observed warming of ocean and atmosphere as the only
constraint, we find that the currently accepted IPCC consensus
about the uncertainty in global warming projections might signifi-
cantly underestimate the probability of a strong warming. Our
results are in agreement with the IPCC uncertainty ranges only
when using a model-derived upper limit of about 5 K as an
independent constraint for climate sensitivity. Whereas the IPCC
attaches no statistical information to its projection uncertainties,
the ensemble approach presented here suggests that the probability
distribution of the temperature increase for a certain scenario is
similar to a gaussian distribution, whose 5–95% range corresponds
to the uncertainties given by the IPCC. The consistency with the
observed warming is a strong constraint in our ensemble simu-
lations for at least the next few decades, when the forcing is the main
uncertainty. By the end of the century, the projection uncertainty
for a particular scenario becomes increasingly dominated by the
uncertainty in climate sensitivity.

The simplicity of our model prevents us from taking into account
any internal variability of the climate system. We might therefore
miss some nonlinear feedbacks, but we benefit from the fact that
there is no noise superimposed on the model response. Another
powerful method of scaling future climate projections is to use an
optimal fingerprint method11,12. This method considers natural
variability and does not require an estimate for climate sensitivity,
but cannot take into account model and input uncertainties in a
probabilistic way. Furthermore, the necessary assumption that the
current balance of greenhouse warming and sulphate cooling
remains approximately constant makes that method particularly
useful for the near future, but not for long-term projections where
sulphate forcing is expected to decrease substantially. The tempera-
ture ranges derived by this fingerprint method11 for a similar
scenario (IS92a) are consistent with our results, from which we
conclude that including natural variability would not strongly
widen the PDF for long-term temperature changes. We deliberately
refrain from an overall probabilistic estimate by combining results
from different emission scenarios13, as that would depend on a
subjective estimate of the likelihood of individual scenarios2.

The combination of observed surface air temperature increase
and ocean heat uptake with results from ensemble climate simu-
lations provides a strategy to estimate more objectively uncertain-
ties of climate projections. It is desirable that the present results be
assessed by ensemble simulations with more comprehensive climate
models. Further progress will depend on continuing high-quality
observations with global coverage, in particular ocean tempera-
tures, a refined understanding of the climate system, and signifi-
cantly increased computational resources. A

Methods
The applied climate model consists of a zonally averaged dynamical ocean model,
coupled to a zonally and vertically averaged energy- and moisture-balance model of the
atmosphere21,22. For efficiency, we use the annual-mean model version, but differences
from the results obtained with the seasonal version23 are negligible. Whereas the
climate sensitivity of comprehensive models is determined by the strength of the
resolved feedback mechanisms, we specify the radiative perturbation at the tropopause as
DF(t) ¼ DFRF(t) þ lDTs(t), where DFRF is the radiative forcing1. Feedback processes are
parameterized in terms of the global-mean surface temperature increase DTs , and the
constant factor l is prescribed to obtain different climate sensitivities24. We diagnose the
climate sensitivity after 3,000 years of integration. The time history of radiative forcing is
prescribed from changes in well-mixed greenhouse gases (CO2, CH4, N2O, SF6 and 28
halocarbons including those controlled by the Montreal Protocol), stratospheric and
tropospheric O3, the direct forcing of black and organic carbon and sulphate, stratospheric

H2O owing to CH4 changes, and the indirect effects of aerosols, all based on simplified
expressions that are summarized in refs 1 and 25. Anthropogenic radiative forcing is
prescribed from reconstructions for the time 1765–2000, follows a SRES scenario20 from
2000 to 2100, and is kept constant thereafter. For the simulations in Fig. 1, a standard value
of -0.8 Wm22 is assumed for the indirect aerosol forcing at year 2000, as in earlier
studies26. Radiative forcing by volcanoes and variations in solar irradiance are prescribed
for the historical period27. Albedo changes due to land use, radiative forcing by dust and
the uncertainty in converting future greenhouse-gas emissions into concentrations25 are
not considered.

For the Monte Carlo simulations, we have calculated 25,000 global warming
simulations using five ocean model set-ups and taking into account the uncertainties in
radiative forcings and climate sensitivity. For each forcing component of every individual
simulation, a random number (representing the radiative forcing for year 2000) is
determined, to which the time history and future projection of that forcing component is
scaled. These random numbers are chosen in such a way that their distribution follows the
prescribed PDF of the forcing for the year 2000. A gaussian PDF is assumed where absolute
uncertainties are given, a log-normal PDF where the uncertainty is expressed as a factor.
We assume the uncertainties given by IPCC to be two standard deviations, although the
IPCC attaches no statistical meaning to them. For the indirect aerosol forcing, the
probability is assumed to be uniform between 0 and 2 2 Wm22 (see refs 25 and 28 for
details about the radiative forcing assumptions). For each simulation, a climate sensitivity
is randomly chosen between 1 and 10 K (uniform PDF).

An individual model simulation is considered to be consistent with observations if the
simulated differences in both global-mean surface temperature between 1900 and 2000
and ocean heat content between 1955 and 1995 match observations within their
uncertainties (two standard deviations) and if a correlation criterion indicates reasonable
time-dependent agreement for both surface warming and ocean heat uptake.

Specifically, we divide the difference of the observed and modelled warming by the
uncertainty of the observed warming (thereby expressing the model mismatch in terms of
observation uncertainties), average over time and prescribe a maximum value for this
quantity. The main conclusions do not depend on the exact choice of the consistency
criteria. However, we implicitly assume that the long-term trends in observed surface
warming and ocean heat uptake are due to natural and anthropogenic forcings, and that
internal variability only contributes to decadal changes. Further, the results of this study
are only weakly sensitive to the assumed forcing PDFs and ocean mixing properties, as
unrealistic input/model combinations due to less restrictive input assumptions are usually
eliminated by the observational constraints. For example, the indicated limits of surface
temperature ranges at year 2100 change by less than^0.2 Kwhen assuming different ocean
model versions or less restrictive PDFs of the radiative forcing.
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Predictions of temperature rise over the twenty-first century are
necessarily uncertain, both because the sensitivity of the climate
system to changing atmospheric greenhouse-gas concentrations,
as well as the rate of ocean heat uptake, is poorly quantified1,2 and
because future influences on climate—of anthropogenic as well as
natural origin—are difficult to predict3. Past observations have
been used to help constrain the range of uncertainties in future
warming rates, but under the assumption of a particular scenario
of future emissions4. Here we investigate the relative importance
of the uncertainty in climate response to a particular emissions
scenario versus the uncertainty caused by the differences between
future emissions scenarios for our estimates of future change. We
present probabilistic forecasts of global-mean temperatures for
four representative scenarios for future emissions5, obtained
with a comprehensive climate model. We find that, in the absence
of policies to mitigate climate change, global-mean temperature
rise is insensitive to the differences in the emissions scenarios
over the next four decades. We also show that in the future, as the
signal of climate change emerges further, the predictions will
become better constrained.

An estimate of the uncertainty in a climate-model-based predic-
tion of twenty-first century global-mean temperature rise is a
potentially valuable tool for policy makers and planners3,6,7. Large
and difficult-to-quantify uncertainties surround predictions of
future demographic changes, economic development and techno-
logical change, which will determine future anthropogenic emis-

sions of greenhouse gases and other pollutants. Even with perfect
knowledge of emissions, uncertainties in the representation of
atmospheric and oceanic processes by climate models limit the
accuracy of any estimate of the climate response. Natural variability,
generated both internally and from external forcings such as
changes in solar output and explosive volcanic eruptions, also
contributes to the uncertainty in climate forecasts.

Recently a technique has been developed to quantify uncertainty
in predictions by comparing simulations of past temperature
changes with observations4. Under this approach, based on those
developed for the detection and attribution of climate change8,9, we
estimate the factors (with associated uncertainties) by which the
model’s simulated response to various external forcings over the
twentieth century can be scaled up or down while remaining in
agreement with the observations. The most important external
forcings are well-mixed greenhouse gases, other anthropogenic
pollutants such as sulphate aerosols (which are produced by
oxidation of sulphur dioxide), changes in tropospheric ozone
(which is controlled by photochemical reactions), stratospheric
ozone depletion, and natural external forcings such as variations
in solar irradiance and stratospheric aerosol from volcanic
eruptions.

Temperatures will fluctuate about their mean climatic state owing
to natural internal variability. We include decadal variability in our
uncertainty analysis, but we do not consider sub-decadal variations
that would be additional to the uncertainty in decadal temperatures
presented here. We also consider fluctuations due to potential
future changes in solar output and volcanic eruptions. As it is not
possible to predict deterministically changes in natural forcings, we
estimate natural external variability from simulations of the past
140 years that include these natural forcings.

The IPCC, in their Special Report on Emissions Scenarios
(SRES5), has developed a wide range of future emissions scenarios,
based on a variety of narrative ‘storylines’, each describing a possible
future development of population, economies and energy sources.
The range of scenarios includes interventions leading to reductions
in sulphur emissions and introduction of new energy technologies,
but does not include additional initiatives to mitigate climate
change. Any estimate of socio-economic trends over the course of
the twenty-first century is necessarily very uncertain and highly
subjective. Our interest here lies in determining the range of likely
future climates consistent with current observations under a repre-
sentative range of emissions scenarios, and investigating how this
uncertainty range will change as the signal of climate change
becomes stronger.

We can address these questions with predictions of a coupled
atmosphere–ocean general circulation model (AOGCM) using a
representative subset of emissions scenarios which span most of the
total SRES range, without assigning relative probabilities to the
different emissions scenarios. On the assumption that a model that
over- or under-estimates the climate response by a certain fraction
now will continue to over- or under-estimate it by a similar fraction
in the future, we can use a comparison between simulated and
observed changes over the past 100 years to calculate the uncertainty
in a prediction (according to a particular emissions scenario) over
the next 100 years. This assumption appears to be justified for
global-mean temperature by the AOGCM runs currently available,
all of which evolve similarly over time in response to a given forcing
despite differences in sensitivity and thus response amplitude10.
Even though climate sensitivity is not well constrained by the
observed temperature record4,11, perturbation analysis of simple4

and intermediate-complexity11 models indicates that there is a
generally linear relationship between past and future global tem-
perature change as we vary the sensitivity of a climate model that
continues to hold for unmitigated forcing until the end of the
century12, provided the climate sensitivity and sulphate aerosol
forcing are not outside the likely range estimated by the IPCC
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