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The temperature on Earth varied largely in the Pleistocene from cold glacials to interglacials of different
warmths. To contribute to an understanding of the underlying causes of these changes we compile
various environmental records (and model-based interpretations of some of them) in order to calculate
the direct effect of various processes on Earth’s radiative budget and, thus, on global annual mean surface
temperature over the last 800,000 years. The importance of orbital variations, of the greenhouse gases
CO,, CH4 and N;O0, of the albedo of land ice sheets, annual mean snow cover, sea ice area and vegetation,
and of the radiative perturbation of mineral dust in the atmosphere are investigated. Altogether we can
explain with these processes a global cooling of 3.9 + 0.8 K in the equilibrium temperature for the Last
Glacial Maximum (LGM) directly from the radiative budget using only the Planck feedback that
parameterises the direct effect on the radiative balance, but neglecting other feedbacks such as water
vapour, cloud cover, and lapse rate. The unaccounted feedbacks and related uncertainties would, if taken
at present day feedback strengths, decrease the global temperature at the LGM by —8.0 + 1.6 K. Increased
Antarctic temperatures during the Marine Isotope Stages 5.5, 7.5, 9.3 and 11.3 are in our conceptual
approach difficult to explain. If compared with other studies, such as PMIP2, this gives supporting
evidence that the feedbacks themselves are not constant, but depend in their strength on the mean
climate state. The best estimate and uncertainty for our reconstructed radiative forcing and LGM cooling
support a present day equilibrium climate sensitivity (excluding the ice sheet and vegetation compo-
nents) between 1.4 and 5.2 K, with a most likely value near 2.4 K, somewhat smaller than other methods
but consistent with the consensus range of 2-4.5 K derived from other lines of evidence. Climate
sensitivities above 6 K are difficult to reconcile with Last Glacial Maximum reconstructions.

© 2009 Elsevier Ltd. All rights reserved.

1. Introduction

Natural climate variations during the Pleistocene are still not
fully understood. Neither do we know how much the Earth’s annual
mean surface temperature changed in detail, nor which processes
were responsible for how much of these temperature variations.
Although our understanding based on climate models is steadily
increasing most studies are focused on individual time periods such
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as the Last Glacial Maximum (LGM) to facilitate inter-comparison
between different models and with data compilations, and do not
consider temporal changes over longer timescales (e.g. Braconnot
et al,, 2007a,b).

Greenhouse gas (GHG) emissions, especially of CO,, are nowa-
days known with very high confidence to be responsible for the
anthropogenic temperature rise (Solomon et al., 2007), but were
also suggested to be responsible for part of the warming during
glacial/interglacial transitions (Genthon et al., 1987; Lorius et al.,
1990). However, the direct effect of CO; via its changes of the
radiative budget on temperature is much smaller than the recon-
structed changes in temperature. Climate models are therefore
used to calculate the overall response of Earth’s climate to a certain
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forcing such as a change in CO; (e.g. Charney et al., 1979; Hansen
et al., 2008; Knutti et al., 2008; Plattner et al., 2008; Vuuren et al.,
2008). From the comparison of the direct effect of CO, on
temperature and other global radiative perturbations with the
measured or simulated changes an amplification or feedback factor
is calculated (Hansen et al., 1984, 2007, 2008; Genthon et al., 1987;
Lorius et al., 1990). In this respect equilibrium climate sensitivity is
typically used as the global mean near surface temperature rise
towards a new steady-state resulting from a doubling of the
atmospheric CO, content (therefore also called 4T, co,). 4T>xco,
depends on the climate model and the implementation of
processes of the different climate feedbacks therein. Recent model-
based estimates vary by more than a factor of two between 2.1 K
and 4.4 K for future climate change (Knutti et al., 2006; Kiehl, 2007;
Randall et al., 2007; Knutti and Hegerl, 2008; Plattner et al., 2008),
but some cases also include much higher values of up to 11 K (e.g.
Stainforth et al., 2005). For the climate of the LGM a similar climate
sensitivity of 1.2-4.3 K was proposed based on an Earth system
model of intermediate complexity (Schneider von Deimling et al.,
2006a), and values up to 6 K were found in an atmosphere general
circulation model coupled to a slab ocean model (Annan et al.,
2005). However, more complex models suggest that the climate
sensitivity for the LGM and the present climate may differ
substantially (Crucifix, 2006; Edwards et al., 2007; Hargreaves
et al., 2007). The conceptual approach behind these model-based
analyses is that most (if not all) globally important processes are
included in the climate model used in order to calculate an
appropriate response to given changes in the forcing. This approach
is limited to selected time periods, especially if full general circu-
lation models are used, because of computational high costs and
because sufficient empirical data are necessary to calibrate these
models (e.g. Edwards et al., 2007).

Here, we focus on changes in the global annual mean radiative
budget, which can be calculated for different processes from
existing data sets for the past. Changes in the radiative forcing of
the GHG CO,, CH4, and N2O during the last glacial/interglacial
transition were already calculated with high accuracy using ice core
data (Joos and Spahni, 2008). It is found that the current rise in
forcing from these gases occurs one to two orders of magnitude
faster than century scale changes in the past 20,000 years. The
scientific understanding of the direct effect of these GHG on climate
is high, while the knowledge on other important processes is much
lower (Jansen et al., 2007). However, even with this lack of
knowledge it is worthwhile to combine what we know about
changes in the climate system over time into a first tentative
compilation. So far the climatic response to CO; and orbital forcing
was calculated over the last glacial cycle using a linear multivariate
analysis (Genthon et al., 1987), concluding that the direct effect of
lower CO, during the LGM could only account for a temperature
anomaly AT of —0.6K, and an amplification factor of 5-14 was
necessary for the explanation of reconstructed AT derived from the
Vostok ice core stable isotope data. Hansen et al. (1984) calculated
the specific feedbacks of individual processes on Earth’s radiative
budget with a general circulation model for the LGM climate. Many
recent studies relate past temperature changes to the observed
variations in GHG (e.g. Hansen et al., 2007, 2008). These approaches
are limited in the sense that all additional changes in temperature
are linearly related to the CO, changes and hidden in the feedback
factors, which are so far assumed to be constant.

Our study compiles changes in Earth’s global radiation budget
on longer timescales and the importance of the other processes
besides GHG. We focus on the last 800,000 years (800 kyr), the time
window covered by the European Project for Ice Coring in
Antarctica (EPICA) ice core from Dome C, where reliable records of
GHG and of other climate variables (such as aeolian dust

concentration) are available. Our goal is to use the available proxy
records and to calculate the direct contributions of individual
processes to changes in Earth’s radiative budget and to the global
annual mean surface air temperature (SAT). This approach enables
us to identify how much temperature change can be explained with
our observational knowledge and how important additional feed-
backs might have operated in the past. We finally discuss how our
compilation on changes in radiative forcing during the LGM
constrains quantitatively the equilibrium climate sensitivity.

2. Earth’s radiative balance

If the Earth is in radiative equilibrium then the incoming short-
wave (SW) radiation I from the sun reaching the Earth has to be
balanced by the outgoing long-wave (LW) radiation R according to
Earth’s equilibrium temperature Tg following the Stefan-Boltz-
mann law (Rg=0-T¢, 6 =5.67 x 1008 Wm 2 K~*). In this radiative
balance the reflectance and absorption within the atmosphere also
needs to be considered (Fig. 1). The incoming radiation I depends
spatially and temporally on the orbital configurations of the
Earth (Berger, 1978), but is mainly determined by the solar
constant S, whose average+ 1¢ over the years 1978-2005 is
1366.0 - 0.6 W m~2 (Fréhlich, 2006). Nearly a third of the incoming
radiation is reflected back to space, determined by the planetary
albedo of ap=0.30 (Goode et al., 2001; Pallé et al., 2005; Wielicki
et al., 2005). The atmosphere accounts for the majority (>75%) of
the planetary albedo, but the temporal variability of ap is mainly
determined by surface processes (Qu and Hall, 2005). The present
day surface albedo used here (as = 0.15) is calculated from the given
atmospheric reflection a4 = 0.212 and absorption a = 0.2 (Kiehl and
Trenberth, 1997) to match the satellite-derived ap. We furthermore
assume a mean ocean albedo («, = 0.10), sea ice albedo («as; = 0.55),
and land ice albedo («;;=0.75) (Payne, 1972; Stroeve et al., 2001;
Qu and Hall, 2005; Fitzpatrick and Warren, 2007) from which the
residual albedo of ice-free land (a; = 0.20) is determined, which is
in line with observations (Wanner et al, 1997). SW radiation
reflected from the surface is assumed to reach the top of the
atmosphere (TOA) without any further interaction within the
atmosphere. In this respect our approach is simpler than others
(e.g. Taylor et al., 2007). GHG are finally absorbing about 40% of the
outgoing LW radiation, implying that the effective emissivity of the
Earth is ¢ =0.60 and R = ¢Ry. Sixty percent of this GHG effect are
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Fig. 1. Global annual mean radiative budget of Earth’s atmosphere including present
days numbers with the amount of details used in our approach (modified after Kiehl
and Trenberth, 1997). Short-wave (SW) incoming radiation [ is balanced by long-wave
(LW) outgoing radiation, which is a function of Earth’s temperature T SW radiation
reaching Earth’s surface Is is influenced by atmospheric reflection a4 and absorption a.
Greenhouse gases (GHG) reduce the amount of LW radiation R leaving the atmosphere.
This is also reflected in the effective emissivity ¢ of the Earth. The mean surface albedo
s is distinguished for different surfaces (from left to right: ocean, sea ice, land ice and
ice-free land). The planetary albedo «p combines both «s and «s. The atmospheric
albedo wy is in our approach only varied due to atmospheric dust loading.
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accounted for by water vapour (Kiehl and Trenberth, 1997). This
simplistic annual mean view of Earth’s radiation budget sketched in
Fig. 1 contains the level of detail we address in this article. Temporal
variations in the above mentioned variables supported by data- and
model-based approaches can then give information about Earth’s
radiative balance and, thus, global annual mean temperature
change in the past.

The radiative balance is altered by (a) variations in the incoming
solar radiation, (b) variations in the GHG concentration, (c¢) varia-
tions in the planetary albedo and (d) the additional contributions
from the feedback processes. The incoming solar radiation itself
varies due to changes in the solar constant S, i.e. the energy output
from the sun, and due to Earth’s orbital variations. Milankovitch
(1941) proposed that the latter is the driver for Quaternary climate
change, which was later on supported by analyses of the geological
records (Hays et al., 1976). Other studies suggested that the glacial/
interglacial cycles result from the Earth’s internal climate vari-
ability and are phase locked on orbital forcing (e.g. Saltzman et al.,
1984). Orbital variations influence the local insolation and the
seasonal cycle, but lead to only small changes of less than
0.5 W m™2 in the global annual mean insolation with periodicities
of 100 and 400 kyr caused by eccentricity (Berger, 1978).

The magnitude of solar irradiance variations over the past
millennia (or the past million years) is not well known. Only small
changes in solar irradiance are apparent in the satellite records of
the past 30 years with no apparent long-term trend (Foukal et al.,
2006; Frohlich, 2006). Extension of irradiance changes back in time
used evidence of changing sunspot numbers and cosmogenic
isotope production. There is general agreement in the evolution of
different proxy records of solar activity (Muscheler et al., 2007;
Wanner et al., 2008). However, the relationship between the
isotopic records, indicative of the Sun’s open magnetic field,
sunspot numbers and solar energy output are not well understood.
In previous reconstructions, total irradiance during the last
millennium was estimated to be 0.15-0.65% (radiative forcing about
—0.36 to —1.55 Wm2) below the present day-mean (e.g. Bard
et al.,, 2000), whereas other work suggest a reduction of only about
0.1% in solar energy output (e.g. Wang et al., 2005). Over the last 4.5
billion years the Sun’s energy output increased by 40% (Sagan and
Mullen, 1972). In our time window of interest this effect is less than
0.05 W m~2 and therefore negligible. Furthermore, the way the sun
affects Earth’s climate is not fully understood (Rind, 2002). Besides
changes in the total solar irradiance (determining S), the influence
of UV irradiance on the troposphere and cosmic rays modulating
the production of clouds have been proposed (Lockwood and
Frohlich, 2007, 2008; Lockwood, 2008). Evidence for these different
hypotheses is sparse and in the absence of a better understanding
on Quaternary solar variability we keep S constant in time in the
following calculations, but use its estimated variability over the last
centuries as estimated uncertainty range of the solar influence on
the incoming radiation I (7= 0.2%).

Climate feedbacks operate on different timescales. Slow
feedbacks are processes whose response to a change in forcing
takes significantly longer than a century. An example is ice sheet
melting and associated sea level changes and eustatic adjust-
ments. Changes in ice sheet extent (and in other slow feedbacks)
are typically ignored in projections of 21st century climate
change or in equilibrium simulations for the LGM and a time-
invariant ice sheet is prescribed according to present day or
reconstructed LGM conditions. Processes operating with
response times of up to a few years may be called fast feedbacks.
Fast feedbacks are changes in water vapour, lapse rate variations,
cloud cover, and sea ice. These feedbacks are explicitly included
in state-of-the art climate models. Changes in vegetation distri-
bution and related changes in the aerosol content of the

atmosphere respond to changes in forcing and climate on
a decadal-to-century time scale. In the past, vegetation distri-
bution has been prescribed in models, but simulations with
interactive vegetation cover are now becoming more common
(e.g. Friedlingstein et al., 2006; Plattner et al., 2008).

Water vapour and lapse rate influence the absorption of
radiation in the atmosphere, while land and sea ice, vegetation,
and aerosols mainly influence the albedo. Clouds affect both the
albedo and the GHG effect, but the net modern result of clouds is
a cooling, meaning that the albedo effect is stronger than the
GHG effect of water vapour for the present climate state (Ram-
anathan and Inamdar, 2006). For present day and future climate
a much longer list of forcing agents is considered (Forster et al.,
2007). However, these additional agents are either not important
in preindustrial climates, because they were introduced by
mankind only in the last century (e.g. halocarbons), or we have
such poor understanding of their impact on climate and lack
information about their variability in the past (e.g. indirect effect
of aerosols (Anderson et al., 2003; Lohmann and Feichter, 2005;
Lohmann et al., 2007)).

Changes in the radiative budget lead to a new long-term steady-
state with a temperature change ATg.. It can be calculated from
a feedback analysis (for further details, see e.g. Dufresne and Bony,
2008), for which one needs to consider that any radiative flux pertur-
bation AR will be amplified by the feedbacks in the climate system, thus

—— (1)
’ A

where A is the climate feedback parameter, and the fluxes are

positive downward. The feedback parameter is commonly split in

the sum of different terms,

A= AP+AWV+;LLR+/\O (2)

which are the Planck (P), water vapour (WV), lapse rate (LR), and
cloud (C) feedback parameters. Normally, another feedback
parameter for surface albedo (4,) is considered, but because we try
to estimate albedo changes from reconstructions its contribution is
accounted for in the forcing terms. We will combine in our final
compilation the water vapour, lapse rate, and cloud feedbacks to
one feedback with Aejse = Awv + AR + Ac.

The feedback parameters for water vapour, lapse rate, and
clouds can only be estimated with climate models (but see Farrera
et al. (1999) for data-based assumptions on the LGM lapse rate),
while the Planck feedback parameter Ap and the corresponding
equilibrium temperature change ATgp can be calculated from the
derivative of R = ¢Ry:

OR .., OR

=57 r—1,-ATgp with 7= 4e0T3. (3)
Te = 286.5 K is the preindustrial temperature, which is about 0.5 K
less than the mean of the years 1961-1990 (Jones et al., 1999;

Brohan et al. 2006). This leads to the Planck feedback parameter Ap,

AR

—AR W m—2
YT B2 “)

Ap

or the specific climate sensitivity without further feedbacks sp= —1/p
of

ATgp K

The specific climate sensitivity without feedbacks sp will be used
in the following to calculate the temperature anomaly of the Planck
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feedback ATgp of perturbations in the radiative budget. Other
feedbacks and interactive effects are, thus, first ignored, but will be
discussed in Section 3.4.

3. The individual processes

We estimate an uncertainty for all assumptions and data
sources, based on our arguably subjective assessment of the
reliability of data- and model-based reconstructions of certain
climate variables. Calculated effects on the radiative budget are
therefore a combination of our best guess AR and an uncertainty
range attached to it. All data sets are resampled with an equi-
distant temporal spacing of 100 years. An overview of the
assumed uncertainties and the results for the LGM (averages over
23-19 kyr BP as defined by EPILOG (Mix et al., 2001)) is compiled
in Table 1. We assume the uncertainties to be one standard
deviation (1c). Error propagation of uncertainties of several
different parameters within one process is calculated by the
square root of the sum of squares of individual uncertainties
assuming independency between the single parameters. Further-
more, a lower estimate of a total error for a combination of
different processes (e.g. AR of all processes or of all GHG) is also
calculated using the same approach. However, as some processes
certainly depend on each other (e.g. vegetation and CO; evolu-
tion) we also calculate an upper estimate of the uncertainty for
combined processes by adding the individual uncertainties
together.

3.1. Greenhouse gases

Although water vapour is the most important GHG (Kiehl and
Trenberth, 1997; Ramanathan and Inamdar, 2006), the following
compilation does not consider any changes in water vapour in the
past due to missing constraints on its variability. Some estimates on

Table 1

water vapour feedbacks are given in Section 3.4. We concentrate
here on the GHG CO,, CHy, and N,O. Carbon dioxide and CHy4 are
measured with a mean temporal resolution better than 1 kyr in ice
cores over the last 800 kyr, but N,O exhibits large time windows
with no or biased data sets (Petit et al., 1999; Monnin et al., 2001;
Siegenthaler et al., 2005; Spahni et al., 2005; Loulergue et al., 2008;
Liithi et al., 2008). CO, varies between 170 and 300 ppmv, the
variations in CH4 and N5O are three orders of magnitude smaller
(Fig. 2A). However, their impact on the radiative balance per mol
gas is larger than that of CO,. We use simplified expressions for the
calculation of the direct radiative forcing of CO,, CHg, and N,O
(Myhre et al., 1998):

ARco, = 5.35-1n<CC00220> (6)

AR, = 0.036-<\/CT - ,/(}14‘0) (7)
ARG,0 = 0.12- (/N0 — /N30y ) )

All AR’s are given in Wm™2, CO; in ppmv, CH4 and N,O in ppbv,
CO3,0 =278 ppmv, CHyo= 742 ppbv and N,Op =272 ppbv, where
the superscript zero (AR®) denotes an approach, which will be
refined further below. A term for the interactive absorption effects
between CH4 and N50 is omitted here. It would lead to corrections
in ARy, and ARY , of the order of a few 0.01 W m 2. To account for
the higher efficacy of CHy4 relative to CO,, which is due mainly to the
indirect effects of CH4 on stratospheric H»O and tropospheric O3
(Hansen et al., 2005) an additional change of 40% in ARcy, has to be
considered (Hansen et al., 2008), thus ARy, = 144-AR8H4. The N,0
record contains large data gaps due to artefacts probably produced
by high dust content during glacial periods (Fliickiger et al., 2004).
N>O measurements during times with dust concentrations in

Summary for different processes including the uncertainty estimates and results averaged over the EPILOG LGM definition (Mix et al., 2001) of 23-19 kyr BP. Processes which
are not considered in the final compilation are in italics and indented. We calculate the error propagation of the uncertainties (column 2) to the overall uncertainty of each
individual processes by the square root of the sum of the squares (one standard deviation) assuming independence of the different contributors. The uncertainty of
a combination of processes (e.g. all GHG) is also calculated as the square root of the sum of the squares (lower estimate). However, as this also requires independency of the
different processes (which is not always the case) we additionally calculate an upper estimated uncertainty by the sum of the individual standard deviations. This compilation

here neglects feedbacks from water vapour, lapse rate and clouds.

Process Uncertainties AR+ 10 Upper estimated
(Wm~?) uncertainty (W m~2)
Orbit - 0.01 +0.00
GHG See below -2.814+0.25 +0.37
CO, 0co, = 2 ppmv; og=10% —2.10+0.22
CHy4 ocy, = 10 ppmv; ogr=10%
Oefficacy = 5%; Tintern,0 = 0.02 W m—2 -0.40+0.05
N,0 or=0.1Wm2 -0.30+0.10
Land cryosphere See below —4.54+0.90 +1.50
Land ice 01=0.2%; 0area = 10%; 04, = 0.1 —3.17+0.63
Sea level 01=0.2%; 0area = 20%; 04, = 0.05 —0.55+0.29
Snow cover 1= 0.2%; area = 20%;0,, = 0.05 —0.82 +0.58
Sea ice See below —2.13+0.53 +0.64
Sea ice in north 01=0.2%; Oarea = 20%; 04, = 0.1 —-0.42 +£0.12
Sea ice in south 01=0.2%; Oarea = 20%; 045 = 0.1 —-1.71+£0.51
Vegetation ;= 0.2%; 0, = 0.05 —-1.09+0.57
Dust 01=0.2%; 04, = 50% —1.884+0.94
Subtotal —12.43+1.39 +3.19
Sum of AR used for the calculation of the ‘Charney’ sensitivity in Section 4.3 —-9.48 +1.15 +2.55

(no albedo effect of snow cover and sea ice)
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Fig. 2. Variations in the GHG records. (A) Variations of atmospheric CO,, CH4 and N,0. CH4 and N,O are solely measured on EPICA Dome C (Spahni et al., 2005; Loulergue et al.,
2008), while CO, is a composite from Vostok (Petit et al., 1999) and EPICA Dome C data (Monnin et al., 2001; Siegenthaler et al., 2005; Liithi et al., 2008). All gas records are on the
EDC3_gas_a age scale (Loulergue et al., 2007). (B) Perturbation in the radiative budget due to the three gases and the total GHG forcing including the lower uncertainty ranges
(ARgHG = ARco, + ARcy, + AR, o). The effect of methane (ARcy, ) contains also the indirect effect via stratospheric H,0 and tropospheric O3, ARy, o is calculated either directly out
of N,O or is due the large data gaps based on changes in CO, and CHy,, the latter is used to calculate ARgnc. The right y-axis shows the temperature anomalies ATgp of the Planck

feedback.

Antarctic ice cores larger than 300 ppbw are considered to be
disturbed by artifacts and excluded from the record (Spahni et al.,
2005). We therefore use in the following the approach of Hansen
et al. (2008) and a formulation to estimate continuously the radi-
ative forcing of N,O which is based on the combined effect from
CO; and CHy4 leading to ARn,o = 0.12-(ARcq, + ARcy, )- This rather
crude approach assumes a linear relationships between N»O and
the other two GHG, and might therefore impose an error on ARy, 0.
However the uncertainty in our final calculation is limited due to
the small effect of N;O. Furthermore, latest measurements of N>O in
the so far uncovered time windows 250-450 and 650-800 kyr BP
confirm that N,O varies between 200 and 300 ppbv (Schilt et al.,
2010).

The error propagation of the GHG considers the measurement
uncertainties in CO, and CHy (0co, = 2 ppmv (Petit et al., 1999;
Siegenthaler et al., 2005); o¢cy, = 10 ppbv (Spahni et al., 2005)),
the relative uncertainty of Eqs. (6) and (7) (or = 10% (Forster et al.,
2007)), and in the case of CH4 additionally the uncertainty of the
efficacy (oeficacy = 5% (Hansen et al.,, 2005)) and of the interaction
with N2O (ipeern,0 = 0.02 W m~2). For ARy,o we only consider
a global error of og = 0.1 W m~2 because ARy, 0 does not depend on
underlying physics, but is only estimated roughly from CO, and
CHg.

The radiative forcing of all three GHG is apart from the peak
interglacials MIS 5.5, 7.5, 9.3 and 11.3 always negative with minima
of —2.6, -0.4 and —0.3 Wm? for ARco,, ARcy, and ARy, o, respec-
tively (Fig. 2B). Positive deviations during the interglacials
mentioned above are negligible for CH4 and N»O and smaller than
+0.4 W m~2 for CO,. The forcing for N,O based on N,O data only
(Eq. (8)) is nearly always smaller than its estimate derived from CO,
and CHg. Altogether the total forcing from GHG ARGy is dominated
by CO,. The maximum effect during most peak glacial periods is
around —25 to —3.0Wm™2 with the absolute minimum of
~33Wm2 around 670 kyr BP. The temperature anomalies ATgp

considering only the Planck feedback caused by the three GHG are
up to —0.9 to —1.0 K for peak glacial times and warming of less than
-+0.2 K during the last interglacials (Fig. 2B).

3.2. Surface albedo

In order to calculate the perturbation in the radiative balance
due to various processes affecting surface albedo (land ice sheets,
shelves exposed by sea level drop, sea ice, snow cover, vegetation
distribution) we compile in the following, how (i) local annual
mean insolation (which varies mainly due to obliquity), (ii) the
areal coverage, and (iii) the albedo of various compartments
change in their annual mean values over the last 800 kyr. The
uncertainties in areal coverage and albedo changes are given
individually for the different processes, while the uncertainty in
local annual mean insolation is assumed to be represented by the
uncertainty in the solar constant ¢;. Based on our simplistic view
of Earth’s radiative budget we can, thus, calculate AR connected
with those processes.

3.2.1. Land cryosphere

Continental ice sheets in North America and Eurasia covered an
area of up to 17 x 10'?> m? during glacial maxima (Fig. 3B). This was
deconvoluted from the deep ocean benthic 60 stack LRO4 (Bin-
tanja et al., 2005; Lisiecki and Raymo, 2005; Bintanja and van de
Wal, 2008). The deconvolution of the LR04 benthic 6'80 stack into
different climate data is based on the fact that both the storage of
680 in ice sheets and changes in ocean temperature affect the
foraminiferal calcite 6'80. Both processes are related to surface air
temperature. Models describe these relationships: an ice-sheet
model (Bintanja et al., 2002) that links air temperature to ice
volume and 6'80 stored in ice, and an ocean-temperature model
(Bintanja and Oerlemans, 1996) that couples surface air tempera-
ture to deep ocean temperature. An inverse method deconvolves
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Fig. 3. Albedo feedback from the land cryosphere. (A) Annual mean local insolation at the top of the atmosphere I at 40-80°N (Berger, 1978). (B) Area changes of (i) land ice sheets
(North America and Eurasia only) and (ii) land without ice (both in 40-80°N deconvoluted from the benthic 6'80 stack LR04 (Bintanja et al., 2005; Lisiecki and Raymo, 2005)), and
(iii) global shelf area effected by sea level change based on own assumptions. (C) Changes in surface albedo as on areas plotted in (B), those over land ice and ice-free land are again
simulation results from Bintanja et al. (2005). while albedo changes on exposed shelves are our own assumption. (D) Perturbation in the radiative budget caused by the albedo
feedback from land ice sheets, snow cover on non-glaciated land (40-80°N) and sea level change. The right y-axis shows the temperature anomalies ATgp of the Planck feedback.
The legend is valid for sub-figures B, C, and D. The albedo over northern hemispheric land ice sheets is undefined around 130 kyr, because these ice sheets disappeared completely.
Ice sheets did not vanish completely in the other interglacials, thus albedo over land ice was defined during all other times.

the two components of 6'%0 for the LR04 6'80 record leading to
mutually consistent records of atmospheric temperature, ice
volume, ice area, ice-free area, albedo on both ice and ice-free land
(all continents in the latitudinal band of 40-80°N), deep ocean
temperature and global sea level. The approach is based on the
assumption that the fraction of 6'80 that varies due to sea level
changes is caused to 85% (15%) by the waxing and waning of the
North American and Eurasian (Antarctic and Greenland) ice sheets
(Bintanja et al., 2002).

The local annual mean insolation in the latitudinal band
containing the northern hemispheric ice sheets varied between
267 and 271 Wm~2 (Fig. 3A). The model of Bintanja et al. (2005)
furthermore calculates, based on monthly snow cover simulations
(Bintanja et al., 2002), that the surface albedo on the ice sheets
was about 0.6 larger than on the ice-free continents (Fig. 3C). This
information on area, albedo and insolation together with the fact,
that the respective latitudinal band covers about 17% of Earth’s
surface are combined to calculate the radiative perturbation
caused only by the albedo feedback of land ice sheets ARjce
(Fig. 3D). AR is as large as —3.2 Wm™2 during glacial maxima,
and always smaller than +01Wm 2 during interglacials. We
assume uncertainties of +£10% in the ice sheet area and +0.1 in
the annual mean albedo on ice ¢y resulting in —3.2 £ 0.6 Wm 2
in ARjce for the LGM. The equilibrium temperature change ATgp

computed from the Planck feedback and ice sheet-albedo forcing
alone is —1.0K (-0.8 to —1.2K) during peak glacial times
(Fig. 3D).

The uncertainty based on the error estimate is very small for
interglacials, however other evidence (as mentioned in the
following) point to an incomplete understanding of ice sheet
dynamics during the interglacials MIS 5.5, 7.5, 9.3, and 11.3, which
are warmer than the Holocene (called “warm interglacials” in the
following), at least in Antarctic temperature reconstructions (Jouzel
et al., 2007). For example, the approach of Bintanja et al. (2005)
calculated significantly lower sea level high stands for MIS 7 than
other approaches based on either 680, coral, or submerged spe-
leothems (Dutton et al., 2009). Part of the sea level rise above
present during past interglacials, e.g. +3 to +6 m during MIS 5.5
(Stirling et al., 1998; Blanchon et al., 2009), might potentially be
caused by thinning of the Greenland and Antarctic ice sheets. While
models (Cuffey and Marshall, 2000; Otto-Bliesner et al., 2006)
suggest a significant reduction in the areal extent of the Greenland
ice sheets in MIS 5.5, ice cores give evidence that the Greenland ice
sheet was at that time at least partially intact (Landais et al., 2003;
Oerlemans et al., 2006). Pieces of evidence from pollen data (de
Vernal and Hillaire-Marcel, 2008) suggest significantly larger forest
vegetation (implying a smaller ice sheet) in Greenland especially in
MIS 11.3. With 1.8 x 102 m?, the size of the present day Greenland
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ice sheet is about 10% of the suggested areal extent of the maximum
northern hemispheric land ice sheets during the LGM (Peltier,
2004; Bintanja et al., 2005) and its potential shrinking might
therefore contribute only little to a warmer than present climate on
a global scale.

This waxing and waning of the northern hemispheric land ice
sheets is directly connected with sea level variations. The sea level
drop of 120-140 m during the LGM (Fairbanks, 1989; Yokoyama
et al., 2000) exposed around 14 x 10> m? of continental shelves to
the atmosphere (Fig. 3B). This area estimate of exposed shelves is
calculated for a sea level drop of 123 m (Bintanja et al., 2005) without
consideration of isostatic adjustment from the global elevation data
set (http://dss.ucar.edu/datasets/ds750.1). We consider an increase
in albedo from ocean to land of 0.1 and assume an uniform distri-
bution of coastal regions with latitude (implying the use of the global
mean insolation of around 342 W m~2). This leads then to an addi-
tional radiative forcing of AR, jevel = —0.6 W m~2 at the LGM.
Assumed uncertainties of +20% in the area and +0.05 in albedo
extend the range of the additional radiative forcing during glacial
maxima to —0.3 to —0.8 Wm 2.

The combined effect of land ice sheet growth and sea level drop
leads to an albedo feedback at the LGM of —3.7 Wm™2 with an
upper estimated uncertainty range of —2.8 to —4.6 W m~2, which is
in reasonable agreement with —3.2 W m~2 given by the IPCC AR4
(Jansen et al., 2007). The difference of 0.5 W m~2 between the IPCC
and our best guess might be due to the uneven distribution of land
ice with latitude during the LGM. Only very little land ice was
probably located north of 70°N (e.g. Zweck and Huybrechts, 2005),
while we here took the mean insolation over the 40-80°N band for
our calculations.

The albedo effect of extended snow cover during glacial times
on ice-free land can be estimated in terms of a forcing (in W m~2)
but in the framework of the climate sensitivity calculation below
(Section 4.3) is treated as a feedback. For the role of snow in the
climate system in general see Vavrus (2007). Again, simulation
results of Bintanja et al. (2005) on changes in area and albedo
(calculated by monthly mean snow cover (Bintanja et al., 2002))
in the latitudinal band 40-80°N are used to calculate an addi-
tional change in ARgnhow Of —1.5 to +0.8 Wm 2 (Fig. 3D). This
approach assumes a surface albedo of 0.8 over snow leading to
anomalies in the mean albedo on ice-free land at 40-80°N of
+0.1 to —0.05 (Fig. 3C). The largest changes in ARgnow OCCUr
before those in ARje, reflecting that snow accumulates/melts
prior to ice growth/decay. The assumed uncertainties in area
(£10%) and albedo (+0.05) lead to an error range of about
+0.6 W m~2 at the LGM. Snow cover on land south of 40°N might
eventually also have an impact on albedo, but based on the
present day seasonality in surface albedo (Qu and Hall, 2005) we
estimate its effect to be rather small.

Altogether, the land cryosphere comprises an albedo forcing
(ARjand cryo = ARjce + ARgey fevel + ARsnow) Which is at best —4.5
and +0.8 Wm™? at the LGM and MIS 5.5, respectively, but which
within the uncertainties might also be as much as -3.0 to
—6.0Wm™2 (LGM) and 0.0 to +1.6 Wm™2 (MIS 5.5). The temper-
ature anomaly ATgp resulting from the Planck feedback and this
radiative forcing is —1.4 K (—0.9 to —1.9 K) at the LGM and +0.3 K
(0.0 to +0.5 K) at MIS 5.5.

3.2.2. Sea ice

The glacial increase in annual mean sea ice area between
present (Cavalieri and Parkinson, 2008; Parkinson and Cavalieri,
2008) and the LGM (CLIMAP, 1976; Sarnthein et al., 2003; Gersonde
et al,, 2005) is with 17.5 x 102 m? of similar size than the areal
coverage of 17 x 10'> m? of the North American and Eurasian ice
sheets. Note that the seasonal cycle of sea ice area at present day is

very symmetric (Cavalieri and Parkinson, 2008; Parkinson and
Cavalieri, 2008) and therefore the use of the annual mean area
together with annual mean local insolation for the estimate in our
radiative budget should be only little affected by seasonality. More
than 75% of this increase in sea ice area occurred in the Southern
Ocean (from 8.5 to 22 x 10'? m? from the present to the LGM), and
only little in the north (from 10 to 14 x 10> m? from the present
and the LGM). The annual mean insolation over the sea ice latitudes
is also larger in the south (250 W m~2 in 50-70°S) than in the north
(217 Wm™2 in 60-90°N) as these areas are located at lower lati-
tudes (Fig. 4A). These latitudinal bands cover 9 and 7% of Earth’s
surface, respectively.

Complete time series of sea ice coverage of the last 800 kyr are
not available. We therefore have to relate other relevant time series
with estimated glacial/interglacial changes in sea ice area. The
temporal variations of sea ice in the Southern Ocean can again be
estimated from ice core measurements. It was argued that the sea
salt sodium (Na) flux to EPICA Dome C in Antarctica can be used as
proxy for sea ice production in the Indian Ocean sector of
Antarctica (Wolff et al., 2003, 2006). However, this proxy becomes
less sensitive during full glacial periods because the sea salt source
moves northwards due to the expanding sea ice and thus enhanced
losses during transport are expected (Fischer et al., 2007a). The
EPICA Dome C temperature estimate ATgpica (Jouzel et al., 2007)
and the logarithm of the sea salt Na flux in EPICA Dome C are
linearly related during transitions and interglacials, but have
a different relationship at full glacial conditions, reflecting this
transport effect (Rothlisberger et al., 2008). We therefore use for
the calculation of AR, e sy OvVer the last 800 kyr the Antarctic
temperature anomaly as reflected by ATgpica. It is a first order
approximation for Southern Ocean sea ice extent as used previ-
ously (Kohler and Fischer, 2006). Recently, it was shown that
ATgpica is highly correlated with SST reconstructions at 40°S in the
Atlantic section of the Southern Ocean (Martinez-Garcia et al.,
2009). For the variability in the north and to calculate ARge; jce NH
we take the model-based temperature anomaly over the northern
hemispheric land area (Bintanja et al., 2005), although the lat-
itudinal band of this study is with 40-80°N slightly different. We
assume a relatively large uncertainty of +20% of the areas due to
the high uncertainty in sea ice coverage and the weakness of the
time series used as sea ice proxy (Fig. 4B). Albedo over sea ice ag; is
assumed to be 0.55 (40.1), thus 0.45 (0.35-0.55) larger than over
open ocean (Fig. 4C).

Combining this inform